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Abstract

In this Letter, a novel approach of encryption based on chaotic Hopfield neural networks with time varying delay is proposed. We use the
chaotic neural network to generate binary sequences which will be used for masking plaintext. The plaintext is masked by switching of chaotic
neural network maps and permutation of generated binary sequences. Simulation results were given to show the feasibility and effectiveness in
the proposed scheme of this Letter. As a result, chaotic cryptography becomes more practical in the secure transmission of large multi-media files
over public data communication network.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Good private communication methods has aroused the inter-
est of many researchers. A lot of encryption research works are
based on using chaotic synchronization in private communica-
tions. Chaotic communication systems have attracted more and
more attentions due to the broadband power spectrum of chaotic
signals, high speed of information transmission, and tolerance
to sufficiently high levels of noise. Besides, many chaotic com-
munication schemes are simply realized and demonstrate a rich
variety of different oscillating regimes. Networks of chaotic
coupled maps are considered as string and language genera-
tors in [6]. The secret key provides the network parameters,
such as the coupling strengths. Extracting information masked
by the chaotic signal of a time-delay system has been consid-
ered in [7]. A method in which a chaotic signal is used to mask
a message securely is stated in [12]. However, we use a more
complicated Hopfield neural networks with switching chaotic
maps and time varying delay.
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Practically all known communication schemes using chaotic
signals are based on synchronization of chaotic systems [8–11,
14–18]. Different approaches for the transmission of informa-
tion signals using chaotic dynamics have been proposed, for ex-
ample, chaotic masking, chaotic modulation, nonlinear mixing,
chaotic switching, and others. However, not all chaotic commu-
nication schemes are as secure as expected. For example, some
communication schemes using low-dimensional chaotic signals
can be unmasked by the dynamical reconstruction of the chaotic
system from the time series or by using suitable return maps.

The purpose of a cryptography system, which is often called
a cryptosystem, is to transmit confidential messages secretively.
However, in recent years the actual and potential applications
of cryptography have expanded to include many other areas
such as remote log-in protocols, shared control schemes, de-
mocratic voting schemes, authenticated distributed computing,
electronic money, distributed management of data bases, and so
on. In general, synchronous chaotic ordinary differential equa-
tions are easy to be implemented. The cryptosystems are easy
to set up with chaotic systems. The chaotic signals are ran-
domlike signals and considered as pseudorandom. The secret
keys generated from these chaotic signals can be considered as
pseudorandom signals.

In this Letter, cryptography based on chaotic Hopfield neural
network [13] with time varying delay is proposed. As our first
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contribution, we use the Hopfield neural network to generate
binary sequences. As our second contribution, A binary value
in the binary sequence is supposed to choose the chaotic map
which is used to generate binary sequences in the next step. As
a result, this value is considered as a random switching function
for choosing chaotic maps. As our third contribution, plaintext
is masked by permutation and calculation of generated binary
sequences. An algorithm is designed for encryption. There are
some advantages using this cryptosystem. Firstly, note that the
generated binary sequences are a part of trajectory of chaotic
neural network. Secondly, the trajectory we choose is random
for the switching value of generated binary sequences. Thirdly,
to the best of our knowledge, it is difficult to synchronize the
unknown chaotic neural networks unless you know the neural
network clearly. Fourthly, the secret keys of initial value and the
delay are both functions. We will discuss security analysis to
see that even small perturbations of key parameters may result
in the wrong decryption. Fifthly, we will see the distribution
of ciphertext is flat and the information entropy is high, which
means less information of the plaintext is revealed. Also, the
algorithm is fast and efficient. So it is more secure to use the
approach proposed in this Letter.

2. Chaotic neural networks

In this section, we consider the following Hopfield neural
networks [13] which exhibit chaotic phenomenon:

(1)ẋ(t) = −Cx(t) + Af
(
x(t)

) + Bf
(
x
(
t − τ(t)

)) + I,

or

ẋi (t) = −cixi(t) +
n∑

j=1

aijfj

(
xj (t)

)

(2)

+
n∑

j=1

bijfj

(
xj

(
t − τij (t)

)) + Ii, i = 1,2, . . . , n,

where n denotes the number of units in a neural network, x(t) =
(x1(t), x2(t), . . . , xn(t))

T ∈ Rn is the state vector associated
with the neurons, I = (I1, I2, . . . , In)

T ∈ Rn is external input
vector, f (x(t)) = (f1(x1(t)), f2(x2(t)), . . . , fn(xn(t)))

T ∈ Rn

corresponds to the activation functions of neurons, τ(t) =
τij (t) (i, j = 1,2, . . . , n) are the time delays, the initial con-
ditions of (1) are given by xi(t) = φi(t) ∈ C([−r,0],R)

with r = max1�i,j�n,t∈R{τij (t)}, where C([−r,0],R) denotes
the set of all continuous functions from [−r,0] to R. C =
diag(c1, c2, . . . , cn) is a diagonal matrix, A = (aij )n×n and
B = (bij )n×n are the connection weight matrix and the delayed
connection weight matrix, respectively. As is known to all that
(1) can exhibit chaotic phenomenons [1]. In order to show it
clearly, we give the following example:( dx1(t)

dt

dx2(t)
dt

)
= −C

(
x1(t)

x2(t)

)
+ A

(
tanh(x1(t))

tanh(x2(t))

)

(3)+ B

(
tanh(x1(t − τ(t))

tanh(x2(t − τ(t))

)
,

Fig. 1. Trajectories of state variables x1(t) and x2(t).

where fi(xi(t)) = tanh(xi(t)). C = (1 0
0 1

)
, A = ( 2.0 −0.1

−5.0 3.0

)
, B =(−1.5 −0.1

−0.2 −2.5

)
. τ(t) = 1 + 0.1 sin(t). Trajectories of state variables

x1(t) and x2(t) are shown in Fig. 1. It is chaotic which is useful
in encryption.

Pseudorandom number sequences with “good” properties
are frequently used in secure communications and cryptosys-
tems [2–4].

Remark 1. In [2–4], they all used the logistic map as follows:

(4)xk+1 = bxk(1 − xk),

where b is a positive key parameter. However in this Letter, we
used a more complicated neural network model (1). We have
more unknown secret keys f (x),C,A,B, τ(t). Generally, we
say that an encryption algorithm is secure if it is resistant to all
known attacks under the assumption that the cryptanalyst has
the details of the algorithm. Even if the cryptanalyst obtains
the whole trajectories x(t), it is difficult for him to estimate the
unknown secret keys since there is little work about the adaptive
synchronization of the unknown delayed neural networks.

There are four drawbacks in [2–4]. In [2,3], firstly, the dis-
tribution of ciphertext is not flat enough to ensure high security
since the occurrence probability of cipher blocks decays expo-
nentially as the number of iterations increases. Secondly, the
cryptographic scheme is too slow to make it suitable for prac-
tical use such as the secure transmission of large multi-media
files through the Internet. Thirdly, the length of ciphertext is at
least twice that of plaintext, a byte of message may result in
several tens of thousands of iterations that need two bytes to
carry. Fourthly, the neural network model is used in this paper
to ensure more high security than logistic map.

3. Random binary sequence generation

In this section, the approach to generate a sequence of in-
dependent and identical (i.i.d.) binary random variables from a
class of ergodic chaotic maps were proposed in [5].
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For any map x(·) defined on the interval I = [d, e], we can
give the value of (x − d)/(e − d) ∈ [0,1] in a binary represen-
tation

x − d

e − d
= 0.b1(x)b2(x) · · ·bi(x) · · · ,

(5)x ∈ [d, e], bi(x) ∈ {0,1}.
The ith bit bi(x) can be expressed as

(6)bi(x) =
2i−1∑
r=1

(−1)r−1Θ(e−d)(r/2i )+d(x),

where Θt(x) is a threshold function defined by

(7)Θt(x) =
{

0, x < t,

1, x � t.

We can obtain a binary sequence Bk
i = {bi(xk)}∞k=0 (where xk

is the kth iteration of the chaotic neural network which will be
demonstrated later) can be obtained. It is composed of indepen-
dent and identical distributed binary random variables [5].

Remark 2. In this Letter, we use the generated binary se-
quences Bk

i . We will see many advantages for choosing such
binary sequences. Firstly, permuting each plaintext block with
obtained binary subsequence before it is encrypted. Secondly,
encrypting plaintext by employing the chaotic masking tech-
nique. Thirdly, determining the trajectory of the next iteration.
Finally, determining the number of iterations in the chaotic
map.

4. Novel encryption algorithm

In this section, we will give our main result about how to
encrypt based on the proposed chaotic neural networks and gen-
erated binary sequences.

Firstly, we give the approach on the iterating of chaotic
neural networks. Here we use fourth-order Runge–Kutta method
to solve the delayed differential equation (1). We choose n = 2
for simplicity. The time step size h here is 0.01. Supposing
x1(t) and x2(t) are the trajectories of the delayed neural net-
work (3). The ith iterating of chaotic neural networks are
x1i = x1(ih), x2i = x2(ih). In this Letter, we use the simulation
example (3) for encrypted chaotic maps. The initial functions of
(3) are chosen as φ(t) = (0.4,0.6)T on time interval [−1.1,0].

Secondly, a mapping of 8-bit message bytes to different
regions (256 sites) in the interval [−1,1] or [−5,5] of the
phase space of the neural network map in Fig. 1 is defined.
To avoid the transient effect, the first N0 = 1000 iterations are
considered. In the proposed paper, each plaintext block length
is 32-bit. This is different from the 8-bit length usually stated
in [3,4].

Next, we give the main algorithm in this Letter which is
given in Fig. 2.

Step 1. Get the start point x0 from the last N0 transient time
iterations, x0 = x1(N0h).
Step 2. Divide the message m into subsequences mj of length
l bytes (in our scheme l = 4):

(8)m = p0,p1, . . . , pl−1,︸ ︷︷ ︸
m0

pl,pl+1, . . . , p2l−1,︸ ︷︷ ︸
m1

p2l , . . . .

Get four bytes of plaintext pj ,pj+1,pj+2,pj+3 and combine
them to form a binary message block Pj with 32-bits Pj =
pj ,pj+1,pj+2,pj+3.

Step 3. Based on the method described in Section 3, we can ob-
tain binary sequences Aj = B1

i B2
i · · ·B32

i , A1
j = B33

i B34
i · · ·B37

i ,

A2
j = B38

i supplied by all the fourth bits, i.e., i = 4 in Eq. (6),
through 38 iterations of the neural network (3). An integer Dj

is computed as the decimal value of A1
j . This value will be used

to iterate the neural network successively for Dj times after the
current block has been encrypted.

Step 4. Permute the message block Pj with left cyclic shift Dj

bits and message block Aj with right cyclic shift Dj bits ac-
cording to the approach illustrated in Fig. 3. Thus the message
block P ′

j and A′
j are obtained.

Step 5. If A2
j = 0, we use trajectory x1(t) for the successive

block iterations in Step 3. If A2
j = 1, we use trajectory x2(t) for

the successive block iterations in Step 3. Here, A2
j can be con-

sidered as a switching function for choosing which trajectory
will be used in the next block iterations.

Step 6. Calculate the following manipulation with sequence A′
j

and P ′
j :

(9)Cj = P ′
j

⊕
A′

j ,

where
⊕

is the XOR operation. Thus we obtain the ciphertext
Cj for the message block Pj . Dividing the ciphertext Cj into
8-bits partitions and we obtain cj , cj+1, cj+2, cj+3 of the plain-
text bytes pj ,pj+1,pj+2,pj+3, respectively.

Step 7. If all the plaintext have already been encrypted, the en-
cryption process is finished. Otherwise, let x0 = xA2

j +1((38 +
Dj)h), where A2

j is the sign for choosing trajectory in (3) as
illustrated in Step 3. Then go to Step 2.

The decryption process is the same as the encryption one.
We just need the following equation:

(10)P ′
j = Cj

⊕
A′

j ,

we can obtain the permuted message block P ′
j . By inverse per-

mutation we obtain the message block Pj based on the value
of Dj . Separate the block message into bytes, the plaintext is
recovered. Note that the ciphertext has the same size as the
plaintext corresponding twice in [3,4].



336 W. Yu, J. Cao / Physics Letters A 356 (2006) 333–338
Fig. 2. Block diagram of the proposed scheme.

Fig. 3. Decryption of key-dependent permutation.
5. Security analysis

Security is a major issue of a cryptosystem. In this section,
the evaluations mainly rest on the investigation of the perfor-
mance of the above algorithm in Section 4.
Remark 3. The generated binary sequence is from chaotic map
which means that the binary sequence is random. Also, it is easy
to see that the iterations of chaotic map are also random based
on the generated binary sequence. Therefore, Dj and sign for
choosing trajectory A2

j are both random.
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Fig. 4. Plaintext and distribution of ciphertext.
Remark 4. The single byte plaintext is mixed with four bytes,
this means that a small variation of any one changes the outputs
considerably. Also, one bit change in plaintext results in at most
32-bits changes in the ciphertext.

Remark 5. Note that bi(x) is the ith bit of x, only a part of
the trajectories xj (t) (j = 1,2) of the chaotic map is used in
the generating of binary sequences. Also, the chaotic maps are
chose randomly. Even if cryptanalyst obtains the whole binary
sequences Bk

i , it is difficult for him to recover the trajectories
xj (t) (j = 1,2).

Remark 6. To the best of our knowledge, there is little results
about the synchronization of unknown delayed system. Even if
the cryptanalyst knows the structure (Hopfield neural netwok)
of the used neural network model, the estimation of unknown
initial function φ(t), time varying delay τ(t), the parameter ma-
trices C, A, B and nonlinear function f are impossible.

Remark 7. Note the points of trajectories must be trans-
lated into discrete ones for the computation of computers. The
chaotic signals used by us are x(ih) (i = 1,2, . . .) in (3). So
the time step h is also a key parameter. Choosing different time
steps h may result in wrong decryption. We will give a simula-
tion example to show this later. Also, the numerical algorithm
(fourth-order Runge–Kutta) we choose is also important for the
process of encryption.
It is well known that the information entropy H(m) of a
plaintext message m can be calculated as

(11)H(m) = −
2N−1∑
i=0

p(mi) log
1

p(mi)
.

As is known to all that the information entropy is defined to
express the degree of uncertainties in the system. Let us sup-
pose that if every symbols with equal probability, i.e., m =
{m1,m2, . . . ,m28}. After calculating, we obtain its entropy
H(m) = 8, corresponding a random source. Actually, a prac-
tical information source seldom generates random messages,
its information entropy is smaller than the ideal one. However,
when designing an algorithm for encryption, we would like to
expect the entropy to be close to the ideal one.

Here, one file are used for encryption and decryption by the
proposed scheme. The file is: Image (.jpg) file named seu of
size 164KB.

It is easy to see the distribution of ciphertext using the cryp-
tosystem (3) is flat from Fig. 4, and the information entropy
H(m) = 7.9608. The distribution of cipertext is a major con-
cern in the process of encryption plaintext. If it is not flat
enough, certain amount of information can be guessed by the
opponent. Therefore, a flat distribution is desirable in cryptog-
raphy. Also, it is a fast scheme in the process.

In order to show the small perturbations of unknown key
parameters, we will choose some different parameters corre-
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Fig. 5. Distribution of error ciphertext.
sponding to the system (3) listed as follows:

(a) C =
(

0.99999 0
0 1

)
, H(m) = 7.9608,

(b) φ(t) = (0.39999,0.6)T , H(m) = 7.9612,

(c) τ(t) = 0.99999 + 0.1 sin(t), H(m) = 7.9605,

(d) h = 0.09999, H(m) = 7.9766.

The distributions of Error Ciphertext which means the er-
ror number occurrences between the system listed above and
the system (3) are shown in Fig. 5. We will see even a small
variation of system parameters may result in the wrong encryp-
tion and decryption. Thus, it is really hard to reveal the original
cryptosystem. Thus the Hopfield neural networks we used in
this Letter is a good cryptosystem for encryption.

6. Conclusion

In this Letter, we proposed a novel approach of encryption
based on chaotic neural networks with time varying delay. The
chaotic neural network is used for generating binary sequences
which will be used in masking plaintext, permutation of plain-
text and choosing iterations of trajectory. It is easy to see the
distribution of ciphertext is flat from simulation result. It is
more secure since the difficult synchronization of chaotic neural
networks with time varying delay.
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