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Scheme for Video Transcoding
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Abstract—In this paper, we describe a configurable con-
tent-based MPEG video authentication scheme, which is robust
to typical video transcoding approaches, namely frame resizing,
frame dropping and requantization. By exploiting the synergy
between cryptographic signature, forward error correction (FEC)
and digital watermarking, the generated content-based message
authentication code (MAC or keyed crypto hash) is embedded
back into the video to reduce the transmission cost. The pro-
posed scheme is secure against malicious attacks such as video
frame insertion and alteration. System robustness and security
are balanced in a configurable way (i.e., more robust the system
is, less secure the system will be). Compressed-domain process
makes the scheme computationally efficient. Furthermore, the
proposed scheme is compliant with state-of-the-art public key
infrastructure. Experimental results demonstrate the validity of
the proposed scheme.

Index Terms—Digital signature, forward error correction
(FEC), message authentication code (MAC), scalable video au-
thentication, watermarking.

I. INTRODUCTION

I N VIDEO surveillance or other legitimacy related applica-
tions, authentication of the transmitted video is usually re-

quired. For example, in the recent Bali bombing trial against
Ba’asyir, who is the main suspect for planning the bombing, In-
donesian prosecutors used testimony delivered by videophone
from alleged militants jailed in Singapore.1 In such cases, the
whole video network must guarantee that the true origin of the
transmitted video is Singapore and nothing in the video is al-
tered during the transmission between Singapore and Indonesia
in order to convince the judges. Such requirements are actually
well aligned with the definition of the term “authentication” in
cryptography which means both protecting the video integrity
and preventing repudiation from the video sender [1].

Crypto signature techniques (e.g., public key based digital
signature) [1] are a natural solution for addressing such authen-
tication problems, assuming that no distortion is introduced
during the video transmission. Given a video with arbitrary
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size, applying crypto hashing on the video to obtain its message
authentication code (MAC) which is usually hundreds bits in
length (e.g., 128 bits with MD5 algorithm and 160 bits with
SHA-1 algorithm [1]). Signing on the MAC to generate the
crypto signature of the video by using the sender’s private key,
and sending the video together with the signature to the recip-
ient. At the receiver site, the authenticity of the video is verified
through the following steps: Applying the same hash function,
as used at the sending site, to obtain a MAC . Decrypting the
received signature by using the sender’s public key to obtain
another MAC . Comparing and bit by bit: the received
video will be deemed unauthentic if any discrepancies, even
one bit difference, occur.

However, in real applications of video streaming over the net-
works, the video to be sent is often required to be transcoded
in order to adapt to various channel capacities (e.g., network
bandwidth) as well as terminal capacities (e.g., computing and
display power) [2]. Throughout this paper, we essentially regard
transcoding as the process of converting a compressed bitstream
into lower rates without modifying its original structure [3]–[5].
Such transcoding poses new challenges on authentication due
to, (1) the distortions introduced during video transcoding and
(2) flexibilities of various video transcoding methods. It there-
fore demands a practical video authentication solution that dif-
ferentiates malicious attacks from acceptable manipulations in
video transcoding. The objective of this paper is to study this
new problem and propose a secure and robust (i.e., semifragile)
authentication system for adaptive video transmission.

In this paper, we present a content-based video authentica-
tion system, which is robust to frame resizing, frame dropping,
requantization and their combinations. The scheme achieves
an end-to-end authentication that is independent of specific
transcoding design and balances the system performance in a
configurable way. Furthermore, compressed-domain operation
is adopted to reduce the computation cost of video signing and
verification. Digital watermarking is employed to reduce the
transmission cost of the signed video. The proposed solution is
compliant with public key infrastructure (PKI) except that the
video to be transmitted is watermarked.

The rest of this paper is organized as follows. Section II intro-
duces the related techniques on cryptographic streaming authen-
tication, video streaming and transcoding, and semifragile video
integrity protection. Section III describes the proposed solutions
that are robust to requantization, frame dropping. In Section IV,
we continue discussing our authentication and watermarking so-
lution robust to CIF-to-QCIF conversion. Experimental results
are given in Section V. Conclusions and future work are given
in Section VI.
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Fig. 1. Simple solution for signing precoded video streams.

II. RELATED PRIOR TECHNIQUES

A. Video Stream Authentication Based on Cryptographic
Techniques

Assuming video streaming does not need to dynamically
adapt to channel and terminal conditions, then we can preen-
code the video into several versions with different compression
ratios. Different versions of the video could be sent out based
on the requests from different recipients. For example, some
recipients may want the compressed video with 1 Mb/s, while
others may only want the video with 64 kb/s. In this scenario,
video authentication also becomes simple: We directly employ
a typical crypto signature scheme such as RSA or DSA [1],
as illustrated in Fig. 1. The sender uses its private key to sign
on the crypto hashes (i.e., MACs) of different versions of the
compressed video and generates their corresponding signatures.
The signature, together with the video, is sent to the recipients
in order to prove the authenticity of the video at the receiver
site, by using the sender’s public key. Considering that the
video may need to be verified part by part, a group of signatures
could be obtained by partitioning the video into various parts
before signing on them.

Signature generation is usually more time-consuming than its
verification. In order to reduce the system computation, a typ-
ical video authentication system only signs on the last group of
video packets instead of signing on packets group by group, as
illustrated in Fig. 2 [6]. The MAC of every group is hashed with
the MACs from its previous groups. The sender’s private key
signs on the MAC of the last group to form the signature of this
video. At the receiver site, the recipient repeats the same op-
eration as that at the sender site. The authenticity of the whole
video can then be verified after the recipient receives the signa-
ture and the last group of video packets, by using the sender’s
public key. Yu [7] has successfully applied this idea to authen-
ticate scalable media.

When the video is streamed over unreliable channels or
protocols such as wireless or user datagram protocol (UDP),
some packets may be lost during streaming. To overcome
this problem, various approaches based on the concept of
FEC [8] are proposed (Refer to Fig. 3). The basic idea is

Fig. 2. Practical solution for stream signing.

Fig. 3. Stream authentication resilient to packet loss.

to append several MACs (i.e., ) from other packets to the
current transmitted packet: If the current packet (e.g., ) is
lost, its MAC can be correctly obtained from other packets
(e.g., ) so that signature verification on the whole video
can still be carried out. Obviously, these solutions will result
in an extra transmission cost which depends on the rate of
packet loss. Report has shown that [8], given a packet size of
128 bytes, packet loss rate of 0.2, verification rate of 100%,
and hash size of 16 bytes, the transmission overhead will be
around 100 bytes per packet, which almost doubles the original
transmission cost. Such a high overhead is not acceptable for
most video streaming applications. Another related problem is
that, in compressed video bitstream, different packets may not
be of the same importance. For instance, packets containing
dc components are more important than those containing only
ac components. The unequal importance of packets will also
make the system design [e.g., the forward error correction
(FEC) scheme] much more complicated. The last, yet the most
critical problem might be the unstable data caused by video
transcoding, because it could make the transcoded bitstream
totally different from its original in terms of the data (binary)
representation. Since crypto based authentication algorithms
act on specific representation of data, the transcoded video with
data represented in different ways could result in a failure of
these authentication techniques.

B. Brief Introduction to Video Streaming and Transcoding

With the move towards convergence of wireless, Internet,
and multimedia, the scalability of video coding and streaming
becomes increasingly important for rich media access from
anywhere, by anyone, at any time, with any device, and in any
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Fig. 4. Typical transcoding methods for scalable video streaming.

form [2]. Such scalability is typically accomplished by pro-
viding multiple versions of a video, in terms of signal-to-noise
(SNR) scalability, spatial scalability, temporal scalability, or
combinations of these options. It can be done either during
video encoding (such techniques are called scalable video
coding [9]) or during video streaming (such techniques are
called transcoding [2]–[5]).

In case of authenticating a scalable compressed video such
as MPEG4-FGS, we could employ the solution based on our
previous work on JPEG2000 authentication [10]. In this paper
we only focus on authenticating transcoded video, as illustrated
in Fig. 4. A video is compressed and stored in the streaming
server at bitrate . Assuming that a terminal can only consume
the video at bitrate , a transcoder is therefore re-
quired to convert the video from bitrate to bitrate . Three
common video transcoding approaches are usually used: frame
resizing, frame dropping and requantization [2]–[5]. Typically,
they are performed in compressed domain to reduce the compu-
tation cost [11], [12].

Fig. 5. Relationship between 4 blocks in CIF and one block in QCIF.

Frame Resizing: The first way to transcode video is spatial
resolution down-conversion. One example is to convert the
video from CIF to QCIF which resizes a video from the frame
size of 352 288 to the frame size of 176 144 [11]. The
core part of such transcoding is the down-conversion operation,
which is performed normally in DCT domain. As shown in
Fig. 5, given four 8 8 adjacent DCT blocks and

, one new 8 8 DCT block is generated by

down (1)

where and and are given as (2) and (3),
shown at the bottom of the page [11].

After frame down-scaling, the motion vectors (MVs) also
need to be scaled. We skip its technical description here, inter-
ested readers please refer to [11], [12] for more details.

Frame Dropping: The second way to transcode video is
the temporal resolution reduction or frame rate reduction.
The direct way is by frame dropping. For example, in a com-
pressed MPEG1/2 video, the video with frame rate could
be transcoded into a new video with frame rate by
directly dropping the B- or P-frames, after partially decoding
the compressed video bitstream [5].

Requantization: The third way to transcode video is quality
reduction or SNR reduction. Given a compressed video without

(2)

(3)
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coded SNR scalability (e.g., MPEG1/2), its quality reduction
could be done by partially decoding the compressed video
stream to discrete cosine transform (DCT) domain, requan-
tizing the DCT coefficients with a larger quantization step size
and finally reencoding them by an entropy coder. In this paper,
we consider dropping high frequency DCT coefficients [3] as a
special case of requantization, by setting part of the elements
in the quantization matrix to .

In real applications, usually the video is transcoded by a com-
bination of the above mentioned three approaches. From the
viewpoint of authentication, we can see that video transcoding
is actually a process of introducing incidental distortions (i.e.,
video quality degradation). These distortions usually result in
a failure of directly applying crypto based authentication tech-
niques to video transcoding applications [6]–[8].

C. Semifragile Video Integrity Protection

Digital watermarking is known as a good solution for content
integrity protection by transparently and robustly embedding
the secret data into the content [13]–[15]. But without intro-
ducing other sophisticated mechanism, watermarking itself is
unable to prove who actually embeds the watermark (i.e., the
source identification) because, usually the same key is used
for both watermark embedding and watermark extraction.
Stemmed from crypto signature techniques, the content-based
signature schemes have been proposed for robust image and
video authentication [16], [17]. Their solutions take the advan-
tages of the invariant features extracted from the content and
generate the content-based robust signature. Though signature
based robust authentication schemes are able to protect both
the content integrity and identify the content sender, the extra
payload of the generated signature is still a problem because
the size of the generated signature is usually proportional to the
size of the original content.

In next sections, we shall study the authentication issues
of video transcoding [18] and propose our solutions after
reviewing the principles of invariant feature extraction and
watermarking proposed in [15]–[17].

III. SYSTEM OVERVIEW AND THE PROPOSED SCHEMES TO

REQUANTIZATION AND FRAME-DROPPING

A. General Requirements and System Overview

A typical application scenario for video streaming and
transcoding is illustrated in Fig. 4. Considering the variations
in the transmission channels and the terminals, we would
argue that a robust and secure authentication scheme for video
transcoding should satisfy the following prerequisites.

• Robustness: The authentication scheme must be robust to
the video transcoding approaches, namely video requanti-
zation, frame resizing, frame dropping, and their combina-
tions.

• Security: The authentication scheme must be secure
enough to prevent the possible malicious attacks such as
frame insertion/removal/replacement, or some in-frame
modifications (e.g., content copy-paste) which intend to
change the meaning of the video content.

Fig. 6. System diagram of the proposed authentication solution robust to video
transcoding.

• Efficiency: The authentication scheme should be very ef-
ficient. This is especially important for video applications
because of its computation complexity and transmission
cost.

• Independency: The authentication scheme should be
independent of the specific network infrastructure and
protocol used for video streaming. For example, consid-
ering that the coded video could be transcoded either at
the server site before streaming or at some intermediate
network nodes (e.g., routers) during streaming, this would
make end-to-end authentication a requirement for the
scheme to achieve.

A system diagram of our proposed system (signing part) is
shown in Fig. 6. The signing operations are performed in the
DCT domain to reduce system computation complexity. With
reference to Fig. 6, three inputs for video signing are: the video
sender’s private key, the authentication strength, and possible
transcoding approaches such as frame dropping, resizing, re-
quantization or a combination of them. Here the authentication
strength means protecting the video content to a certain degree
(i.e., the video will not be deemed as authentic if it is transcoded
beyond this degree). In this paper, we mainly use the quantiza-
tion step size to control the authentication strength [15]–[17].
Based on the given transcoding approaches and the authentica-
tion strength, we extract the invariant features from DCT coeffi-
cients. Such frame-based features are cryptographically hashed,
concatenated and then coded by a FEC scheme and embedded
back into the DCT domain as a watermark. Note that the se-
lected watermarking scheme is also required to be robust to the
predefined transcoding approaches as well as the authentica-
tion strength. The watermarked video content is entropy coded
again to form the signed video bitstream. In addition, the crypto
hashing is recursively operated frame by frame, till the end of
the video. The video sender’s private key is used to sign on the
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Fig. 7. Illustration of the video signing process.

final hash value to generate the crypto signature of this video.
The signature, together with the watermarked video, is sent to
the recipient to prove the authenticity of the video. At the re-
ceiver site, the verification of video authenticity is actually an
inverse process of video signing by using the video sender’s
public key.

The video signing and verification are both performed in the
compressed domain to reduce system computation, as shown
in Fig. 7. The input MPEG bitstream is partially decoded to
obtain DCT coefficients. The video signing operation (i.e., fea-
ture extraction, watermarking and crypto hashing etc.) is then
performed on the DCT coefficients, frame by frame. Finally,
the signed video is reencoded using the MVs from the original
MPEG bit stream. Note that during the whole process we keep
the MVs unchanged to avoid motion reestimation, although
such a process may slightly degrade the quality of the newly
coded video, because the watermarked DCT coefficients are
different from the original DCT coefficients used for estimating
the MVs. However, motion estimation is very time-consuming.
Hence, skipping it (Fig. 7) will greatly reduce system computa-
tion. As pointed out in [13] that, watermarking may cause a drift
effect in the coded video that is visually annoying. The scheme
shown in Fig. 7 also has the function on drift compensation.
It means that the distortion caused by watermarking will be
“compensated” by reencoding the B- and P-frames.

Considering the fact that different transcoding approaches af-
fect the robustness of the extracted feature and watermarking
in different ways, we shall discuss them separately. Note that,
if the video transcoding is a combination of the above-men-
tioned three approaches, the selected features should be an in-
tersection of each extracted feature set. In order to describe our
proposed authentication system (Figs. 6 and 7) in a clear way,
we shall introduce our countermeasures to address the robust-
ness to these three transcoding approaches one by one, starting
from the solution to quantization-based transcoding, followed
by frame-dropping based transcoding and finally frame-resizing
based transcoding.

B. Authentication Robust to Quantization-Based Transcoding

The first transcoding approach is to requantize the DCT coef-
ficients with a larger quantization step size as increasing quan-
tization step size will result in a bit rate reduction [3].

Making the extracted feature and watermarks robust to re-
quantization in transform domain (e.g., DCT) has been thor-

oughly studied in [15], [16] where the authors explore two in-
variant properties of quantization based lossy compression (e.g.,
JPEG) for image authentication. The first property is the in-
variant relationship between two coefficients in a block pair be-
fore and after JPEG compression and is used for extracting the
features. The second one shows that if a DCT coefficient is mod-
ified to an integral multiple of a quantization step size , which
is larger than the steps size (i.e., ) used in later
JPEG compression, then this coefficient can be exactly recon-
structed after later JPEG compression. This invariant property is
unambiguous and used for watermark embedding. For instance,
if the watermark bit is “zero,” then the coefficient quantized by

should be even or modified to be even by adding or sub-
tracting a “one.” If the watermark bit is “one,” then the coeffi-
cient quantized by should be odd or modified to be odd by
adding or subtracting a “one.” This watermarked coefficient is
de-quantized by and then quantized by again in subse-
quent compression.

In our proposed solution for video authentication, we only
employ the second property for both feature extraction and
watermarking2 because its exact reconstruction on the quan-
tized value makes the crypto hashing workable in our specific
application where the distortions could be introduced during
transcoding. For MPEG video, such invariance is naturally
maintained for I-frame because compressing I-frame is the
same as compressing JPEG image. The interesting thing is, we
also found that this invariant property is also kept for P- and
B-frames in MPEG bitstream under the assumption that the
same predictive coefficient could be acquired during video
coding and decoding. Actually, such assumption is valid for
the scheme shown in Fig. 7 where drift compensation has been
implemented. We give the proof3 below.

Proof: Let the original DCT coefficient be and the de-
coded DCT coefficient be . As we have assumed that the same
predictive coefficients are used for video coding and decoding
and is a multiple of , so can be expressed as

round

(4)

where . Since , we have

round round

round

round (5)

The above proof shows that the second invariant property in
[15] and [16] can also be extended from JPEG image or MPEG
I-frame to MPEG B- or P-frames.

2Note that we do not employ watermarking in this subsection (the solution
robust to quantization-based transcoding), but we shall use it in the solutions
robust to frame-dropping and frame-resizing transcoding.

3For simplicity, here we do not consider the case of “dead-zone” in MPEG
coding.
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Video signing algorithm robust to quantization-based
transcoding is given below (the video is assumed to be coded
in variable bit rate (VBR) mode where the quantizer step size
is kept constant across frames).

Algorithm 1.a. Video signing (robust to quantization-based
transcoding)

Input

Video sender’s private key Pri.

Original video ( frames) to be protected, it may
undergo the quantization-based transcoding.

Authentication quantization step size .

MPEG compression quantization step size
.

Begin

For Do // Loop on video frames

Decode the video bitstream to a number of 8 8
DCT blocks, frame by frame.

Label all DCT coefficients in zig-zag order, denoted as:
.

Select dc coefficients from all blocks to form feature set
.

Quantize by , obtain .

Crypto hash , obtain

Dequantize by , obtain .

Quantize by entropy coding to generate MPEG
bitstream while keeping MV unchanged.

End

Sign on by Pri and obtain the signature .

End

Output

Recompressed video .

Content based signature .

Algorithm 1.b. Video verifying (robust to
quantization-based transcoding)

Input

Video sender’s public key Pub.

The video ( frames) to be authenticated, it may
undergo the quantization-based transcoding.

Authentication quantization step size .

MPEG compression quantization step size
.

Content based signature .

Begin

For Do // Loop on video frames

Decode the video bitstream to a number of 8 8
DCT blocks, frame by frame.

Label all DCT coefficients in zig-zag order, denoted as:
.

Select dc coefficients from all blocks to form feature set
.

Quantize by , obtain .

Crypto hash , obtain

End

Decrypt the signature G by Pub to obtain .

End

Output

If , the video is authentic; Else the video is
unauthentic

The above algorithm is very similar to the one shown in Fig. 2
except that hashing operation is applied to video frame level as
opposed to transport packet level. In the case that only quantiza-
tion based transcoding is employed, we can skip watermarking
because no side information is required to be transmitted to the
terminals for authentication purpose.

C. Authentication Robust to Frame Dropping Based
Transcoding

The second acceptable transcoding for bit rate reduction
is frame dropping. For instance, the original video sequence
“Salesman” encoded at 64 kb/s with 30 frames per second
(fps) can be transcoded to a new version of 32 kb/s by drop-
ping to 10 fps [5]. In order to have low computation, low
memory usage and high visual quality, the state-of-the-art
frame-dropping based video transcoding is usually performed
in compressed-domain and the frames are dropped in a flex-
ible way. For instance, an original video with the frames like
I B B P B B P B B P B B I could be transcoded to
a new one whose frames are I B P B P B P B I (i.e.,
linear dropping) or I B B P B B P B P I (i.e., nonlinear
dropping). Therefore, the proposed robust video authentication
solution should meet these transcoding requirements. It means,
if the frames of a video are received incomplete only because
of transcoding, we would still like to be able to authenticate
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Fig. 8. Authentication robust to frame-dropping.

this video as if it is the same as the original one whose frames
were not lost. This defines resistance to frame loss in a strong
sense: a video frame is either dropped or authenticable.

We solved this problem based on the concept of FEC, which
is similar to what is illustrated in Fig. 3, where the idea is to
pay extra transmission cost (i.e., multiple times of transmitted
crypto hashes) for authentication robustness. We further resolve
this extra payload problem by embedding those hash values gen-
erated from other frames into current frame using watermarking.
If some frames are dropped during transcoding, we can obtain
their corresponding crypto hashes from other frames and the
whole authentication process for other frames can still be con-
tinuously executed.

The process flow is illustrated in Fig. 8, which details Fig. 6
specifically for authentication robust to frame dropping. In (4)
and (5), we have proven that similar to I-frames, there is also an
invariant property in B- and P-frames. Therefore, for all video
frames, we adopt the same feature extraction mechanism as
the one for quantization based transcoding. For the purpose of
system simplicity, within one group of pictures (GOP), we may
not need to directly extract the feature from other frames (i.e.,
B-or P-). Instead, we could take its I-frame feature plus the
frame number within this GOP as the input to generate its cor-
responding crypto hash value. Note that such modification may
affect system security especially when there is not too much co-
herence of the frames within one GOP. The hash is concatenated
with the hashes from other frames. The combined hash value is
FEC coded and embedded back to the current frame as water-
mark to achieve the authentication robustness to frame-dropping
based transcoding. Note that due to the watermarking capacity,
we may only embed part of the crypto hash of each frame. More
sophisticated FEC schemes [8] could be employed to further
improve not only system authentication robustness under the
same watermarking payload, but also the flexibility of the way
in which frame-dropping is applied (e.g., nonlinear).4

4We skipped the details of technical implementation in this paper due to the
limits of paper length.

IV. PROPOSED SOLUTION TO CIF-TO-QCIF CONVERSION

A. Authentication Robust to Frame-Resizing Based
Transcoding

The third acceptable transcoding we consider is frame-re-
sizing,5 i.e., change the frame size down to a smaller one. For
instance, the conversion of the video from CIF to QCIF cor-
responds to a change in frame size from 352 288 down to
176 144. To make the authentication robust to frame-resizing,
it naturally requires the feature extraction and watermarking to
survive such transcoding, which is preferably implemented in
the DCT domain for the purpose of computational efficiency
[11], [12].

To meet this robustness requirement, we could perform the
feature extraction operation and watermarking in the QCIF
domain instead of the CIF domain. However, because the wa-
termarked video before streaming should still be in its original
frame size (e.g., CIF) while the received video could be either
in CIF or QCIF, we have to generate the watermarked CIF
video at the server site. Although the watermarking schemes
robust to geometrical distortions (e.g., scaling, rotation) have
been proposed [19], we here propose a compressed-domain
watermarking solution surviving CIF-to-QCIF conversion [20]
based on the following considerations. Firstly, the desired
scheme must be computationally efficient especially at the
video verification (i.e., watermark extraction) site. Therefore,
a fast, simple and compressed-domain watermarking scheme
is desired. Similar to the digital signature scheme whose sig-
nature generation is usually much more time-consuming than
signature verification [1], we could also tolerate the processing
time of the video signing in our proposed scheme (mainly
feature extraction, watermarking and signature signing) to be
longer than that of the video verification. Secondly, the selected
scheme should be well suited for our proposed video authen-
tication scheme robust not only to frame resizing but also to
frame dropping and requantization which are all performed in
compressed domain.

Although both the original video and the signed video are in
CIF, the actual watermark embedding and extraction are per-
formed in QCIF regardless of the format of the video to be ver-
ified. We then map the difference between the “original” QCIF
video frame and the watermarked QCIF video frame back to the
CIF video frame to generate the watermarked CIF video (Note
that we own both CIF video frame and QCIF video frame at the
server/signing site). In the next section, we shall describe the
proposed watermarking solution surviving CIF-to-QCIF con-
version.

B. Basic Idea of the Proposed Watermarking Scheme

Let’s go back to Fig. 5 and (1) again. Given four 8 8
adjacent DCT blocks and , one new 8 8
DCT block can be obtained. Similarly, given DCT block

, its corresponding four blocks and can

5For the reason of simplicity, we only consider the case of CIF-to-QCIF in
this paper. It can be extended to other frame-resizing approaches as long as the
frame size is half scaled.



SUN et al.: A SECURE AND ROBUST AUTHENTICATION SCHEME FOR VIDEO TRANSCODING 1239

be approximately obtained by its up-conversion, which is an
inverse process of down-conversion

up (6)

where denotes pseudo inverse of matrix (*).
Note that an up-conversion on would only produce an ap-

proximated version of and , in a least-square
sense,6 in the DCT domain. This is because actually the down-
conversion is a many-to-one mapping while the up-conversion
is a one-to-many mapping. However, an up-conversion followed
by a down-conversion leaves a matrix unchanged (i.e.,
down up ). Such observation has made accurate wa-
termark extraction possible for our watermarking scheme be-
cause we embed and extract the watermark in QCIF video in-
stead of CIF video. We illustrate this observation as follows.

Assume that there is a small and independent perturbation
(watermarking) onto , we have

(7)

Then, according to (6), its up-conversion is given by

up

(8)

Similarly, assuming that a small and independent perturbation
is added onto four blocks and , their down-con-
version would be as follows:

down

(9)

From (8) and (9), we can find such a fact: if a watermark is
embedded in the QCIF, this watermark can still be extracted
after the watermarked video is processed by up-conversion
followed by down conversion. Equations (8) and (9) form the
basis of our proposed algorithm for watermark embedding and
extraction.

C. Watermark Embedding

As indicated in [15] and [16], the semifragile watermark
should be embedded in the low or middle frequency DCT

6The term least square describes a frequently used approach to solving
overdetermined equations in an approximate sense. Instead of solving the
equations exactly, we seek only to minimize the sum of the squares of the
residuals.

coefficients. Furthermore, to enhance the system robustness
in our authentication system, it is better to separate the DCT
coefficients for feature extraction from those for watermarking.
If we select the dc coefficient as the feature, it means any modi-
fication (watermarking) on the DCT coefficients in QCIF video
frame should not lead to a modification of the dc coefficient in
the CIF video frame.

We could meet these watermarking criteria by carefully se-
lecting the DCT coefficients in QCIF video frame for water-
marking. Let’s assume and

. Then, the dc coefficient of block can be calcu-
lated according to

(10)

Under the least square case, we have

and
if
if

So, the dc coefficient in the CIF format will remain unchanged if
we select the DCT coefficients, which are located in the second,
fourth, and sixth rows (columns) in an 8 8 block of QCIF
video frame, to embed watermark. As a result, we select the
low-frequency DCT coefficients located in (0,2), (0,4), (2,0) and
(4,0) to embed the watermark. Further, we only select those
DCT coefficients with large magnitude for embedding, to im-
prove the visual quality of the watermarked video frames. The
watermark embedding in the QCIF can be described as fol-
lowing:

Algorithm 2. Watermark embedding into QCIF video
frames

Begin

• The selected coefficients are quantized by the authentication
strength .

• The quantized DCT coefficients are divided into two groups.
Group 1 consists of all (0,2) and (2,0) coefficients in a video
frame; and Group 2 consists of all (0,4) and (4,0) in a video
frame. Every 3 randomly selected coefficients in Group
1 are grouped into one subgroup; and every 6 randomly
selected coefficients in Group2 are grouped into one subgroup.
Therefore, for a QCIF (176 144) video frame, we have

subgroups.

• In every subgroup, the coefficient with the largest magnitude
is selected to embed the watermark. If all coefficients are zero,
the first coefficient in the subgroup is selected.

• Every selected coefficient is modified with the rule: If the
watermark bit is “1,” the coefficient is modified to be an even
number; If the watermark bit is “0,” the coefficient is modified
to be an odd number.

• The watermarked DCT coefficients are inversely quantized
by .

End
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Note that the format of the signed video is CIF, the water-
marked QCIF video frame should be converted back to CIF
before reencoding. Because the direct up-conversion from the
QCIF frame to the CIF frame will seriously degrade visual
quality, here we propose an alternative solution: the DCT
coefficients in CIF video frame are modified according to
the difference between the watermarked QCIF frame and the
original QCIF frame. Let’s take the DCT coefficient (0, 2) in
QCIF as an example to study how this difference affects the
coefficients in CIF. From (1), we have

(11)

If we set , then
. Equation (11) can be rewritten as (12). Note that all

these 4 coefficients are high frequency coefficients. Hence, this
setting (i.e., ) will not significantly degrade the video
quality

(12)

Suppose is the watermarked DCT coefficient in
QCIF; and are its corre-
sponding DCT coefficients in CIF. Assume

(13)

where is the corresponding watermark value.
From (12), we can see that (13) will remain the same as

long as (14) is satisfied, regardless of arbitrary modification on
and

(14)

where

(15)

Equation (14) tells us how to modify the DCT coefficients
in CIF according to the difference between the original QCIF
frame and the watermarked QCIF frame to achieve a better vi-
sual quality of the watermarked CIF frame. The relationships

between the other selected coefficients in QCIF and their corre-
sponding coefficients in CIF are listed as follows.

(16)

(17)

(18)

The process of mapping the difference from QCIF to CIF is
described as follows.

Algorithm 3. Difference mapping from QCIF to CIF

Begin

• Set coefficients (0,6), (0,7), (6,0), and (7,0) to zero in the
whole video frame to ensure that is equal to zero. Let
represent a modified video frame.

• Convert CIF video frame to QCIF video frame .

• Embed the watermark in to get watermarked video frame
.

• Calculate the difference between and
.

• Check the selected coefficients in . For any nonzero
coefficients selected in , modify the magnitude of its
corresponding coefficients in CIF according to the following
criteria. Suppose and are the corresponding
coefficients in and , and is the difference
calculated according to (15)–(18). Modify the magnitude of
corresponding coefficients according to (19). The sign of

remains unchanged

(19)

End

D. Watermark Extraction

Watermark extraction is performed in QCIF domain. (Note
that if the video to be verified is CIF, CIF-to-QCIF conversion
is needed.) Similar to the process of watermark embedding in
QCIF, the selected coefficients are quantized by before we
extract the watermark bit according to

is even Watermark Bit
is odd Watermark Bit

(20)
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Fig. 9. Test video sequences.

V. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS

A. Experimental Results

Five video sequences, Akiyo, Bike, Child, Coastguard and
Salesman, (Fig. 9, from left to right), are used to evaluate the
proposed system. All these five video sequences are encoded
into MPEG1 bit stream by MPEG coding tool “TMPGEnc.”7

Constant quality (CQ), i.e., VBR mode, coding is chosen so that
the quantizer step size keeps constant during the whole com-
pression process. For example, the step size is 1 or 2 if the de-
sired video coding quality is set to 70. We also assumed that
quality 50, which corresponds to the quantizer step size of 6, is
the lowest quality for our authentication scheme robust to multi-
cycle compression. So the maximum of is set to 6 in our sim-
ulation. Therefore, must be equal or lower than . Note that
in MPEG, both and the quantizer matrix are used to control
the compressed video quality. Because we use the default qaun-
tizer matrix specified by MPEG1 in our scheme, we shall only
mention , which is used to control video quality. Note that
in some practical systems, constant bit rate (CBR) is used for
video coding where quantization step sizes vary across frames.
In such case, we may only support the system robustness to the
transcoding done by frame-dropping and CIF-QCIF conversion.

We firstly check the number of nonzero DCT coefficients in
QCIF because if the number of nonzero coefficients is not suf-
ficient, watermarking may cause serious quality degradation on
video. Fig. 10 shows the ratio of the number of nonzero coeffi-
cients to the total number of 396 coefficients selected from 396
subgroups in one frame. The solid black line is the result of av-
eraging the five videos along 300 frames. We can see that most
of the selected coefficients are nonzero (The worst case is video
“Akiyo” which still has about 84% nonzero coefficients). There-
fore, our proposed watermarking scheme does not significantly
degrade video quality while still keeping a high robustness (i.e.,
multicycle quantization and CIF-to-QCIF conversion) and high
watermark capacity (i.e., 396 bits per frame).

Before designing the FEC coding scheme, the performance
on watermark embedding and extraction should be studied.
So a 396-bits watermark is embedded into every video frame
first; then we extract the watermark from the watermarked
video, which has been shown to pass multicycle compression
or CIF-to-QCIF conversion. The performances are shown
in Figs. 11 and 12, respectively. Fig. 11 is the result on the
correctly extracted watermark under five rounds compression
( and ). We can see from most frames in all 5
videos that the percentages of correctly extracted watermark are

7Freeware MPEG Tool. [Online]. Available: http://www.tmpgenc.net/.

Fig. 10. Number of the selected DCT coefficients which are nonzero. Black
solid line is the average result.

Fig. 11. Percentage of the correctly extracted watermark (Black solid line is the
average result.). The watermark is 396 bits and the watermarked video (Q =
6) has undergone the multicycle quantization whose maximum step-size is set
to 5.

above 96% which means only about 16 bits of errors occurred
in all 396 embedded bits. There are only a few frames, whose
percentage of correctly extracted watermark is lower than 96%
but higher than 94% (24 bits of errors, video “Coastguard”).
Fig. 12 is the result on the correctly extracted watermark under
CIF-to-QCIF conversion ( and (default)). The
result is much better than Fig. 11: the lowest one is still above
97% (12 bits of errors). The cause of the errors could be as
following. 1) Some approximation operations are employed
during watermark embedding. For instance, setting to zero
(11) and difference mapping from QCIF back to CIF (Algo-
rithm 3). 2) Different implementations are used between video
signature generation and video transcoding.
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Fig. 12. Percentage of the correctly extracted watermark (Black solid line is the
average result.). The watermark is 396 bits and the watermarked video (Q = 3

and Q = 2 (default)) has undergone the CIF-to-QCIF conversion.

Fig. 13. Illustration on how to form the watermark bits.

Based on the above results on watermark bit-error rate (BER),
we employed BCH (511, 331, 21), which is a binary error cor-
rection coding scheme named by its three inventors, Bose, Ray-
Chaudhuri, and Hocquenghem, as the FEC coding scheme. It
can correct up to 21 bits of errors among all 511 bits. How-
ever, the maximum watermarking capacity per video frame in
our system design is 396 bits. Therefore, we have to modify
the selected FEC scheme to make it fit into our application. Be-
cause we must embed 180 bits (i.e., ) parity
check data, the room for embedding the crypto hash values is
only bits. To be more precise, we padded 115
bits long message with “0” to create 331 (i.e., )
bits information for both FEC encoding and decoding, as shown
in Fig. 13. The watermark therefore consists of 180 bits check
data and 216 bits information bits.

The crypto hashing we adopted is MD5, which generates
128 bits of MAC given an arbitrary length of input message [1].
The 216 bits embedding capacity is enough for the authenti-
cation to be robust to requantization and CIF-to-QCIF. In the
case of frame-dropping, we may have to embed only part of the
crypto hash of each video frame because we also need to embed
the crypto hashes from other video frames along with that of
the current frame. For instance, if the authentication robustness
is up to drop 5 frames (i.e., from 30 to 5 fps), it means we have
to embed 6 frames’ crypto hashes into the current video frame.
Given the embeddable room of 216 bits per frame, we can only
embed 36 bits of crypto hash of each frame. This is the max-
imum setting in our current prototype because short length of
crypto hash may result in an easy break on the system.

The quality of the corresponding watermarked videos is
shown in Fig. 14 in terms of Peak SNR (PSNR), measured
under and (The performance of watermark
detection is shown in Fig. 11). We can see the average PSNR

Fig. 14. Quality of six watermarked videos in terms of PSNR. Black solid line
is the average result.

Fig. 15. Evaluation on file size change due to watermarking.

(black solid line) is above 37 dB (The worst case 33 dB was
from “Coastguard”). Furthermore, the PSNR varies from frame
to frame in each video. Usually the quality of watermarked
I-frames is better than the B- or P-frames. This could be ex-
plained as following. 1). The distribution of DCT coefficients
in different video frames is different. 2) We set some high
frequency DCT coefficients to “0” before watermarking to
improve the robustness of watermark extraction. 3) During
a typical video coding the quantization setting for I-frames
and B- or P-frames are different—the quantizer step size for
I-frames is smaller than those for B- or P-frames (we could
also see similar PSNR patterns during multicycle compression
without watermarking). 4) Because we watermarked I-frames,
B-frames and P-frames independently in compressed domain
to maintain the watermarking and authentication robustness,
the watermark distortion from I-frames may “spread” to B- or
P-frames during reencoding.

The evaluation on file size change before and after signing/
watermarking is shown in Fig. 15. We can see that the file sizes
did not vary significantly though some videos increased in size
while some did not. The video “lobby” is another testing video
set up at the local airport for surveillance purposes, shown in
Fig. 16.

To evaluate the system’s performance robust to video
transcoding, we have also developed a video transcoder, which
can perform quantizer step change from 1 to 6, format con-
version from CIF to QCIF and frame dropping from 30 to
5 fps. The watermarked video sequences are processed by the
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Fig. 16. Watermarked video frame (left) versus its attacked video frame (right).
The attacked video is generated by removing one person from the watermarked
video. The attacked one cannot pass the authentication.

transcoder before verification. The experiments showed that
all the transcoded videos whose authentication robustness was
predefined, are still authentic. Note that under this setting, the
ranges of the achieved average bit rate reduction are 57.8% by
requantization, 71.7% by CIF-QCIF conversion, and 66.2%
by frame-dropping, respectively (the original average bit rate
is about 2.04 Mb/s for five test videos). The most robust test
which can still pass the authentication is their combination
(i.e., , QCIF and 5 fps). In this case, the transcoded bit
rate is about 700 kb/s. More discussions will be given in next
subsection.

We also modified the watermarked video to evaluate the se-
curity of the scalable authentication system. Fig. 16 shows one
watermarked video frame and its attacked version. The attacked
video is generated by removing one person from the water-
marked video. During verification, the system can successfully
detect that the attacked video is unauthentic. We also success-
fully tested the change of the time info shown on the video.

B. Discussions on System Robustness and Security

Based on the description and testing results given above, we
can see that the proposed scheme authenticates the signed video
in a configurable way on both system robustness and system se-
curity. In other words, the system can achieve different levels
of robustness and security by adjusting some parameter set-
tings. The first parameter is the quantization step setting for au-
thentication [10], [15]–[17]. The larger the quantization step we
choose, the more robust the system will be. Consequently, it will
result in a less secure system (more rooms to be attacked) and
a lower signed video quality (more robust watermarking). The
second parameter is the rate of frame-dropping. If more frames
are dropped, longer hashes have to be embedded into one frame.
Because of the limit on watermarking capacity, the fixed length
of crypto hash (e.g., 128 bits by MD5) generated from one video
frame has to be chopped to a shorter one. For instance, in our
simulation, we chopped the crypto hash from 128 to 36 bits to
make the system robust to predefined frame-dropping rate (i.e.,
frame rate change from 30 to 5 fps). Obviously, the security of
36 bits MAC is less than that of 128 bits. The third issue re-
lated to system robustness and security is feature selection. A
badly selected feature could make it possible for a forger to gen-
erate dissimilar images which have the same features [21]. And
the authentication system with more selected features will be

more secure. As to how to properly set system parameters and
select features, we argue that it is application-dependent, i.e.,
a thorough understanding (e.g., the acceptable manipulations
and unacceptable modifications on the video and their strength)
of the specific application is the precondition to designing a
good authentication scheme whose robustness and security are
satisfactory.

The demand on a configurable security scheme comes
from scalable media applications such as streaming [22] and
MPEG7 universal media access, where content adaptation is
the main focus [23]. Such requirement is very important for
security in a pervasive environment, which contains many
heterogeneous devices with varying computing resources and
connected through different channels. Therefore, in such an
environment, traditional security solutions, which only provide
yes/no answer, cannot work well because different devices and
channels may have different required security levels due to
their limited computing power or their targeted applications.
For example, sending a thumb-size gray-level image to a small
portable device demands less security than sending a full-size
color image to a desktop computer. This “quality of protection”
concept is well aligned with the concept called “quality of
service” in network applications and should be more suitable
for multimedia-related streaming applications.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed a robust and secure au-
thentication solution for video transcoding. We consider three
common transcoding approaches (i.e., frame resizing, frame
dropping and requantization) as acceptable manipulations
for our authentication scheme. Others, such as frame inser-
tion, replacement or partial modifications will be deemed as
unauthentic. The proposed scheme achieves an end-to-end
authentication, which is independent of specific streaming
infrastructure. System robustness and security is balanced in a
configurable way that suits for media streaming and adaptation
under universal media access. Compressed-domain processing
further improves the system computation efficiency and wa-
termarking is employed to reduce the transmission cost of the
signed video. The scheme is compliant with PKI except that
the video to be transmitted is the watermarked content not the
original one.

More technical details are skipped in this paper due to the
limit of paper size. We are currently working on the improve-
ments to our implemented prototype. Our future work is to ex-
tend the proposed scheme for other practical applications such
as online broadcasting. In such cases, we may have to allow the
newly joined audiences to authenticate the stream.
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