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Abstract: Nonlinear precoding schemes for downlink time-division duplex–CDMA systems over
multipath fading channels, are considered. First, the capacity results of a downlink CDMA system
with either multiuser detection or precoding, were obtained and compared. It is seen that the two
schemes exhibit similar capacity regions for both sum rate and maximum equal rate, which motiv-
ates the development of efficient nonlinear transmitter precoding techniques to reduce the receiver
complexity at the mobile units without degrading the system performance. We then develop both
bit-wise and chip-wise Tomlinson–Harashima (TH) multiuser precoding methods for downlink
CDMA with multipath, to remove multi-user interference, inter-chip interference and inter-symbol
interference. Efficient algorithms for multiuser power loading and ordering are also developed.
Implementation of the proposed TH-precoding schemes in time-varying channels based on
channel prediction is addressed as well. Simulations results are provided to demonstrate the effec-
tiveness of the proposed techniques in suppressing interference in downlink CDMA.
1 Introduction

Multiuser detection (MUD) techniques are considered
powerful for interference suppression in CDMA systems,
especially in uplinks, where the base-station receiver has
the knowledge of all users’ spreading sequences and
channel states, and can perform sophisticated signal proces-
sing [1]. In the downlinks, however, the mobile receiver
typically has only the knowledge of its own spreading
sequence and channel state. Although adaptive linear
MUD (either training-based or blind) can be employed for
such scenario, the performance can be limited because of
the linear constraint on the detector. Moreover, the power
constraint of the mobile calls for simple receiver processing.
On the other hand, the precoding schemes for downlink
CDMA effiectively transfer the signal processing for
interference suppression from the mobile receiver to the
base-station transmitter. This approach is feasible if the
base-station can estimate the downlink channels of all
users [e.g. in systems employing time-division duplexing
(TDD) where the uplink and downlink channels are recipro-
cal]. In [2], a precoding method was proposed which is
essentially an implementation of the RAKE receiver at the
transmitter. Hence this approach does not attempt to miti-
gate the multiple-access interference (MAI). Recently,
different linear precoding techniques have been proposed
to combat MAI and inter-chip interference but without con-
sidering inter-symbol interference (ISI) [3, 4]. If the ISI is
present then the complexity of these techniques becomes
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prohibitive since the dimension of the matrix filter is pro-
portional to the data frame length multiplied by the
number of users (i.e. block processing). More recently,
bit-wise linear precoding methods have been proposed to
reduce the precoding complexity in the presence ISI [5].

The downlink CDMA is a special case of broadcast chan-
nels. There has been significant recent interest in character-
ising the capacity of broadcast channels. In particular, it has
been shown that when the interference is non-causally
known to the transmitter and unknown to the receiver, the
capacity is the same as if the interference were not
present – a result known as ‘dirty paper coding’. These
results were originally proved for Gaussian channels [6],
and have been generalised to other types of causal interfer-
ence [7–9]. Several practical suboptimal implementations
of dirty paper coding based on Tomlinson–Harashima
(TH) precoding [10, 11] have been proposed, for example
for digital subscriber line systems [12], for multi-antenna
systems [13, 14] and CDMA systems [15].

In this paper, we first obtain the capacity regions of a
downlink CDMA system employing either MUD or precod-
ing. It is seen that these two approaches provide similar
capacity regions, but not equivalent, suggesting that precod-
ing can potentially achieve similar performance offered by
MUD and reduce the complexity of the mobile user. This
motivates the development of practical approaches to ‘dirty-
paper coding’ for downlink TDD–CDMA systems that will
be presented in the second part of the paper.

In the second part of the paper, we extend the nonlinear
precoding method in [15] to systems with simpler receivers,
that is without channel state information (CSI) and with ISI.
Note that the work in [15] assumes that each user
implements a RAKE receiver and hence assumes the knowl-
edge of CSI at the receiver. In CDMA systems, we have
more degrees of freedom: the combination of (a) the spread-
ing at the transmitter, (b) despreading at the receiver, (c)
operations at the receiver and (d) precoding operation for
cancelling MUI, ICI and ISI can be implemented in many
different ways given different results, as shown in this
paper. In particular, in this paper, we propose a new
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chip-wise precoding scheme that combines the spreading
and TH-precoding operations. Our results show that with
a similar complexity at the transmitter, our chip-wise sol-
ution with only a fixed matched filter (to the original spread-
ing sequence) at the receiver can outperform the TH
precoder with a RAKE receiver (i.e. with CSI at the recei-
ver) proposed in [14, 15]. Furthermore, efficient algorithms
for multiuser power loading and ordering are developed.
Implementation of the proposed TH-precoding schemes in
time-varying channels based on channel prediction is also
addressed.

2 Downlink capacity regions of MUD and
precoding

In TDD systems, the uplink channel and the downlink
channel for each individual user is the same. Hence the
base station can use the uplink channel information to
perform preprocessing for the downlink and thereby transfer
sophisticated signal processing from the receiver end to the
transmitter end, that is to replace MUD (receiver proces-
sing) by precoding (transmitter processing). In this
section, we present and compare the capacity results of pre-
coding and MUD in the downlink of a CDMA system.
These two approaches for downlink CDMA are illustrated
schematically in Fig. 1. Note that this is a special case of
the multiple-input multiple-output (MIMO) broadcast
channel for which recent progressive developments [7,
16–19] have led to what is considered as the final solution
to the capacity region for the general broadcast channel
[20]. In what follows, we use results from [7, 20] to
obtain and compare the capacity regions of precoding and
MUD in the downlink of a CDMA system.

Consider a synchronous CDMA system with K users sig-
nalling over a real-valued AWGN channel. Let fk and sk be
the channel gain and the spreading signature of the kth user,
respectively. Denote S ¼ [s1, . . ., sK]. Then R ¼ STS is the
K � K cross-correlation matrix of the spreading waveforms
of all users.

2.1 Multiuser detection

Assume that the users are ordered according to their
path gains so that f1 � f2 � � � � � fK. The received signal
at the kth mobile receiver is given by rk ¼
fk
PK

‘¼1 x‘s‘ þ nk , where nk � N (0, I). Note that in this
case symbols from different users x1, . . . , xK are indepen-
dently encoded. Denote x ¼ [x1, . . . , xK]T. A sufficient

Fig. 1 Schematic illustration of MUD and precoding in downlink
CDMA systems
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statistic for x is the output of a bank of matched-filters [1]

yk W [sT
1 rk , s

T
2 rk , � � � , sT

Krk]T
¼ fkRxþ vk (1)

with E{vkv
T
k } ¼ R. The kth user then makes a decision on its

own data xk based on yk. Denote rk as the kth column of R
and

Qk WRþ f 2
k

Xk�1

‘¼1

P‘r‘r
T
‘ (2)

where Pk WE{x2
k}. Denote PT W

PK
k¼1 Pk as the total trans-

mit power. We have the following result regarding an outer
bound on the rate region.

Proposition 1: Consider the channel model (1) and suppose
that each user’s data is encoded independently. Then the
multiuser rate tuple (R1, . . . , RK) must satisfy

Rk �
1

2
log 1 þ Pk f

2
k r

T
kQ

�1
k rk

� �
, k ¼ 1, . . . ,K (3)

for some Pk ¼ 1, . . . ,K, satisfying Pk � 0 andPK
k¼1 Pk ¼ PT.

Proof: Define y0k ¼ yk=fk . Then we can rewrite the follow-
ing equivalent model to (1)

y
0
1 ¼ Rxþ u01 and y

0
k ¼ y

0
k�1 þ u0k , k ¼ 2, . . . , K (4)

where the u01, . . . , u0K are independent, zero-mean Gaussian

vectors, and E{u0ku
0T
k } ¼ f

�2
k R. The model (4) is the same as

the aligned degraded broadcast channel model in [20]. The
difference is that here each xk is encoded independently.
This corresponds to the model in [20] with Bi zero except
for the ith diagonal element and S a diagonal matrix. It
can be checked that the proof still applies with these restric-
tions, and we therefore obtain a rate given in [20], which
here becomes

Rk �
1

2
log

det
Pk

‘¼1 P‘r‘r
T
‘ þ

Pk
‘¼1 E{u0‘u

T
‘ }

� �
det

Pk�1
‘¼1 P‘r‘r

T
‘ þ

Pk
‘¼1 E{u0‘u

T
‘ }

� �
0
@

1
A

¼
1

2
log

det (Qk þ f
2
k Pkrkr

T
k

detQk

� � (5)

Let Fk be a Cholesky factor of Qk, that is FkF
T
k ¼ Qk . Then

det (Qk þ Pkf
2
k rkr

T
k )

¼ det Fk I þ
ffiffiffiffiffi
Pk

p
fkF

�1
k rk

� � ffiffiffiffiffi
Pk

p
fkF

�1
k rk

� �T
� �

FT
k

� 	
¼ (1 þ Pkf

2
k r

T
kQ

�1
k rk) detQk (6)

where in (6) we used the following identity det (AB) ¼ det
(BA) ¼ det (A) det (B), and det (Iþ aaT) ¼ aTaþ 1, where
a is a vector. Substituting (6) into (5) we obtain (3). A

The rate in Proposition 1 is achievable with a multiuser
detector that performs serial interference cancellation on
weak users and linear MMSE interference suppression on
strong users. In particular, user k can decode the data
intended for users kþ 1, . . . , K as user k receives the
same signal but with higher SNR. Suppose that user k has
decoded users kþ 1, . . . , K. It then subtracts the signals
IET Commun., Vol. 1, No. 4, August 2007



of these users from yk in (1) to obtain

~yk ¼ yk � fk

XK
‘¼kþ1

r‘x‘ ¼ fk

Xk
‘¼1

r‘x‘ þ uk

¼ fkrkxk þ fk

Xk�1

‘¼1

r‘x‘ þ uk (7)

It now applies a linear MMSE filter on ~yk . Note that the
covariance matrix of the noise and interference is given
by Qk in (2). The linear MMSE filter output is given by

x̂k ¼ mT
k ~yk , with mk ¼ fkQ

�1
k rk (8)

This gives a rate

Rk ¼
1

2
log 1 þ

(rT
kQ

�1
k rk)2Pkf

2
k

rT
kQ

�1
k rk

 !

¼
1

2
log (1 þ Pk f

2
k r

T
kQ

�1
k rk)

(9)

when K ¼ 2, denote r W r1,2 ¼ r2,1. The above rate region
can be easily evaluated as

R1 ¼
1

2
log (1 þ P1 f

2
1 ) (10)

R2 ¼
1

2
log 1 þ

1 þ P1 f
2

2 (1 � r2)

1 þ P1 f
2

2

P2 f
2

2

� �

¼
1

2
log 1 þ 1 � r2 P1 f

2
2

1 þ P1 f
2

2

� �
P2 f

2
2

� �
(11)

2.2 Precoding

In systems employing precoding, each downlink user
simply applies a filter matched to its own spreading
sequence. The output of this matched-filter is given by
yk ¼ fkr

T
k xþ uk , where x is the precoded vector. Stacking

the output of the matched-filters of all users in a single
vector, we then obtain the downlink precoding signal
model: y ¼ ARxþ u, where A ¼ diag( f1, . . . , fK) and
EfuuT

g ¼ I. This is similar to a multiple-antenna broadcast
channel [7]. However, note that here the power of the trans-
mitted signal is EfxT Rxg. Therefore the power constraint is
EfxT Rxg � PT, which is different from [7]. This is easily
fixed: let F be the Cholesky factor of R, that is FFT ¼ R.
Define u ¼ FTx. Then u should satisfy the power constraint
EfuTug � PT, and we can write the received signal as

y ¼ ARF�Tuþ u ¼ AFuþ u (12)

This is the same as the model in [7] for a broadcast chan-
nel with K antennas at the base station and one antenna at
each terminal, with H W AF. In [7], Costa’s ‘dirty-paper
coding’ was suggested, and very recently in [20] it was
shown that this scheme actually gives the capacity region.
Hence the results in [7] apply to the current problem and
the following rate is achievable [17]

Rk ¼
1

2
log

det I þ hT
k

PK
‘¼k S‘

� �
hk

� �
det I þ hT

k

PK
‘¼kþ1 S‘

� �
hk

� � (13)

where S1, . . . , SK are positive semidefinite matrices satisfy-
ing tr(

PK
k¼1 Sk) � PT and hT

k is the kth row of H. The
capacity region, as proved in [20], is the convex union
over all matrices S1, . . . , SK and all orderings of the
users. Unfortunately, except for the two-user case solved
IET Commun., Vol. 1, No. 4, August 2007
in [7], no closed-form solution for the capacity region has
been found.

For the case of K ¼ 2, we can obtain explicit expressions
for the capacity region. In [7], it was proved that the
capacity region is given by

R1 � log 1 þ
ac1PT

1 þ q(1 � a)c1PT

� �
(14)

R2 � log (1 þ p(1 � a)c1PT), 0 � q � 1, 0 � a � 1 (15)

where c1 W hT
1h1, c2 W j det (H)j2=c1, c3 W jhT

1h2j
2=c2

1

and

p ¼
ffiffiffiffiffiffiffi
c3q

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2

c1

(1 � q)

r� �2

(16)

We can obtain a more explicit expression as follows. First
set equality in (14) and solve for q, to obtain

q ¼
2R1 � 1 � ac1PT

(1 � a)c1PT(1 � 2R1 )
(17)

Then substitute (17) into (16) and in (15) with equality, and
solve for a from dR2/da ¼ 0, to obtain the unique solution

a ¼

�c2
1PT þ 2R1c2

1c3PT

�22R1c2 � c1c3 þ 23R1c2 þ 2R1c1c3

(c1c3 þ 2R1c2)2R1c1PT

(18)

Substituting (18) into (14) and (15), we obtain

R1 � log (1 þ c1PT) (19)

R2 � log 1 þ

c2
1c3PT þ c1c3 þ 2R1

�(c1c2PT þ c2 � c1c3 � c22R1 )

c12R1

0
BBB@

1
CCCA (20)

Now substituting (19) with equality into (20), and using
the definitions of ci and H W AF, after some straightforward
but tedious simplifications, we obtain

R1 �
1

2
log (1 þ P1 f

2
1 ) (21)

R2 �
1

2
log 1 þ 1 � r2 P1 f

2
1

1 þ P1 f
2

1

� �
P2 f

2
2

� �
(22)

If we swap the order of the users, we obtain another
region, and the total region is the convex closure of these
two regions.

2.3 Numerical comparisons

We next provide some numerical results comparing the
downlink CDMA capacity regions for MUD and precoding
with K ¼ 2. First, we notice that the two capacity
expressions (10) and (11), and (21) and (22) are very
similar. Fig. 2 shows typical rate regions, one for high
SNR and one for low SNR. There are two curves for the pre-
coding case because of the dependency on user ordering
(the capacity region is the convex union) and one curve
for the MUD case. It is seen that the regions are quite
similar. The maximum sum rate is slightly larger for
MUD, whereas the maximum equal rate (i.e. R1 ¼ R2) is
slightly larger for precoding. This turns out to be general,
as the following numerical results show. Fig. 3 shows the
sum rate as a function of f2/f1 and r [ [0, 1] with f1
fixed. It is seen that the sum rate for MUD is consistently
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better, but only slightly. Similar observation can be made
for maximum equal rate in Fig. 4. In summary, it is seen
that precoding can potentially provide similar capacity
as MUD, which motivates the development of practical
transmitter precoding techniques as an alternative to
MUD to reduce the complexity of the mobile receiver. In
the following sections, we consider more realistic scenarios
(i.e. frequency selective channels and larger number
of users) for which we propose suboptimal approaches
to ‘dirty-paper coding’ based on the TH precoding
technique.

3 TH precoding in downlink CDMA

3.1 Downlink CDMA system model

We consider a K-user discrete-time downlink CDMA
system signalling over multipath channels. Denote
bk[i] [ A as the information symbol of the kth user
transmitted during the ith symbol interval, where A is a
finite constellation set; and b[i] ¼ [b1[i], . . . , bK[i]]T.
Denote the symbol by symbol precoding operation as
x[i] ¼ C(b[i], . . . , b[i2 nþ 1]), where x[i] is the K � 1
precoded symbol vector based on n information symbol
vectors. Denote N as the spreading factor and
sk ¼ [sk,1, . . . , sk,N]T as the spreading waveform of the kth
user. Then the signal transmitted from the base station
during the ith symbol interval can be written as p[i] ¼

Fig. 2 Comparisons of rate regions for MUD and precoders with
K ¼ 2

a High SNR
b Low SNR
742
Sx[i], where S ¼ [s1, s2, . . ., sK]. The vector p[i] is passed
through a parallel-to-serial converter and transmitted over
the wireless channel. The path delays are assumed to be
integral multiples of the chip interval. Denote the multipath
channel seen by the kth user as fk ¼ [ fk,1, fk,2, . . . , fk,L]T,
where L is the number of resolvable paths and fk,l is the
complex fading gain corresponding to the lth path of the
kth user. We assume that L � N, so that the delay spread
is at most one symbol interval.

Denote rk[i] as the N � 1 received signal vector by the
kth user during the ith symbol interval (i.e. N consecutive
chip intervals). Then

rk[i] ¼ DkSx[i] þ �DkSx[i� 1] þ nk[i] (23)

where nk[i] � Nc(0, s 2
n IN ) is the complex white Gaussian

noise vector at the kth receiver,

Dk ¼

fk,1 0 . . . 0

fk,2 fk,1 0 . .
. ..

.

..

. . .
. . .

.
0

0 . . . fk,L . . . fk,1

2
666664

3
777775

N�N

and

Fig. 3 Sum rate for precoding and MUD as a function of r and
f2/f1 (SNR is 20 dB for user 1)

a Sum rate for precoding and MUD (almost equal, so the two surfaces
are nearly indistinguishable)
b Difference between sum rates for precoding and MUD
(Rprecoding 2 RMUD)
IET Commun., Vol. 1, No. 4, August 2007



�Dk ¼

0 . . . fk,L . . . fk,2

0 . . . . .
. . .

. ..
.

..

. . .
. . .

.
0 fk,L

0 . . . . . . 0

2
666664

3
777775

N�N

At the kth mobile receiver, a matched-filter is applied to the

received signal rk[i] with this user’s signature waveform,

that is yk[i] ¼ s
H
k rk[i]. By stacking the matched-filter

output from all users into a single vector we have

s
H
1 r1[i]

sH2 r2[i]

..

.

sHK rK [i]

2
66664

3
77775

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
y[i]

¼

s
H
1 D1S

sH2 D2S

..

.

sHKDKS

2
66664

3
77775

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
H

x[i] þ

s
H
1
�D1S

sH2
�D2S

..

.

sHK
�DKS

2
66664

3
77775

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
�H

x[i� 1]

þ

sH1 n1[i]

sH2 n2[i]

..

.

sHKnK [i]

2
66664

3
77775

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
u[i]

(25)

Fig. 4 Equal rate for precoding and MUD as a function of r and
f2/f1 (SNR is 20 dB for user 1)

a Equal rate for precoding and MUD (almost equal, so the two surfaces
are nearly indistinguishable)
b Difference between equal rates for precoding and MUD
(Rprecoding 2 RMUD)
IET Commun., Vol. 1, No. 4, August 2007
A different situation is when, instead of applying a
filter matched to the original spreading waveform (i.e.
channel independent), the receiver implements a RAKE
receiver as proposed in [15]. The main difficulty is that
each receiver must also estimate the channel to apply the
RAKE receiver, thus, increasing the number of pilot
symbols and the complexity of the receiver. We discuss
this method only for comparison, since we seek precoding
solutions with simple receivers without CSI at the receiver.
The RAKE receiver can be implemented with a matched
filter using the normalised composite spreading waveform
(i.e. the kth composite spreading waveform is given by
the convolution of the channel and the original spreading
waveform �sk ¼ f k � sk) instead of the original spreading
waveform. With our notation, the normalised kth composite
spreading waveform is given by �sk ¼ ð1=kDkskkÞDksk ,
where we have limited the convolution to N chip samples.
Let us define TH-bit-original and TH-bit-RAKE
to differentiate between the TH solutions that will be
obtained when the receiver applies a filter matched to the
original spreading waveform or the composite waveform,
respectively.

The problem of precoder design is how to best choose an
appropriate precoding function C(.) so that the output
vector y[i] is as close as possible to the transmitted data
vector b[i].

3.2 Bit-wise multiuser THP (TH-bit-original
and TH-bit-RAKE)

If the ISI term �Hx[i� 1] were not present in (25) (this is the
case when a guard interval is inserted between consecutive
symbols), then the TH precoding scheme in [14] for MIMO
systems can be directly applied here. In such a case, the TH
precoder consists of a feedforward (FF) filter matrix F and a
feedback (FB) filter matrix (C2 I), which are obtained in
the following way. Denote the LQ factorisation of the
matrix H as H ¼ WFH, where F is unitary and W is
lower triangular. The purpose of the FF matrix F is to
convert the interference into a causal form without increas-
ing the transmit power. This permits the cancellation of the
causal interference using the FB filter matrix (C2 I). For
the interference cancellation to be possible, C needs to be
monic lower triangular. To obtain C, decompose
W ¼ G21C, where G is the diagonal matrix that makes C
monic, that is G ¼ diag(w�1

1,1, . . . , w�1
K,K ) where wi,i denotes

the ith diagonal element in W. Denote ~x[i] as the output
of the FB filter. Then we have ~x[i] ¼ b[i] � (C � I)~x[i],
and consequently, the equivalent FB operation is
~x[i] ¼ C�1b[i]. Thus, the input date symbols b[i] are first
passed through the FB filter C21 and then through the FF
filter F, that is x[i] ¼ FC21b[i], followed by spreading
(cf. Fig. 5).
Feedback and modulo operations: Owing to the lower tri-
angular structure of the matrix C, the output of the FB
filter ~xk , k ¼ 1, . . . , K, is successively generated from the
input data symbols bk[i] [ A, and the previous output of
the FB filter, ~x‘[i],‘ ¼ 1, . . . , k � 1, and ~xk[i] ¼ bk[i]�Pk�1

‘¼1 ck,‘ ~x‘[i], k ¼ 1, . . . , K. To prevent an increase in
transmit power, a modulo operation with respect to A is
applied. For example, for M-QAM constellations, the
modulo operation corresponds to adding integer multiples
of 2

ffiffiffiffiffi
M

p
to the real and the imaginary parts of bk[i], so

that the resulting output signal falls in the range of A.
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Fig. 5 Bit-wise TH-precoded downlink CDMA system over multipath channels
Then the output of the FB filter becomes

~xk[i] ¼ bk[i] þ dk[i] �
Xk�1

‘¼1

ck,‘ ~x‘[i], k ¼ 1, . . . , K (26)

where dk[i] [ {2 M
p

(dI þ jdQ)jdI , dQ [ Z} That is, instead

of feeding back bk[i], the symbols uk[i] ¼ bk[i] þ dk[i] are
passed through C21. If the receiver applies the same
modulo operation, then the effect is cancelled.
Cascade of operations: At the kth user’s receiver, a
matched-filter sk, a scalar operation gk ¼ G[k, k] ¼ w�1

k,k

and the same modulo operation as applied at the transmitter
are applied to the received signal rk[i]. Therefore without
considering the modulo operation, the end-to-end operation
for all K users is given by

z[i] ¼ G(HFC
�1
b[i] þ u[i]) ¼ b[i] þ u[i] (27)

and the kth user makes a decision on bk[i] based on the
decision statistic zk[i]. Note that the scalar gains gk,
k ¼ 1, . . . , K, can be either estimated at the mobile receiver
(automatic gain control) or broadcast by the base station.
TH-precoding with ISI: Consider now (25) without drop-
ping the ISI term. In addition to the FF and FB filters dis-
cussed earlier based on the decomposition H ¼ G21CFH,
another the FB filter is employed to cancel the ISI term
�Hx½i� 1�. Suppose that the previously precoded symbol
~x[i� 1] ¼ FHx[i� 1], is first filtered by a filter A and
then substracted from the current data symbol b[i], as
shown in Fig. 5. To find the matrix A that minimises the
mean-square error (MSE), consider the error signal at the
744
decision device

e[i] ¼
GHFC�1(b[i] � AFHx[i� 1]

þGu[i] þ G �Hx[i � 1]) � b[i]|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
z[i]

(28)

By the orthogonality principle, EfezHg ¼ 0, which leads
to (G �H � GHFC�1AFH ) ¼ 0, that is A ¼ G �HF. Hence
the end-to-end cascade of operations is given by

z[i] ¼ G|{z}
rx

�
G�1CFH|fflfflfflfflffl{zfflfflfflfflffl}

channel

�
F|{z}
FF

C�1|{z}
cancel,FB

�

�
b[i] � G �Hx[i� 1]|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

cancel ISI

��
þ �Hx[i� 1]|fflfflfflfflfflffl{zfflfflfflfflfflffl}

ISI channel

þ u[i]

�

¼ b[i] þ Gu[i] (29)

where the modulo operation is not included for clarity. The
transmitter and receiver diagram for the bit-wise
TH-precoded downlink CDMA system is shown in Fig. 5.

3.2.1 Bit-wise multiuser THP with composite wave-
form (TH-bit-preRAKE): In the previous scheme, the
spreading at the transmitter was implemented with the
spreading matrix S and the receiver implemented a
matched filter using either the original spreading waveform
(i.e. no CSI at the receiver) or the composite spreading
waveform (i.e. RAKE receiver with CSI at the receiver).
Here, in order to simplify the implementation of the
mobile units, we only consider a filter matched to the orig-
inal spreading waveform (i.e. no CSI at the receiver) and we
allow spreading at the transmitter using the composite
spreading waveform. The composite spreading waveform
IET Commun., Vol. 1, No. 4, August 2007



is the convolution of the channel response and the spreading
code. That is, at the transmitter, we consider the spreading
matrix Ŝ ¼ [ŝ, . . . , ŝK], where ŝi ¼ (1=kDisik)Disi, i ¼

1, . . . , K and the implementation in Fig. 5 is valid by substi-
tuting the transmit spreading operation by Ŝ. This operation
is equivalent to a pre-RAKE and we denote this scheme as
TH-bit-preRAKE. Note that the transmit power does not
vary if the individual spreading waveforms are normalised:
Assuming an i.i.d. data sequence bk[i], k ¼ 1, . . . ,K from a
M-QAM constellation, each output of the modulo operator
~xk[i] can be well approximated by an i.i.d. uniform dis-
tribution within the shaping region [M, M) [21, 22]. Then,
the transmit signal can be written as p[i] � ŜF ~x[i], with

power E{kŜF ~x[i]k2} ¼ M=(M � 1)=tr{ŜŜH}, where we
have used that F is unitary.

3.3 Chip-wise multiuser THP
(TH-chip-original)

We next propose a chip-wise TH precoding scheme that effec-
tively combines precoding and spreading and at the receiver it
only implements a matched filter to the original spreading
waveform sk (i.e. CSI at the mobile units is not required).
We denote this scheme as TH-chip-original. The
diagram for this scheme is shown in Fig. 6. It is seen that
the precoder takes as input the K � 1 symbol vector b[i]
and produces as output the N � 1 chip vector p[i] that is trans-
mitted through the channel. At the kth user’s receiver, the
N � 1 received signal vector corresponding to p[i] is given by

rk[i] ¼ Dkp[i] þ �Dkp[i� 1] þ nk[i] (30)

At each receiver k, the matched-filter sk is applied to rk[i]. By
stacking the outputs of all K matched-filters we obtain

sH1 r1[i]

sH2 r2[i]

..

.

sHK rK [i]

2
66664

3
77775

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
y[i]

¼

sH1 D1

sH2 D2

..

.

sHKDK

2
66664

3
77775

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
H

p[i] þ

sH1
�D1

sH2
�D2

..

.

sHK
�DK

2
66664

3
77775

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
�H

p[i� 1]

þ

sH1 n1[i]

sH2 n2[i]

..

.

s
H
KnK [i]

2
66664

3
77775

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
u[i]

(31)

Note that different from the previous section, here H is not a
square matrix but has dimension K � N with N � K.
Similarly as before, to apply TH-precoding, we perform the
LQ decomposition on H ¼ WFH ¼ G21CFH. The decompo-
sition is easily obtained applying the Gram–Schmidt
IET Commun., Vol. 1, No. 4, August 2007
orthogonalisation procedure on the rows of H, where the
resulting orthonormal vectors form the columns of F of
dimension N � K with FH F ¼ IK. The Gram–Schmidt coef-
ficients define the K � K lower triangular matrix W. The diag-
onal matrix G ¼ diag(w�1

1,1, . . . ,w�1
K ,K) converts W into the

monic lower triangular matrix C. In this way, F and C – I
are the FF and FB filter matrices, respectively, and the FB
matrix A ¼ G �HFH cancels the inter-symbol interference, as
shown in Fig. 6. The kth diagonal element in G corresponds
to the scalar gain applied at the kth user’s receiver.

3.4 Power loading and ordering

3.4.1 Power loading: It is seen from (29) that the noise at
each user’s receiver is amplified by the corresponding diag-
onal element of G ¼ diag(w�1

1,1, . . . , w�1
K,K ) resulting in

different SNR (hence BER) performance among users.
Power loading can be employed to enforce the same per-
formance across users (or the required SNR per user).
That is, the symbol vector b[i] is first multiplied by a
diagonal matrix G ¼ diag(g1, . . . ,gk) with g2

k denoting the
power assigned to user k. The modulo operation for each
user then needs to take the loading value into account
since the distance between the constellation points is
scaled by it. Given the total transmit power PT, we then
need to solve for g1, . . . , gK such that

PK
k¼1 g

2
k ¼ PT, and

g2
kw

2
k,k ¼ h, 8k: The solution is

g2
k ¼

w
�2
k,kPK

k¼1 w
�2
k,k

PT, k ¼ 1, . . . , K , and

h ¼
PTPK

k¼1 w
�2
k,k

(32)

The base station can broadcast the common constant
value h to all mobile receivers and then the receivers can
adjust their respective wk,k to obtain the required gk value
in the modulo operator. Therefore the loading operation
only requires the transmission of a constant value h
common to all mobile users.

Next we show the effect of loading and spreading on the
average transmit power. Note that as in traditional
TH-precoding with M-QAM constellations, the modulo
operation of TH-precoding in the presence of MUI and
ISI generates almost i.i.d. outputs and enhances the transmit
power by a factor of b ¼ M=(M � 1) [21, 22]. When the
power loading solution G is applied to any of the previous
bit-wise solutions, the average transmit power becomes

E{kŜFG ~xk2}¼M=(M � 1)trðŜFGGHFH Ŝ
H

)¼M=(M � 1)

tr(ŜGG H ŜH ):Therefore after applying loading withG a diag-
onal matrix, and if the individual spreading waveforms are
normalised, then the average transmit power becomes M=

(M � 1)=tr(ŜGGH ŜH )¼M=(M � 1)
PK

k¼1 g
2
k ¼M=(M � 1)
Fig. 6 Chip-wise TH-precoded downlink CDMA system over multipath channels
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PT: On the other hand, assuming that E{jbk [i]j2} ¼ 1, then
the bit error probability of each user can be well approxi-

mated by Pe ¼ aQ (h=s2
n

p
)

� �
, where a accounts for the

increase in the number of nearest neighbours due to the
modulo operation (e.g. in QPSK a ¼ 2) [10, 11].

We next show that when orthogonal spreading sequences
are employed, that is when STS ¼ IK , then we have
w

(b)
k,k � w

(c)
k,k for k ¼ 1, . . . , K, and therefore h(b) � h(c),

where the superscripts b and c denote bit-wise and chip-
wise precoders, respectively. First, comparing (25) and
(31), we have H(b) ¼ H(c)S. Let uKþ1, . . ., uN be (N2 K)
orthonormal vectors in V? W Rn

nspan(S). Define the
unitary matrix S0 ¼ [s1, . . . , sK , uKþ1, . . . , uN ] ¼ [S,U]
and let

X ¼ [H (b), H (c)U] ¼ H (c)S0 (33)

Since S
0 is a unitary transformation, the rows in X and H(c)

maintain the norm and the angles. Therefore if the
K � (N2 K) block matrix HcU has any non-zero row (i.e.
the projection of the rows of Hc onto span (U) is
non-zero), the norm of the corresponding row in H(b) will
be smaller than in H(c). Now consider the LQ factorisation
H(c) ¼ W(c)F(c)H, obtained using Gram–Schmidt on the
rows of H(c), that is {h

(c)T
k }Kk¼1. Each value w

(c)
k,k can be

obtained as follows. Assume that at the kth step of the
Gram–Schmidt algorithm the orthonormal vectors
f

(c)
1 , . . . , f

(c)
k�1 (i.e. first k columns in F(c)) have

been obtained from h
(c)
1 , . . . ,h

(c)
k�1, and denote

Uk�1 ¼ span{f
(c)
1 , . . . , f

(c)
k�1}. Then, by simple inspection

from of the structure of the LQ factorisation w
(c)
k,k is the

norm of ~f
(c)

k ¼ projU?
k�1

{h
(c)
k }, where U

?
k�1 ¼ RN

nUk�1 and

f
(c)
k ¼ ~f

(c)

k =w(c)
k,k . That is

w
(c)
k,k ¼ h

(c)
k � projUk�1

{h
(c)
k }

��� ��� ¼ ~f
(c)

k

��� ��� (34)

On the other hand, the diagonal elements of W(b) are simi-
larly obtained from [H(b), 0K,N2K]. Then, using (33) and
(34) we obtain

w
(b)
k,k ¼ w

(c)
k,k � projV?{ ~f

(c)

k }
��� ��� (35)

and hence w
(b)
k,k � w

(c)
k,k . Note that when N ¼ K and orthog-

onal spreading sequences are employed, S is unitary and
w

(b)
k,k ¼ w

(c)
k,k for all k, and hence h(b) ¼ h(c) [cf. Fig. 9].

On the other hand, when the spreading sequences S are

non-orthogonal, it is not true that w
(b)
k,k � w

(c)
k,k . However,

we conjecture that h(b)
� h(c) still holds.

3.4.2 User ordering: We can optimise the system BER
performance by optimising the diagonal elements of the
matrix W such that the common SNR of all users h is maxi-
mised. Notice that W is obtained from the LQ decompo-
sition of H. The LQ decomposition is essentially the
Gram–Schmidt orthogonalisation of the rows of H. The
kth diagonal element of W is the length of the projection
of the kth row vector of H onto the orthogonal complement
of the space spanned by the first (k2 1) row vectors already
orthogonalised. Different ordering in the orthogonalisation
process results in different diagonal values of W, and
hence different values of h. Let P be the set of the K! poss-
ible K � K row permutation matrices. Then for any P [ P,
PH is a row-permuted version of H, which corresponds to a
particular ordering of the K users in TH-precoding. Denote
wk,k(P) as the kth diagonal element of W resulting from the
LQ decomposition of PH. Then the optimal row
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permutation matrix is given by

Popt ¼ arg max
P[P

PTPK
k¼1 w

�2
k,k (P)

¼ arg min
P[P

XK
k¼1

w
�2
k,k (P) (36)

With the optimal permutation Popt, the following
modifications are needed at the transmitter and receiver:
(1) Perform the LQ decomposition as PH ¼ WFH, or
H ¼ PT G21CFH; (2) Apply GP at the receiver (i.e.
apply the scalar gains according to the optimal order); (3)
The FB matrix for removing the ISI becomes A ¼ GP �H .
With these modifications, the cascade of operations
becomes

z[i] ¼ GP|{z}
rx

�
P

T
G

�1
CF

H|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
channel

�
F|{z}
FF

C
�1|{z}

cancel,FB

�

�
Gb[i] � GP �Hx[i� 1]|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

cancel ISI

��
þ �Hx[i� 1]|fflfflfflfflfflffl{zfflfflfflfflfflffl}

ISI channel

þu[i]

�

¼ Gb[i] þ GPu[i] (37)

Note that the matrices G, F and C are obtained from PH.
Clearly an exhaustive search solution to (36) is compu-

tationally prohibitive. Note that a different ordering in the
orthogonalisation results in a different order in the cancel-
lation of the interference. Other systems employing non-
linear interference cancellation with ordering (for which
low complexity suboptimal ordering solutions have been
proposed) include: (a) successive multiuser interference
cancellation receivers [23]; or (b) multiple antenna
BLAST-like receivers [13, 24, 25]. We next propose a
suboptimal algorithm for an approximate solution to (36)
that performs especially well in the chip-wise precoder
when N . K. The proposed algorithm resembles the
BLAST-like ordering algorithm in [25]. First note thatQK

k¼1 w
2
kk is invariant to the permutation matrix P. This

result is easily proved recalling that PH ¼ WFH, with
orthonormal columns in F, then

det (HHH ) ¼ det (PT) det (W ) det (WH ) det (P)

¼
YK
k¼1

w2
k,k

(38)

We first consider the simplest case with K ¼ 2 users,
then H contains two rows denoted by hT

1 and hT
2 .

Without loss of generality, assume that kh2k , kh1k.
Next we show that to maximise the objective function
in (36), we should start with hT

2 , that is start by orthogo-
nalising the row with minimum wk,k. Recall that wk,k is the
length of the projection of the kth row of H onto
the orthogonal complement of the subspace spanned by
the previous (k2 1) rows already orthogonalised. Then
we need to show that

1

kh2k
2
þ

1

kh1 � (hH2 h1=kh2k
2)h2k

2

,
1

kh1k
2
þ

1

kh2 � (hH1 h2=kh1k
2)h1k

2

(39)

From (38), the products of the denominators on both sides
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in (39) are equal. Therefore (39) is equivalent to

h1 �
hH2 h1

kh2k
2
h2

�����
�����

2

þ kh2k
2 , h2 �

hH1 h2

kh1k
2
h1

�����
�����

2

þkh1k
2

,
jhH2 h1j

2

kh2k
2

.
jhH2 h1j

2

kh2k
2

(40)

which is true by the assumption that kh2k , kh1k.
When K , 2, we adopt the greedy solution given in

Algorithm 1 that at the kth iteration, orthogonalises the row
with minimum wk,k. In other words, the algorithm selects
the row that is the closest to the subspace spanned by the
rows already chosen. In the algorithm, mp,j ¼ ĥHp hj and Qi

represents the subset of rows already orthogonalised up to
the ith step. Note that besides finding the ordering P, the

algorithm also provides the LQ decomposition PH ¼ WFH,

since W is given by the GS coefficients mij and the ith row

of F is given by ĥi. Clearly the complexity of the above
search algorithm is O(K2), which is significantly lower
than the O(K!) complexity of the exhaustive search method.

Algorithm 1: Greedy ordering and LQ decomposition

INPUT: row vectors hT
1 , . . . ,hT

K in H
P ¼ 0K�K

k1 ¼ arg mini�K{khik};
ĥ1 ¼ h1

k1
=khk1k;P(1, k1) ¼ 1; Q1 ¼ {k1};

FOR i ¼ 2: K
FOR EVERY j [ {{1, . . . , K}nQi�1}
uj ¼ hj �

Pi�1
p¼1 mp, jĥp;

END FOR
ki ¼ arg minj{kujk};
ĥi ¼ uki=kukik; Qi ¼ {Qi�1} < {ki};
P(i, ki) ¼ 1;

END FOR
OUTPUT: matrix P and LQ decomposition

of PH.

4 Simulation results

4.1 TH-precoding with perfect channel knowledge

We first provide simulation results to compare the BER per-
formance of the different precoding schemes:

Fig. 7 BER performance of different precoding schemes without
ordering, with K ¼ 3 users, spreading gain N ¼ 8, number of
paths L ¼ 4
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TH-bit-original, TH-bit-RAKE, TH-bit-
preRAKE and TH-chip-original. Each user
employs a normalised Hadamard sequences of length
N ¼ 8 as its original spreading signature. The number of
users is K ¼ 3. All users employ QPSK modulation. We
assume that each mobile user experiences an independent
multipath channel f k ¼ [fk,1, . . . , fk,L]T with L ¼ 4 re-
solvable paths and the transmitter has perfect CSI of
all users. The path gains are generated according to
fk,i � N c(0, 1=L). For each data block, independent
channel realisations are simulated for each user and the
results are averaged over 5000 blocks. Fig. 7 shows the
BER performance of the precoding schemes without order-
ing. Loading is employed in all the schemes. For compari-
son purposes, we also show the performance of the linear
block-wise precoding method given in [4]. In the figure,
the approximate BER formula Pe ¼ aQ( (h=s2

n)
p

Þ

matches very well with the simulated results. Nonlinear
TH-precoders significantly outperform the linear precoder.
Moreover, the complexity of the TH-precoders is substan-
tially lower than that of the linear precoders since in multi-
path channels, linear precoders [4] operate blockwise with
matrices of size KT � KT (where T is the frame length)
with O ((KT )3) complexity of the inverse computation. In
our proposed non-linear solution, the matrices have dimen-
sions K � K. Comparing bit-wise and chip-wise precoding
schemes, the chip-wise precoder offers the best perform-
ance. Therefore it not only reduces the mobile unit com-
plexity of the TH-bit-RAKE precoder without
increasing the base station complexity, but also shows
superior performance. Similar performance was obtained
for different number of users and paths (the results are not
provided here for brevity).

Fig. 8 compares the BER performance of the
TH-chip-original and TH-bit-RAKE precoders
with K ¼ 3 users. For both methods, we consider the
cases of no-ordering, optimal ordering (i.e. exhaustive
search) and the suboptimal ordering method given in
Algorithm 1. Ordering has a significant effect on the
TH-bit-RAKE precoder, whereas it makes a smaller
difference to the chip-wise TH-precoder. Furthermore, in
the chip-wise precoder there is no observable difference
between the suboptimal greedy ordering algorithm and the
optimal exhaustive search method. Therefore the chip-wise
TH-precoder not only offers superior performance and

Fig. 8 BER performance of different precoding schemes with
K ¼ 3 users, spreading gain N ¼ 8, number of paths L ¼ 4
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lower mobile unit complexity, but also computationally less
complex since suboptimal ordering is sufficient.

We repeat the simulations with the same parameters
except that the number of users is increased to K ¼ 6.
Fig. 9 shows that both TH-precoding schemes perform
very well even in highly loaded systems. When the
number of users is high, ordering brings a significant
improvement, specially to the TH-bit-RAKE precoder,
although the complexity of the exhaustive search
method becomes prohibitive (i.e. it involves computing
K! ¼ 720 LQ decompositions of 6 � 6 matrices). The
greedy ordering algorithm performs well in the chip-wise
precoder and it requires less than 6 LQ decompositions.

In Fig. 10, we illustrate the CDF of the common SNR h
in (32) obtained with TH-bit-RAKE and
TH-chip-original when L ¼ 4, N ¼ 8 and PT /
K ¼ 1. For both methods, we show the h value for cases
of no-ordering, optimal ordering and suboptimal ordering.
Note that the performance of communication systems is
usually dominated by outage events. Given an outage prob-
ability pout, let us define the corresponding outage hout as
pout ¼ Pr(h � hout). In Fig. 10, it is seen that although on
average, the TH-bit-RAKE precoder obtains better per-
formance than the TH-chip-original precoder, it is

Fig. 10 CDF of the common SNR value h

Spreading gain N ¼ 8, K ¼ 5

Fig. 9 BER performance of different precoding schemes with
K ¼ 6 users, spreading gain N ¼ 8, number of paths L ¼ 4
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more prone to outage (e.g. consider in the plot
pout ¼ 3%), which explains the error rate behaviour in
Figs. 7–9.

4.2 TH-precoding with channel prediction

A crucial assumption in the development of the precoding
techniques in the previous section is that the transmitter
has perfect knowledge about the multipath channel states
of all mobile users. In TDD wireless systems, the downlink
CSI is available at the transmitter (which is estimated from
the uplink transmission) as long as the coherence time of the
channel is larger than the time difference between the uplink
and downlink slots. On the other hand, in fast fading chan-
nels, the channel state that has been estimated during an
uplink slot may have changed and the estimate may no
longer be accurate for precoding in the next downlink
slot. In this case, channel prediction techniques can be
used to estimate the future downlink channel state from
the current and previous uplink channel estimates, by
exploiting the second-order statistics of the fading channel
[26] (refer to [27] for a comparison of different channel pre-
diction techniques). Assume that the complex Gaussian
fading process of each channel path fk,i (t) follows the
Jakes’ model [28] with the maximum Doppler spread fd,
that is, we have E{fk,i(t1)fk,i(t2)} ¼ n2

k,iJ0(2pfd jt1 � t2j),
k ¼ 1, . . ., K; i ¼ 1, . . ., L, where J0(.) is the zeroth-order
Bessel function of the first kind.

Assume that in the TDD system, the uplink and downlink
slots are separated by T seconds; and the base station esti-
mates the multipath channel of each user every uplink
slot. We set the time of the latest channel estimation as
the reference t ¼ 0. Then the base station will estimate
the channel state at times t [ f0, 22T, 24T, . . .g. We con-
sider channel estimation based on pilot symbols and the
channel estimate has the form f̂k,i(t) ¼ fk,i(t) þ jk,i(t),
where jk,i(t) � N c(0, g2

k,i). We assume that the base
station estimates the channel once per slot and these esti-
mates will be used to predict the channel for data precoding
in the next downlink slot.

Assume that after the current channel estimate at time
t ¼ 0, the base station predicts each channel path at time
t which is called the prediction depth (e.g. t ¼ T where T
is the slot duration). The prediction is implemented using
a Pth order finite impulse response filter

~f k,i(t) ¼
XP
p¼0

wk,i(p)� f̂k,i( � p2T ) ¼ wH
k,i f̂k,i (41)

where wk,i W wk,i(0), wk,i(1), . . . , wk,i(P)
� 


T, f̂k,i W [f̂k,i(0),

f̂ k,i( � 2T ), . . . , f̂ k,i( � P2T )]T. The optimal filter that mini-

mises the MSE zpred W E{jfk,i(t) � ~f k,i(t)j2} is given by

wk,i ¼ R�1
k,i rk,i, where the entries of Rk,i and rk,i are given,

respectively, by [Rk,i]p,q ¼ n2
k,iJ0(2pfd jp� qj2T ) þ g2

k,idp,q,

and [rk,i]p ¼ n
2
k,iJ0(2pfd(tþ p2T )), p, q ¼ 0, 1, . . . , P.

In the prediction filter described earlier, we use estimates
of the channel that have been sampled every 2T seconds.
This sampling rate is in general much higher than the
required minimum Nyquist sampling rate equal to twice
the Doppler frequency 2fd. It has been shown in [26] that
such oversampling could be unfavourable when the order
of the filter P is fixed. Assume that the base station is able
to estimate the channel every 2T seconds. Define the
optimal sampling period as d2T, where d is a positive
integer. Then for fixed values of the prediction depth,
noise variance, Doppler frequency and filter order, we can
compute the MSE of the prediction filter zpred for different
IET Commun., Vol. 1, No. 4, August 2007



integer values of d and select the one that minimises zpred.
On the other hand, it has been observed that when the
system parameters are fixed, zpred decreases with the order
of the prediction filter P. However, after a certain filter
order, zpred saturates since the noise in the previous
channel estimates dominates in the MSE of the prediction
error. Therefore it is convenient to evaluate the MSE
expression for different values of P and choose the shortest
one that brings zpred close to the saturation level.

As in the WCDMA TDD mode, we assume that the
uplink and downlink are time multiplexed into a carrier
centred at fc ¼ 2 GHz. The frame length is 10 ms, which
is subdivided into 15 slots that can be allocated for either
uplink or downlink. Therefore the uplink and downlink
transmission can be interleaved in bursts of T ¼ 666.7 ms.
As in Section 4.1, we consider N ¼ 8, L ¼ 5 and
n2
k,i ¼ 1=L. The fading process of each channel path is

formed by samples of a stationary zero-mean complex
Gaussian process with autocorrelation function J0(2pfdt)
[28] and is generated according to the method described
in [29]. We consider the performance of the
TH-chip-original precoding technique with loading
and ordering. We assume that all the mobile users are
moving at u ¼ 36 km/h. The previous channel estimates
{f̂ k,i(t), t ¼ 0, � 2T , . . . } are given by the true channel
values corrupted by complex Gaussian noise with variance
g2
k,i ¼ 0:001. Evaluating the MSE expression zpred for

different orders of the prediction filter, we find that a very
short prediction filter with P ¼ 2 obtains good results.
Evaluating zpred, we find that slightly better results can be
obtained if the channel is sampled with d ¼ 2. We evaluate
the results over ten different initial channel realisations. For
each channel realisation, we consider 200 slots of length
T ¼ 666 ms (i.e. 200 channel variations) and in each slot,
we send 1000 QPSK symbols per mobile user. In the
results, we consider perfect channel estimation (genie
aided), old channel estimation t seconds before and
channel prediction with the optimal sampling (d ¼ 2) and
with the regular sampling (d ¼ 1). Fig. 11 shows that the
prediction algorithm gives very good results even consider-
ing that all the users are moving at u ¼ 36 km/h and the
prediction is based on noisy channel estimates. Notice that
without channel prediction and only using old channel esti-
mates, the performance would decrease considerably in
these scenarios representing very high mobility.

Fig. 11 BER performance of chip-wise TH-precoding in time-
varying channels
IET Commun., Vol. 1, No. 4, August 2007
5 Conclusions

In this paper, we have first obtained the capacity results for
downlink CDMA systems employing either MUD or trans-
mitter precoding. It is seen from numerical examples that
these two techniques offer comparable capacity regions.
However, MUD at the downlink mobile receiver may not
be practical due to the requirement that each mobile recei-
ver should have the knowledge of all users’ spreading
sequences and channel states, as well as the limited signal
processing capability of the mobile receiver. On the other
hand, transmitter precoding is an attractive solution for
systems employing time-division multiplexing, where
uplink and downlink channels are reciprocal. We have
developed nonlinear multiuser precoding algorithms based
on the TH precoding technique. Our precoding algorithms
effectively remove multiuser interference, inter-chip inter-
ference and inter-symbol interference in the downlink of
CDMA systems. The main property of the proposed algor-
ithms is that they can be implemented at either bit level or
chip level, and they are considerably less complex com-
pared with the linear block-wise linear precoders in the lit-
erature. Moreover, the proposed chip-wise precoder
combines the precoding operation and the spreading oper-
ation, and offers performance improvement compared
with the previously proposed bit-wise precoders. We have
also proposed a suboptimal user ordering algorithm for
power loading which further optimises the system perform-
ance. Channel prediction for precoding is also discussed.
Simulation results have shown that the proposed precoding
techniques offer excellent performance even in heavily
loaded systems or time-varying scenarios.
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