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Course Outline

U Security Applications of Multimedia:
= Audio-Visual Person Identification — Access Control, Identifying Suspects
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Human — a complex multimodality subject/object

O “Human and Social Dynamics (HSD)” is identified as one of the five
NSF key priorities among:

= Nanoscale Science and Engineering
= Biocomplexity in the Environment

= Human and Social Dynamics

= Mathematical Sciences

= Cyberinfrastructure
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Social Computing — when computer science meets
sociology

O Computing-based Human Modeling (person)
= Biometric-based modeling
= Behavior modeling
= Knowledge and Interest modeling

0 Computing-based Society Modeling (person <-> person)
= Community modeling
= Social network modeling

0 Computing-based Trust Management (person -> society, person -> person,
person -> information)
= Information trustworthiness

= Human trustworthiness
= System trustworthiness

U Computing-based Information Organization and Management (information -.
person, information -> society)
= Personalized information

= Community-oriented information
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Motivation — Latent Person Behavior Modeling, Analysis and Applications

The world consists of subjects, artifacts and relations over them

What are a person’s

[ 2 - roles in events?
- behavior evolutions?
-interests, tastes?

Building person models based on
observations

e
~u

Analyzing latent semantics based on person
models and context Information

Applying on real-life problems such as:
Data mining; Information filtering;
Recommendation; Behavior Prediction;
Unusual activities detection;
Information flow modeling;
Personalized Services

/

|
U e
~ s
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Why is this topic interesting?

O Informal social network within formal organizations is a major factor affecting
companies’ performances.
=Krackhardt (2005) showed that companies with strong informal networks perform
five or six times better than those with weak networks.
=Since Weber (1920s) first studied modern bureaucracy structures, decades of

related social scientific researches have been mainly relying on questionnaires and
interviews to understand individual’s thoughts and behaviors.

Whom might Whom might Whom might Whom might
you go to come to you you go fo come to you
for help or advice? for help or advice?  for help or advice? for help or advice?

A. Arora P. Lewis
J. Cohen D. Martin
N. Dewalt D. Nagin
E. Devereux L. Oviedo
A. Eklund R. Padman
E. Eligator E. Poleman
S. Farrow J. Peters
G. Franko T. Reed
W. Gorr L. Taylor
B. Harrison 0. Spencer

— RuHodges —_ — Eolasquez Sample questionnaire

e M.Keley —_ Rl S — (Prof. Krackhardt, CMU)
D. Krackhardt H. Wright

=> Is it possible to ‘acquire’ social networks automatically?
=> How about automatically building/updating ‘personal profiles’, ‘social capitals’?
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Enron Corpus

Behind the Enron Séandal-—~_ _.. TIME
TIMELINE: ENRDN'S GOLI.APSE JAN 20,2002
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Enron Corpus

U Preprocessing Name | Exmail | Position
- Original messages — 51 7‘431 Robe.n Badeer tnbe t.had zev@enton com l?irec'or
Eric Bass eric.bass @enron.com Trader
[ Remove empty messages —_ Sally Beck sally.beck@enron.com Employee
493 391 remain Rick Buy rick.buy@enron.com Manager
’ David Delainey  david delainey@enron.com CEO
* 1999 — 11196 James Derrick james. derrick@enron.com In House Lavyer
Mark Haedicke mark. haedicl on.com M ing Director
* 2000 - 196157 e
Steven Kean steven. kean@enron.com Vice President
* 2001 - 272875 Louise Kitchen louise.kitchen@enron.com President
« 2002 — 35922 Phillip Allen phillip. allen@enron.com N/A
= Remove repeated messages . . .
— 166.653 remain Collected information about the emails
’
] Only keep intra- D | Subject | Time | Fram | To
B : 31265382, 1075858640461 FWY: California gas intrastate matte 2001-07-10T19:32:29, k..alen@enron.com matt. smith@enron.com,
Communlc'atlons among 149 14673512, 1075058640463 FYY: West Power Strategy Briefing | 2001-07-11T12:56:41. k. allen@enron.com keith holst@enton.corn, mike
users within Enron — 25,428 sssni2 i07sasesi0s05. 2001-07-11T15:25:40. k. allsn@enron.com bamy.tychaliz@enron com,
remain 483924.1075858640543 )¢ FW: Party 2001-07-12T12:04:29. k..allen@enron.com .. shively@enron.com,
13141541.1075850640571 2001-07-12T19:55:20) k. .com michael Lt b.co
. . 14620083.1076850640594 CA Instrate Gas matters 2001-07-13T13:44:26. k_allen@enron.com  leslie lawner@enron. com,
Number Of terms' 84649 B34023 1075858640618 .J: F¥. CA Instrate Gas matters 2001-07-13713:45:39. k_allen@enron.com mike.grigsby@enron.com,
. 19282752.1075858640638 Analyst/Associate Program: 2 Miny 2001-07-13T19:47.41, k. .allen@enron.com ramabile@execlead.com,
L]
Number Of users: 149 16515849 1075850640653 FW: American Express Letter 2001-07-16T13:20:48, k. allen@enron.com jahnny.ross@enran.com,
19618508 1075858640661 Party 2001-07-16T13:22:52. k_allen@enron.com  richard toubia@@truequote. comn)
27481841.1075858640705 FW: Party 2001-07-18T13:44:37. k..allen@enron.com .. shively@enron.com,
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What happened?— collect the ground truth

U Summarize important events from different timelines
U The events with most occurrences from multiple media’s timelines

= 14 August 2001 -- Jeffrey Skilling resigns after just six months; Mr Lay returns to
day-to-day management of the company.

= 20 August 2001 -- Mr Lay exercises Enron share options worth $519,000.

= 12 October 2001 -- Accounting firm Andersen begins destroying documents
relating to the Enron audits.The destruction continues until November when the
company receives a subpoena from the Securities and Exchange Commission.

= 16 October 2001-- Enron reports losses of $638m run up between July and
September and announces a $1.2 billion reduction in shareholder equity. The
reduction in company value relates to partnerships set up and run by chief
financial officer Andrew Fastow.
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Social Network Analysis:

O Potential of social network analysis

= every person in the world is only six edges away from every other, if an edge between i and j means "i knows ;"
[Milgram 1967]

1 Static social network analysis
= In social network analysis: Exponential Random Graph Models [Wasserman and Pattison, 1996]
= Ininformation mining area:
» Mine social relationships from email logs by using a set of heuristic graph algorithms
[Schwartz and Wood 1993]

» Mine a social network from a wide variety of publicly-available online information to help
individuals find experts who could answer their questions [Kautz et al. 1997]

» Mine communities from the Web (defined as sets of sites that have more links to each other
than to non-members) [Flake et al. 2002]

» Use a betweeness centrality algorithm for the automatic identification of communities of
practice from email logs within an organization [Joshua T. et al. 2003

» The Google search engine and HITS algorithm [Page et al. et al. 1998] [Kleinberg 1998]
O Dynamical social networks
= In social network analysis: Dynamic actor-oriented social network [Snijder 2002]
» Changes in the network are modeled as the stochastic result of network effects (density,
reciprocity, etc.)
» Network evolution is modeled by continuous time Markov chain models
= Ininformation mining area:
« link prediction problem - Infer which new interactions among its members are likely to occur
in the near future [Liben-Nowell 2003]
* Track changes in large-scale data by periodically creating an agglomerative clustering and
examining the evolution of clusters over time [Kubica et al. 200.
= However, all of them are only based on pure network properties, without knowing what people are
talking about and why they have close relationship
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Dvnamic social networks

Email contacts within Enron: 1999

President
Vice President
CEO

.\_\}\\ Manager
/ Director

NA S
\\\@ #/

Email contacts within Enron: 2000
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People with top 10 centralities in Enron

Centrality: Actor has high involvement in many relations, regardless of
send/receive directionality (volume of activity)

Vice Presid|

1 Mark_Taylor Employee David_Delainey CEO Steven_Kean ont Kevin_Presto | Vice President
2 Tana_Jones N/A Steven_Kean Vlce_‘Il’tremde Uohn_Lavoratq CEO Louise_Kitchen President
3 Sara_Shackleton N/A John_Lavorato CEO  |Jeff Dasovich| Employee | John_Lavorato CEO

Vince Kaming
ki

ILouise_Kitche]
n

David_Delain

4 Richard_Sanders | Vice President |Vince Kaminski| Manager Manager | Hunter Shively | Vice President

5 Elizabeth Sager Employee Jeff Skilling CEO President | James_Steffes | Vice President

Managing_Direct|

6 Mark_Haedicke Mike McConnell N/A CEO Greg_Whalley President

or ey
7 John_Hodge Ma.nagn;%_Durect Greg_Whalley | President |Greg Whalley| President | Fletcher Sturm | Vice President
8 Steven_Kean Vice_President Sally Beck Employee Mark_Hacdick Ma{mgmg_ Doug_Qllbert- N/A
- - - e Director Smith
9 Dan_Hyvl Employee Jefﬁey‘;‘;;sm"k N/A  |Phillip Allen| N/A Dana_Davis N/A
10 Carol_Clair In_house_lawyer| John_Arnold Vice Preside Mary Hain [n_house_la Mark Haedicke Managing_Dired

nt wyer tor

3/6/05: Lecture 8 — Behavior and Speaker Identificati © 2006 Ching-Yung Lin, Dept. of Electrical Engineering,

Columbia

E 6886 Topics in Signal Processing: Multimedia Security Systems

People with top-10 prestige in Enron
Prestige: Actor is the recipient of many directed ties

1 John_Hodge Manag[ingﬁDirecto John_Lavorato CEO John_Lavorato CEO Darron_Giron N/A

2 Steven_Kean Vice_President | Greg Whalley President Louise_Kitchen | President Phillip_Love N/A

3 Vince_Kaminski Manager David_Delainey CEO Phillip_Allen N/A Kam_Keiser Employee

. M: ing_Directol . . . .

4 Mark_Haedicke T Steven_Kean | Vice_President | Greg_Whalley | President Errol_McLaughlin N/A

5 Elizabeth_Sager Employee Vince_Kaminski Manager Kevin_Presto Vlce_l"reslden Stacey_White N/A

6 Richard_Sanders | Vice President Rick_Buy Manager Barry Tycholiz Viceﬁl"reside Fletcher_Sturm Vice_President
7 Kevin_Presto Vice_President Kevin_Presto | Vice President | Steven Kean Viceﬁl"reside NA NA

8 Mark_Taylor Employee Jefﬂeyg:ishanlun N/A Mike_Grigsby N/A NA NA

9 Michelle_Cash N/A Phillip_Allen N/A David_Delainey CEO NA NA

. . . Vice_Presiden|

10 Stacy_Dickson Employee Jeff_Skilling CEO Hunter_Shively ~ NA NA
Most of them have relatively high position in Enron, which reveal the roles in the social network actually
are almost corresponding to the roles in the real life
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Content Analysis Prior Art | -- Latent Semantic Analysis

O Latent Semantic Analysis (LSA) [Landauer,
Dumais 1997]
= Descriptions:
» Capture the semantic concepts of documents
by mapping words into the latent semantic

space which captures the possible synonym LSA
and polysemy of words

documents
« Training based on different level of documents. I‘ '
. @ w0
Experiments show the synergy of the # of g . 0 a e O
training documents and the psychological E) X = T -
studies of students at 4th, 10t, and college level. 0
Used as an alternative to TOEFL test. S
= Based on truncated SVD of document-term matrix: NxM NxK KxK KxM

optimal least-square projection to reduce
dimensionality

= Capture the concepts instead of words
* Synonym
* Polysemy
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Traditional Content Clustering

A W Clustering:
Og)o Partition the feature space into segments
o @) based on training documents. Each
(@) (90 segment represents a topic / category.
(@) [oXe) OO (€ Topic Detection)
00O
(9(2) o Hard clustering: e.g., K-mean clustering
O 00,0 f
O%O 0(2) " d:{fwl’fw2""’fw1v}_)z
(Y6}

Soft clustering: e.g., Fuzzy C-mean

clustering

fw, fwj : the frequency of the word w; P( 7 | W = fw)

in a document

Documents
Words Another representation
Aratheernagreseniation
Words tbf cetrstamisig part)
Topics

O - Iatinn

opics




Content Clustering based on Bayesian
Network

Documents WD) PZ|D)
/ l J Sf hard clustering  soft clustering
Topics a a a a e
R POV |2)

Words @ @ @ @ @ O : observations

Bayesian Network:

« Causality Network — models the causal relationship of attributes / nodes

« Allows hidden / latent nodes

Hard clustering: h(D — d) = arg max P(W = fw |Z) <= MLE

P(Z|W)PW)

PW|2)= P(Z)

<= Bayes Theorem

Content Clustering based on Bayesian
Network — Hard Clustering

shown as @

O : observations

P(Z |\ WP(W P(Z |\ WP(W N: the number of words
PW|2Z)= (ZIW)POV) = (ZIW)POV) (The number of topics (M) are
P(Z) J.P(Z |WYdW pre-determined)
Major Solution 1 -- Dirichlet Process:
* Models P( W | Z) as mixtures of Dirichlet probabilities . @
« Before training, the prior of P(W|Z) can be a easy T_OPIF_W_ord
Dirichlet (uniform distribution). After training, P(W|Z) will distributions l
still be Dirichlet. ( € The reason of using Dirichlet)
1 | +—

I | B ®

Major Solution 2 -- Gibbs Sampling: N

« A Markov chain Monte Carlo (MCMC) method for

Latent Dirichlet Allocation (LDA) (Blei 2003)
integration of large samples =» calculate P(Z)




Comparison of Dirichlet Distribution with
Gaussian Mixture Models

« Dirichlet Distribution: p(f. fy.../ :ayaya) =) poct ot pa
, HF(ak)
0<f, <1 ka =1 k=1
k=1

Dir(1, 72,2, 5, 10)

_Uim? (o) e
5 5 3

i 7

Beyond GaUSSian: Examples of Dirichlet Distribution

Beta(t; 3.3)
Betatfi 1. 1) 3

/ \ | i
\ ! [
| st | |
| /
/ ! /
/ \ \ /
/ % !
L
0s
e P P o P P P
o1 02 03 0.4 0’5 06 07 08 09 1 0 01 02 0.3 0.4 05 06 0.7 08 09 g
T

10



Importance of Dirichlet Distribution

* In 1982, Sandy Zabell proved that, if we
make certain assumptions about an
individual’s beliefs, then that individual
must use the Dirichlet density function to
quantify any prior beliefs about a relative

frequency.

Use Dirichlet Distribution to model prior
and posterior beliefs (1)

* Prior beliefs: »(f)=beta(f;a,b)

« E.g.: *fair* coin?
— Flipping a coin, what’s the probability of getting ‘head’.

beta(1,1): Never tossed that coin.
No prior knowledge

11



Use Dirichlet Distribution to model prior
and posterior beliefs (ll)

* Prior beliefs: »(/)=beta(f;a,b)
» Posterior beliefs: »o(f1d)=beta(fia+s,b+1)

Beta(t; 3.3)

d:2,2

s i

beta(1,1): No prior knowledge beta(3,3): posterior knowledge
after 2 head trials (s) and 2 tail trials (f)
-- this coin may be fair

Use Dirichlet Distribution to model prior
and posterior beliefs (lI1)

Prior beliefs: () =beta(f;a,b)
» Posterior beliefs: o/ 1d)=beta(fa+s.b+1)

Beta(t; 3.3)

d:8,2 ~

beta(3,3): prior knowledge beta(11,5): posterior belief
-- this coin may be fair -- the coin may not be fair after

tossing 8 heads and 2 tails
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Use Dirichlet Distribution to model prior

and posterior beliefs
* Another Example:

— Our belief that an event, which in general has 5%
occurrence possibility, may be true in our case.

777777777777777777777

02| . ' ' ' ' 0 |

il | d:3,0

beta(1/360,19/360): prior knowledge beta(1/360+3,19l360): posterior belief
that an 5% chance-event may be true that an 5% chance-event may be true

Gibbs Sampling (1)

» Given a PDF,»(X) usually it’s difficult to get
an integration, [ /(x)p(x)dx .

* We can use Gibbs Sampling to simulate
the *samples* x, = {x, ., x,,....X,,} that follows
the PDF. Thus, we can do an integration
by summing r(x,) from those samples.

13



Gibbs Sampling (I1)

* Gibbs Sampling = Find a Markov Chain

p(X. | X, , s.t., the outcome of samples
follow the PDF »(X)

Example: 2-dimensional X vector: X =(x,,x,)

1 ) st ve
p,(X,|X, ) isdetermined by bl

p2,s(x2,i | xl,i)

X,
Q'a =) p(X, |1 X,) ) 7 X/\ /:9
| =

Some Insight on BN-based Content

Clustering
Bayesian Network: 1,
» Models the *practical* causal CSO
relationships.. o © éDOO
O o0 ©
. O
Content Clustering: %)O o
» Because documents and words are @0 O o OOQ f
O % wr
dependent, O % 5O 0.0
=> only close documents in the feature 0o oo
space can be clustered togetheras | . J,y. * the frequency of the word w,
/ in a document

one topic.

=Incorporating human factors can possibly *link* multiple
clusters together.




Why We Need Simultaneous
Multimodality Clustering?

Multiple-Step Clustering:

OK
L o
5
o
o~ oo
o 0o0¢©
oo o ©
6 o 0 500 f
(©) (2) w2
0vRD oo
05
o

* e.g., Naive way to combine content filtering and collaborative filtering
=> Independently cluster first. Combine later.

= Simultaneous Multimodality Clustering is important.

Not-OK
S
o8
o
o~ oo
o 00 %
000
62 g0 0 500 f
0 0¥ "
v oo
0 0o°Y8
e N) o P
o 005 O
000°7E,
S

Model
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O Probabilistic LSA [Hofmann 1999]

Statistical view of LSA

¥

O Latent Dirichlet Allocation (LDA) [Blei et al 2003] @
A generative model which Introduce a Dirichlet prior Q?
W

for the class modeling at pLSA

O Author-Topic model [Rosen-Zvi et al 2004]

Try to recognize which part of the document is
contributed by which co-author. A document with
multiple authors is a mixture of the distributions
associated with authors.

Each author is associated with a multinomial

distribution over topic; Each topic is associated with

a multinomial distribution over words

3/6/05: Lecture 8 - Behavior and Speaker Identification

Content Analysis Prior Art Il — Probabilistic LSA (pLSA), Latent Dirichlet Allocation (LDA) and AT

Latent Dirichlet Allocation

(LDA)
[Blei, Ng, Jordan, 2003]

a@ !

Author-Topic Model

(AT)
[Rosen-Zvi, Griffiths, Steyvers, Smyth 2004]
@)
o310
EO—+@+H@
I ™
D

© 2006 Ching-Yung Lin, Dept. of Electrical Engineering,
Columbia Univ.
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Content Analysis Prior Art Il — Author-Receipt-Topic (ART) Model

O Author-Receipt-Topic model [McCallum et al. April 2005]

= Given the sender and the set of receivers of an email, find senders have
similar role in events

Latent Dirichlet Allocation Author-Topic Model Author-Recipient-Topic Model
(LDA) (AT) (ART)
IBlei. Ng. Jordan, 2003] [Rosen-Zvi, Griffiths. Steyvers, Smyth 200 [McCallum et. al, 2005]

Na . Ny L N
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Novel Content-Time-Relation Algorithm -- |

O Content-Relation (CR) [Song, Lin, Tseng, Sun, KDD-submission Feb. 2005]:
= Content topic classification
= Integrate social network model

= =»Combine content and social relation information with Dirichlet allocations, a causal
Bayesian network and an Exponential Random Graph Social Network Model.

Given the
sender of an
Author-Recipient-Topic Model email:
(ART) CR model 1. Get the
[McCallum et. al, 2005] Given the sender probability of a
and the set of topic given the

receivers of an email: @ sender
)

1. Pick a receiver
@@L ) ool
2. Get the ;_)robability 2 the receiver
M e of a topic given the given the
A sender and receiver \ o sender and the
OO 0 topio
@ —{w) 3. Get the probability
T N a word given the N 3. Get the
5 topic D probability of a
word given the
O : observations topic

a: sender/author, z: topic, S: social network (Exponential Random Graph Model / p* model),
D: document/emailr: receivers, w: content words, N: Word set, T: Topic

3/6/05: Lecture 8 — Behavior and Speaker Identification © 2006 Ching-Yung Lin, Dept. of Electrical Engineering,
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Novel Content-Time-Relation Algorithm -- Il

U Content-Time-Relation (CTR) [Song, Lin, Tseng, Sun, KDD-submission Feb. 2005]:
= Incremental Latent Dirichlet Allocations
= Capture evolutionary information
= Integrate social network model

= Combine content, time and social relation information with Dirichlet allocations, a causal Bayesian
network and an Exponential Random Graph Social Network Model.

= Besides, for the time windowing, one can use Poisson distribution to replace the Dirichlet allocation, where ¢ =y
AMt—t. Given the

sender and the
Author-Recipient-Topic Model

(ART) CTR model time of an email:
[McCallum et. al, 2005] Given the sender 1. Get tﬁe
and the set of propaplllty ofa
receivers of an email: topic given the
+ sender
1. Pick a receiver
S, 2. Get the
2. Get the probability v ( :) probability of
() P of a topic given the - the receiver
A f sender and receiver given the
= sender and the
) — () 3. Get the probability topic
T NIE: word given the
- topic 3. Get the
D probability of a

word given the

: ob i .
(O : observations topic
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Topic Analysis Results - Hot and cold topics in Enron Email Corpus

Table 1. Hot Topics

Meeting Deal Petroleum Texas Document
meeting deal Petroleum Houston letter
plan desk research Texas draft
conference book dear Enron attach
balance bill photo north comment
presentation group Enron America review
discussion explore station street mark
Table 2. Cold Topics
Trade Stock Network Project Market
trade Stock network Court call
London earn world state market
bank company user India week
name share save server trade
Mexico price secure project description
conserve new system govern respond
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Corporate Topic Trend Analysis Example: Yearly repeating
events

Topic Trend Comparison ¢ Topic5(y2000)
—8— Topic45(y2001)
0.03 Topic19(y2000)
0.025 DA Topic19(y2001)
2 0021 //
£ o
é; 0.015 \
£ 0.01 " >

0.005 | $—a o N m

0 —
Jan Mar

May Jul Sep Nov

Topic 45, which is talking about a schedule issue, reaches a peak during June to September.
For topic 19, it is talking about a meeting issue. The trend repeats year to year.

3/6/05: Lecture 8 — Behavior and Speaker Identification
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Topic Detection and Key People Detection of “California Power” Match Their Real-Life
Roles

Topic Analysis for Topic 61

0.018
0.016
0.014
0.012 |
0.01 |
0.008
0.006
0.004 [
0.002 |
0

Jan-00 Apr-00 Jul-00 Oct-00 Jan-01 Apr01 Jul-01 Oct-01

Popularity

Key Words power 0.089361 California 0.088160 electrical 0.087345 price 0.055940
energy 0.048817 generator 0.035345 market 0.033314 until 0.030681

Jeff Dasovich 0.249863  James_Steffes 0.139212
Key People Richard_Shapiro 0.096179 Mary Hain  0.078131
Richard_Sanders 0.052866 Steven Kean 0.044745
Vince Kaminski 0.035953

Event “California Energy Crisis” occurred at exactly this time period. Key people are active in
this event except Vince_Kaminski ...

‘ 3/6/05: Lecture 8 — Behavior and Speaker Identification
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Personal Social Network - who a user contacts with during a time period

‘Namee o Amod =)

Kepwore| =

e )

Buohon T Tt 6. orits %]

Personal Social Network
Pecom Soci Nerwor S 7
N
S Vinca, Kaminsd
Jerey_ v

T rm— ) g
Hunter_Shively — "n_Lavorato

3TV
MMQ gimw

i

Jeffrey_A_Shankman
7 P oot Jon_Aoid
Greg_Whalley
&
) 7T
Errol MeLaudnin
ﬂ i Shweget Jonathan_McKay

“Kevin_Presto

Malto.

i

NI
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Personal Topic-Community Networks- who a user will contact with under
different topics

CommunityNet
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(b) Personal Topic-Community Information flow for keyword “energy” with two-level personal Topic-Community network
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Personal Social Capital Management -Receiver Recommendation

Content Toic Gorermment_Relatonsip, Eeron Workl,
Market_Analysis, Goverrment_Vorz,
Cout Jiswe

CommunityNet Webmail Demo SO —
CommunityNet Webmail Demo
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(a) Receiver recommendation based on Personal Social Network

Content Topic: Stock_Market
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(c) Receiver recommendation for “Can you tell me the current stock price?”
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(b) Receiver recommendation for “Government”
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Speaker Recognition

O Speaker Verification

O Speaker Identification Analysis/Synthesis

T

Speech Processing

Recognition

Coding

Speech Speaker Language
Recognition Recognition dentification
A
Speaker Speaker Speaker
Identification Detection Verification
Text Text Text Text
Independent Indcpendent Independent Dependent
Unwitting Cooperative Cooperative Cooperative
Speakers Speakers Speakers Speakers
Variable High High High
Quality Quality Quality Quality
Speech Speech Speech Speech
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Usage Environment and Performance of State-of-the-art
Systems

1. Text-depending using combinations
lock phrases (e.g., 35-41-89). Clean
data recorded using a single handset
over multiple sessions. Used about 3
min of training data and 2 s test data.
(0.1% - 1%).

2. Text-dependent using 10 digit strings.
Telephone data using multiple
handsets with multiple sessions. Two
strings training data and single string
verification. (1% - 5%)

3. Text-independent using conversational
speech. Telephone data using multiple
handsets with multiple sessions. Two
minutes training data and 30 s test
data. (7% - 15%).

Probatility of False Reject {in %)

4. Text-independent using read
sentences. Very noisy radio data using
multiple military radios and
microphones with multiple sessions.
Thirt)/ sec training and 15 s testing.
(20% - 35%).

;.l nra llli 12 [ 1@ 20 40
Probability of False Accapt (In %)
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Speaker Verification Process

O Feature Extraction

O Classification Model

Nmph one
X; Y Z

Filtering Diaiml; Feature Feature Pauern
and A/D | Speech” | Extraction || Vectors™ | Marching | Scores

Decision

G’criﬂcd ﬂa—)(ﬁnmllman i}’:da:g ) (Aceept ) (Reject )
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Common Audio Features

ULinear Predictive Coefficient (LPC)
ULinear Predictive Cepstral Coefficient (LPCC)
U Short-Time-Filter-Bank / Short-Time Fourier Transform

O Mel-Frequency Cepstral Coefficients (MFCC)
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Bank-of-filters Analysis Model
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Human Voice Threshold

1 Range of human voices
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Typical waveforms and spectra for analysis of a pure
sinusoid in the filter-bank model
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Short-Time Analysis

O Filter bank
1 2 3 Q
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N
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Filter Bank
@
it =2 i3 4
O Analysis using different 0| - 1600
time scale
= (a) a 4-channel 200 400 800 * 1660 X 3200 7T
octave band-filter bank L 2 % ¢
=(b) a 12-channel third-
octave band filter bank (9]
=(c) a 7-channel critical fudflansice 147 ive ine -0 n 2
band scale filter bank [ solirolzoo| 2e0 | | Lo 680
O These filter banks i R . ) . )
coverir)g the telephone 001 4001 630 800 1000 1260 1600 2000 2520 3260 1
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Filter Bank Analysis

O Typical waveforms and spectra of
a voice speech signal in the bank-
of-filters analysis model

113

1000 s(n} el
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MFCC

The upper and lower passband frequencies of each filter
are the center frequencies of the adjacent filters. The fre-
quency range of the filters was chosen to cover the telephone
bandwidth. The central frequencies of the 17 filters are (in
Hz): 300, 400, 500, 600, 700, 800, 900, 1000, 1149, 1320,
1516, 1741, 2000, 2297, 2639, 3031 and 3482. Since the fil-
ter bank coefficients are highly correlated, a discrete cosine
transform is used to de-correlate them:

Ng :

1 i
§=— 'y cos{ —(7 — 0.5 i=0,1,..,Np — 1 i
oy o jE=];fJ {NF(J )} F (1)

where N is the number of filters and f; are the log filter

bank energies. The MFCC feature vector is made up of
{ei.i=1,2,..,Nr — 1}, le. ¢p is omitted. o represents the
average value of the spectrum and hence is susceptible to
varying background noise,
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Linear Predictive Coding (LPC) Analysis Model

O LPC model:

- -1 -2 .
A(z) =1 +a;z+zz%+ ... +azP

N M
LPC LPC
SPEECH J 5‘-3&:";:";'0 » SPECTRAL » PARAMETER |——b
s (n) ANALYSIS | a, |CONVERSION | c,
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Example of the speech signal
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Example of Signal Analysis (II)

O Short Time Frequency Analysis

VALUE
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LOG MAGNITUDE (d8)

FREQUENCY

VALUE

VALUE

LOG MAGNITUDE (dB)

LOG MAGNITUDE (dB)
2
o

<

»
L4

o

FREQUENCY FREQUENCY

3/6/05: Lecture 8 — Behavior and Speaker Identification © 2006 Ching-Yung Lin, Dept. of Electrical Engineering,

Columbia Univ.

E 6886 Topics in Signal Processing: Multimedia Security Systems

Example of Frequency Analysis (lll)

O lllustration of speech sample,
weighted speech section and 20000

prediction error r\ L A"’"’ h
N s ante e ada Reatn Aant, 1)

- 11000
16000
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Example of Frequency Analysis (IV)

O lllustration of speech sample, weighted speech section
and prediction error

= »(m) s (m)
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Linear Predictive Cepstral Coefficient

U Finding LPCC coefficients

i—1
1
LPCC; = —LPC; + > (4= k)LPCxLPCCy_y
k=1
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Gaussian Mixture Models

PS , U Positive Examples are modeled

Positive examples X R
® Negative examples as a summation of multiple

Gaussians distributed in the
e - feature space
[ J ® [ J
® ® dPros:
Ld ® .
® o e © = The size of model parameters
®9 e ® o are very small: mean, std at
e Ld e each feature dim.
LIPS ®
P (] U Cons:
°® ® ® = Models may vary depending on
.. the initial condition
* °
® 1 °
®e
. .
) (]
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Support Vector Machine

.. P
[S) °
e 0,
. support
° : o . — vectors
°
[ ]

S(x)= iaiyiK(x’Si)-l_b

|l =x;1? /262
L] j— J
e K(x;,x,)=e
[
L]
@
° o.. QO Support Vector Machine
.: = Largest margin hyperplane in the projected feature space

= With good kernel choices, all operations can be done in low-
dimensional input feature space

= We use Radial Basis Functions as our kernels

= Sequential Minimal Optimization = currently, fastest known
algorithm for finding hyperplane
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Homework Assignment #3 (due April 5)

1. [20 pts] Record your voice by reading the material provided by TA. Submit these audio clips to TA by this
Thursday (March 24). These dataset will include two sets — training and testing. Two kinds of testing sets will
be provided — the same document or different document.

2. If you are going to work on this homework by yourself:

1. [50 pts] Implement LPCC or MFCC coefficient extractor. Apply it on the training and the testing data. Train your own speaker
model and anti-you speaker model.

2. [30 pts] Use the Nearest Neighborhood Method based on the Hausdoff distance to do the speaker verification. lllustrate the
system performance.

3.  If there are two people working on this homework together:

1. [50 pts] Implement LPCC and MFCC extractors. Apply them on the training and the testing data. Train both team members’
models. For each of the member, there should be your own model and an auti-you speaker model.

2. [30 pts] The same as 2-2.

4. If three people are going to work together:
1. [40 pts] The same as 3-1. Train models of these member.
2. [20 pts] The same as 3-2.
3. [20 pts] Use the Gaussian Mixture Models for training and testing.

5. [Extra Bonus 10 points]
1. Repeat the processes. Conduct experiments on the speaker identification.

6. [Extract Bonus 30 points]
1. For single person or two people: apply Gaussian Mixture Models on testing and training.
2. For three people: apply Support Vector Machines for training and testing.
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