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Recap



Course Lectures
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*Lectures: 19:00 – 20:20 *Group Presentations: 20:30 – 21:30



Course Information and TAs
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▪Professor Lin: 

▪ Office Hours and Location: By appointment (500 Fifth Ave., Suite 2420, New York, NY 

10110)

▪ Contact: c.lin@columbia.edu

▪TAs:      

•Zelin Yu (zy2489)

•Likhith Ayinala (la3073)

▪Website (Materials): 

o          http://www.ee.columbia.edu/~cylin/course/bigdata/



Course Grading
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• Midterm Project (40%):
➢ Advanced A.I. Assistants for Financial Industry and Healthcare Industry.

• Final Project (40%): 
➢ Advanced A.I. Technologies; or
➢ Advanced A.I. for Bio Science.

• Course Participation (5%) :
➢ Attendance and Discussions

• 3 Homeworks (15%): 
➢ AI Assistant, AI for Bio Science, and Advanced AI Technology 



Midterm Project
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• Each team is composed of 3 people.

• Choose among these areas. Each area has two teams.
 
➢ Financial Industry:
❖ Tax Advisor
❖ Insurance Advisor
❖ Private Banking Specialist
❖ Commercial Banking Specialist
❖ Fund Manager / M&A Specialist

➢ Healthcare Industry:
❖ Nurse
❖ Doctor
❖ Nutritionist
❖ Pharmacist
❖ Radiologist



Midterm Project – To-Do by 1/28/25
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• Sign up the team sheet and project choice – to be shared by TA.

• Each team prepare a 3-min presentation to discuss -- voluntarily.
 
➢ The Certificate Challenge
➢ Initial Thought of Knowledges and Capabilities of the AI Assistant 

to be included
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What’s happening?
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Stock market plunge and rebound because of AI



Developing towards AGI
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DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning https://arxiv.org/pdf/2501.12948 

https://arxiv.org/pdf/2501.12948


Llama

EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV. 11



Llama 3.2
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Pretrained models using the Pile dataset
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https://pile.eleuther.ai/paper.pdf



The Pile dataset - I
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https://pile.eleuther.ai/paper.pdf 

https://pile.eleuther.ai/paper.pdf


The Pile dataset - II
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https://pile.eleuther.ai/paper.pdf 

https://pile.eleuther.ai/paper.pdf


The Pile dataset - III
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https://pile.eleuther.ai/paper.pdf 

https://pile.eleuther.ai/paper.pdf


The Pile dataset - IV
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https://pile.eleuther.ai/paper.pdf 

https://pile.eleuther.ai/paper.pdf


The Pile dataset - V
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https://pile.eleuther.ai/paper.pdf 

https://pile.eleuther.ai/paper.pdf


The Pile dataset - VI
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https://pile.eleuther.ai/paper.pdf 

The Pile was originally developed to train EleutherAI's GPT-Neo 
models[8][9][10] but has become widely used to train other models, 
including Microsoft's Megatron-Turing Natural Language 
Generation,[11][12] Meta AI's Open Pre-trained 
Transformers,[13] LLaMA,[14] and Galactica,[15] Stanford University's 
BioMedLM 2.7B,[16] the Beijing Academy of Artificial Intelligence's 
Chinese-Transformer-XL,[17] Yandex's YaLM 100B,[18] and Apple's 
OpenELM.[19]

https://pile.eleuther.ai/paper.pdf
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/Microsoft
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/Meta_Platforms
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/LLaMA
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/Stanford_University
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/Beijing_Academy_of_Artificial_Intelligence
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/Yandex
https://en.wikipedia.org/wiki/The_Pile_(dataset)
https://en.wikipedia.org/wiki/Apple_Inc.
https://en.wikipedia.org/wiki/The_Pile_(dataset)


Llama + RAG
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• LLMs are trained on enormous bodies of data but they aren't trained on your data. Retrieval-
Augmented Generation (RAG) solves this problem by adding your data to the data LLMs already have 
access to. You will see references to RAG frequently in this documentation. Query engines, chat 
engines and agents often use RAG to complete their tasks.

• In RAG, your data is loaded and prepared for queries or "indexed". User queries act on the index, which 
filters your data down to the most relevant context. This context and your query then go to the LLM 
along with a prompt, and the LLM provides a response.



RAG – short intro I
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https://docs.llamaindex.ai/en/stable/understanding/rag/



RAG – short intro II
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https://docs.llamaindex.ai/en/stable/understanding/rag/
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Generative AI



Levels of Artificial General 
Intelligence
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Levels of AGI: 
https://arxiv.org/pdf/2311.02462.pdf



The Evolution of LLMs 
1. In 2017, Google released the "Transformer Model", 

which can be used in question-answering systems, 
reading comprehension, sentiment analysis, instant 
translation of text or speech, and more

2. In 2018, OpenAI proposed "GPT" and Google proposed 
the "BERT" model, widely used in search engines, 
speech recognition, machine translation, question-
answering systems, and more.

3. From 2018 to 2022, most of the research focused on 
BERT-related algorithms, when GPT performance was 
inferior to BERT

4. In 2023, ChatGPT (GPT3.5) was proposed by OpenAI, 
which significantly improves NLU's ability to understand 
most texts and surpasses humans in some area

CNN RNN

Local feature Front and Back 
Dependency Issues

In NLU

Self-Attention

One to all attention, more flexible 
and trainable

need large datasets

Text

Image
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The speed of development of Generative AI
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Generative AI Application

Image Generator

text Generator

Conditional image Generator

Audio Generator
Speech Generator

Pose Generator

Chat Bot

Summarization and Translation

Robot

NLU + Image Generator

NLU + Robot

Multi-Model

Condition Model
Generative Model
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What is Generative AI
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Multimedia Generation
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Generating Text using Large Language 
Models
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How LLM works
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Attention Model
[Bengio_2015]

Chorowski, Jan K., et al. "Attention-based models for speech recognition." Advances 
in neural information processing systems 28 (2015).

h : Input
αi : Attention Weight
yi : Output

In 2015, Bengio ‘s Model focuses on 
every phenon’s recognition as the 
combined weights. 
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Transformer [Vaswani_2017]

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Cited 66157 (2023/2/21)

Noam Shazeer proposed scaled 
dot-product attention, multi-head 
attention and the parameter-free 
position representation.

Jakob Uszkoreit proposed replacing 
RNNs with self-attention and started 
the effort to evaluate this idea. 

In 2017, 8 Google researchers proposed Transformer 
Neuron Networks based on Attention, which was 
adopted by ChatGPT.  
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https://scholar.google.com.tw/scholar?cites=2960712678066186980&as_sdt=2005&sciodt=0,5&hl=zh-TW


Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

oTransformer is a Deep Learning Model based on Self-

Attention

oTransformer encodes and decodes data with different 

weights. 

oExamples of transformer language models include: GPT 

(GPT-1、GPT-2、GPT-3、ChatGPT) and BERT models 

(BERT、RoBERTa、ERNIE).
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Encoder DecoderTransformer
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Encoder Decoder

哥大學生很棒! Columbia University students are great!
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Transformer
Attention

weights Columbia university students are great !

哥 1 0.5 0.2 0 0.3 0.2

大 0.5 1 0.2 0.1 0.3 0.1

學 0.2 0.2 1 0 0.5 0.2

生 0.3 0.3 0.8 0.5 0.5 0.6

很 0 0.1 0 1 0.5 0

棒 0.3 0.3 0.5 0.5 1 0.8

! 0.2 0.1 0.2 0 0.8 1

K

Q

q1

q2

q3

q4

q5

q6

q7

k1 k2 k3 k4 k5 k6
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Transformer
Translation

Transformer uses 6 

layers of encoder 

and decoder to 

achieve the same 

quality of SOTA 

English-German 

and English-French 

translation. 
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BERT Introduction

Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint arXiv:1810.04805.
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BERT Introduction

o2018 Google’BERT  has 24 layers of Transformer Encoder

oBERT’s original model is based on Wikipedia and booksorpus, using 

unsupervised training to create BERT. 

oAt Stanford’s Machine Reasoning Test SQuAD1.1 beats human 

performance. 

oGoogle NLU English was replaced from seq2seq to BERT

Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint arXiv:1810.04805.

EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV. 40



BERT understands language’s meaning
Low-Level NLPHigh-Level NLP

Tenney, I., Das, D., & Pavlick, E. (2019). BERT rediscovers the classical NLP pipeline. 
arXiv preprint arXiv:1905.05950.

ConstitutionsDependentsSemantic-Role LevelCoreSemantic-Role
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In 2018, BERT Comprehension test outperformed human
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Transformer to GPT

Input -> Encoder -> Latent Feature + Masked Output -> Decoder -> Output

Transformer GPT
Input -> Decoder(with Casual mask) -> shift Output

An ■ a day keeps the doctor away

An apple a day keeps the doctor away

apple   95%
banana  5%

An

An apple

apple    99%
almond   1%

a           99%
watch    1%

An apple a

Masked 
Language
Learning

Autoregressive 
Learning
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https://lifearchitect.ai/chatgpt/

ChatGPT
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GPT Evolution
Not only Bigger and Bigger

2018 2020 2020

Fine Tuning

Fine Tuning

Fine Tuning
Or

In context Few shot Learning

“GPT-3 is applied without any gradient 
updates or fine-tuning, with tasks and 
few-shot demonstrations specified 
purely via text interaction with the 
model.” 
From Language Models are Few-Shot Learners 
(2020)

As the model and dataset get larger, it will 
know more and more
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GPT Evolution

Not only Bigger and Bigger

? 
How does the Model Answer smartly or 

more like an Adult human

Thinking and Answering policy optimization
Reinforcement Learning from Human Feedback

(RLHF)

Prompts
&

Text

Prompts
&

Text^n

Labeler
Step I

Step II
Pre-trained 

model

Prompts

Training

Critic
… 5
… 4
… 3
… 2
… 1

Scoring
Text

Reward
Model

Training

Step III
Pre-trained 

model
Policy 
Model

… 5
… 4
… 3
… 2
… 1

Scoring
Texts

Reward
Model

Text

Policy Training

Prompts

Inference

Prompts

Text

ChatGPT
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New Era is Now – AI is making Newton 
Moment of Life Science



MSA for co-evolution features in different species

Template for similar secondary structure features

Orientation

Distance Matrix

Model training

The logics of Protein Structure Models
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Graph Neural Network
Convolution Neural Network

Recurrent Neural Network

Deep Learning for Protein Structure  Modeling
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1. Training resources : 128 slides TPU v3 ≈ 300 slides GPU V100
2. Attention with Graph-Based Invariant Model Concatenate
3. Amber force Refine Side chains

Alphafold2

Ref. https://deepmind.com/blog/article/AlphaFold-Using-AI-for-scientific-discovery

Cross  Residue Interaction from MSA 
(Mutant Consistent Across Species) Triangle constraint
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Graphen Ardi Full-Brain Platform’s Graph Models enable 
Graphen Atom Tools that better simulate biological 
functions
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Memory

Reasoning

Strategy

Classification
Cognition

Sensing

SignalEmotion

https://www.graphen.ai/products/ardi.html

51

Ardi Graph Analytics and Database 
of zillions of nodes and edges were 
deployed in one of the world’s 
largest institutes in 2018.

Atom Network Modeling

Protein Function Prediction Affinity Prediction

Graphen’s Differentiator: 
Graph Computing + Deep 
Learning + Generative AI ➔ 
End-to-End New Drug Design

https://www.graphen.ai/products/ardi_feature.html
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Models Pearson’s r

Graphen-Atom 0.914

TopNetTree 0.850

BindProfX 0.738

Profile-score + FoldX 0.738

Profile-score 0.675

SAAMBE44 0.624

FoldX 0.457

BeAtMuSic 0.272

Dcomplex 0.056

Predicted ΔΔG (kcal mol–1)

Ex
pe

rim
en

ta
l Δ

ΔG
 (k

ca
l m

ol
–1

)

Pe
rfo

rm
an

ce

Example: Graphen binding energy prediction model is 
better than the current state-of-the-art in predicting ΔΔG

COVID-19 
Beta 
variant



Graphen Atom Toolkits - I
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https://www.graphen.ai/products/atom.html

https://www.graphen.ai/products/atom.html


Graphen Atom Toolkits - II
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https://www.graphen.ai/products/atom.html

https://www.graphen.ai/products/atom.html


Graphen Atom Toolkits - III
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https://www.graphen.ai/products/atom.html

https://www.graphen.ai/products/atom.html
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1

10

100

1000

10000
# of Mutated Strains in RBD area 

Graphen’s early warning on the Intl. 
Symposium on COVID  was about 2.5 
months ahead of UK government’s 
warning

Graphen AI provided early warning of Alpha variants in 
September 2020, about 2.5 months ahead of first warning 
issued by the UK government 
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Graphen Prediction Affinity (Spike-Ab)

correlation coefficient 0.94

Graphen’s prediction of variants’ functions 
(perfectively) matched real-world wet-lab data
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101
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WT HRV

WT Alpha

17.42x

101

102

103

104

WT Delta

8.77x 6.53x

101

102

103

104

101

102

103

104

WT Beta

WT Epsilon

11.25x

6.90x

WT Omicron

16.38x

101

102

103

104

(Nov 26, 2021) Graphen predicted 
Omicron’s immunity escape is 

16.38x. (Dec 15, 2021) Columbia 
Univ Med School presented the 
vaccine efficacy is down 20x by 

Pfizer and 9x by Moderna. 



Graphen Designed “Future Vaccine”： How can a virus 
mutate？What will happen after the mutation?？

o 145 pair Spike Protein contact structure with antibody

o 296 pair Spike Residues of protein contact with antibodies

o 858,400 combinations in total
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296 Contacting residues x 20 Amino acids  x 145 structures

Graphen designed two “Future Vaccines” in September 2021 and October 2022 – Published in Nature 
Magazine’s Scientific Reports in Aug 2023  



Graphen Atom: Best Performance on most key tools 
for AI Drug Development 
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Protein struction prediction Tool
Paratope site prediction Tool

Epitope site prediction Tool
Protein function prediction Tool

Drug - Target Interaction Tool
ADME prediciton Tool

Performance (worldwide fix to 1.)

To
ol

s N
am

e
Drug Develop Performance Plot

Graphen Atom performance

Best worldwide performer

o Graphen Atom uses much fewer computational 
hardware with similar performance to Alphafold2: 
~1/50

o Graphen Atom has much more tools for drug 
development than Alphafold2, which is limited to 
Protein Structure Prediction.
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To the best of our knowledge, Graphen’s End-to-End 
Tools is the most comprehensive (143 tools in 12 
modules) and is the key to success

60

Graphen Isomorphic Labs
(From Deepmind) Potential Applications

Protein Structure Prediction GDT Score : 89% GDT Score : 93% Drug or Vaccine development

Molecular Co-Structures Simulation
Small molecular – Targeting Protein

Antibody – Targeting Protein
Nucleotide – Targeting Protein

None Drug or Vaccine development

Drug Synergy & Side-Effect Prediction Small molecular – Small molecular
TherpeAntibody None Small molecular Drug development

ADMET Prediction High Performance None Small molecular Drug development

Multi-objective Molecular Generator Simulate High quality Small molecular drug
(pLogP, permeability, QED score, affinity) None Small molecular Drug development

Molecular Retro-Synthesis Based on USPTO reaction chain None Small molecular Drug development

Affinity Prediction Antibody Affinity : 0.1 abnagtive log PKa None Antibody drug development

Solubility Prediction Small molecular: pLogP
Antibody drug: aggerate, SASA None Small molecular Drug development

Antibody drug development

Permeability Prediction Predict permeability in different cell line None Small molecular Drug development

DRL CDR Maturation Based on affinity to maturate CDR domain None Antibody drug development

TAP Prediction Based on affinity prediction to maturation 
CDR domain None Antibody drug development

2024 Nobel 
Chemistry Prize
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month

• AI “Virtual Experts” Work 
Together to create the best 
compound

• Human-AI Collaboration to 
make the process efficient

Graphen’s Unique AI Drug Generation System
OthersGraphen

To the best of our Knowledge: Success Rate: <30%To the best of our Knowledge: Success Rate: >90%



Graphen Atom Platform : AI designing “ultimate” drugs
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Comparisons of Cost & Time ➔ 2 months vs 4.5 years to create a 
verified effective drug compound; and is high effective, low side 
effects and low/no toxicity

71

$0.2

80% 75% 85%

6.65 5.32 3.99

$37 $66 $164

1.0 1.5 2.0

90.9%

69%

3.39

$60

1.0

1.1

$3

Cost & Time of 
General Pharma

Graphen Drugomics 
Cost & Time

p(TS)
WIP in 
Launch

Cycle Time
(Year)

Cost per 
launch 

(capitalized, 
M)

p(TS)
WIP in 
Launch

Cycle Time
(Year)

Cost per 
launch 

(capitalized, 
M)

$267

54% 34% 70% 91%

2.34 1.26 0.43 0.3

1.5 2.5 2.5 1.5

$108 $127 $122 $19

0.6

1.5 2.5 2.5 1.5

$37 $60 $102 $18

$376
Total
$703

Total
$220

Based on 2024 Dollar value

Graphen Drugomics’s
Total cost saving of 

$483M per 0.27 
launch

($703M vs $220M)

0.27

0.27

0.167 1.0

Graphen Drugomics’s
IND-readies cost 

saving of $324M per 
0.27 launch

($327M vs $3.2M)

$0.2

75% 60% 80% 95%

0.8 0.36 0.3

80%

1
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$217

$60

$3

➔ Potential Leads: 1/1335 of Cost & 27x faster.  Up to IND-Ready: 1/102 of Cost & Time: 4.7x faster 
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Animal study Verification

Cardiovascular

Cancers

Central Neurological

Metabolism

Autoimmune

Weight Loss

Metabolic change

Disease Marker

Organ Phenotype

Disease Outcome

Clinical study Verification

RWD

Si
m

.

Drug Multi-model 

Goal:

Simulate Therapeutic Drugs
Predict Animal’s Outcome

Evaluate

Inference

Animal Study

Clinical Trial 
Agreement

IRB1. Reduction
2. Refinement
3. Replacement

Roadmap: Replacing Animal & Clinical Trials in the future
➔ In the future, new drugs will be designed in a short time. Make rare disease drugs and personalized drugs dream come true!!
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Roadmap: Make the Personal Precision Drug dream a reality

EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV.

The main challenges in personal drug development include:
• ensuring precise drug targeting to minimize side effects, 
• designing representative clinical trials to evaluate efficacy and 

safety, and 
• developing innovative sustainable production and supply 

solutions.

Today, Graphen enables precise drug targeting, particularly in 
cellular and gene therapy, reducing side effects. 
Today, Graphen Atom simulates drug-protein interactions and 
assess the impact of genetic mutations on cellular pathways. 
This enables personalized precision treatment and personalized 
drug development by:

• identifying promising compounds early, and 
• developing personalized plans 

➔ improved patient treatment outcome.

Future, Graphen designs and creates Personal Precision 
Medicine Drug .
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