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Artificial General Intelligence

Artificial General Intelligence (AGI), refers to a type of AI that has the ability to:

• understand, 

• learn,

• and apply knowledge in a wide range of tasks, 

• much like a human being.

It’s an AI system with generalized human cognitive abilities, meaning that when presented with an unfamiliar 

task, it can find a solution without human intervention. 

AGI would be able to
• Reason, 

• Solve problems, 

• Make judgments, 

• Plan, 

• Learn, and 
• Communicate in natural language, among other capabilities. 

However, as of now, AGI remains a theoretical concept and has not been realized in practical applications.
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AI Stages

• Initiation

• Expert System Encoding Human Knowledge (1950s - )

• Heuristic-Based Modeling (1970s - )

• Learning-Model from Data (2000s - )

• Context-Based Semantic Disambiguation (2010s - )



Evolution of Artificial Intelligence

EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV.

Reasoning
• Bayesian Networks
• Causality Inference
• Behavior Prediction

Perception
• Network Analysis
• Feature Analysis

Understanding
• Deep Vision Understanding
• Language Understanding

Learning
• Machine Learning and 

Deep Learning
• Autonomous Learning

Expression
• Big Data Visualization
• Explainability
• Interaction

Memory

Reasoning

Strategy

Classification

Cognition

Sensing

Signal

Memory
• Distributed 
Native Graph 
Database

Personality
• Humanization
• Ethics

Strategy
• Game Theory
• Optimal Solution

Pipeline
• Coordination
• Flow

Emotion

Emotion
• Feeling
• Affection

Action
• Control
• Behavior

https://www.graphen.ai/products/ardi.html
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1960s - 1980s2000s 1990s2020s 2010s
Direction of the Evolution of Artificial Intelligence

2020s? 2030s?

https://www.graphen.ai/products/ardi_feature.html
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Progressing into AGI

• Feeling & Emotion

• Reasoning & Critical Thinking

• Planning & Strategy

• Persistent Watching & Listening

• Creativity & Exploratory Thinking

• Consciousness



Graphen Ardi Machine Understand and Feel -- #1 evaluated by NIST
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Abandoned 

building
Scary dog Colorful landscape

Psychology 

Emotion Wheel

• Visual Recognition
• Speech Recognition
• Knowledge Graph
• Face Recognition
• Emotion Recognition
• Speaker Identification
• Relationship Inference
• Event and Action Understanding

Another View

▪ Video Understanding:

▪ Objects:

▪ Visual Objects:, Tree, Person, Hands, …

▪ Audio Objects: Music, Speech, Sound, …

▪ Scenes:

▪ Background: Building, Outdoors, Sky

▪ Relationships:

▪ The (time, spatial) relationships between 

objects & scenes

▪ Activities:

▪ Holding Hand in Hand, Looking for Stars

US National Institute 
of Standards and 
Technology (NIST) 
Deep Video 
Understanding Grand 
Challenge benchmark:
  #2 in 2020
  #1 in 2021
  #1 in 2022
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• Feature Engineering
• Topological Analytics

Database

Analytics

Learning

Strategy

Reasoning

• Graph Database
• Relational Database
• IoT Sensors & Data 

Streams

• Causality Learning
• Status Transition
• Behavior Prediction

• Machine Learning
• Deep Learning
• Autonomous Learning

• Action 
Strategy 
Simulation

• Production 
Workflow

Explanation

• Visualization
• ML Explanations

Ardi AI
Platform

Pipeline
memory

comprehension

strategy

recognition
perception

sensors

representation

• Deep Language
Understanding

• Deep Video
Understanding

7

Sense

Graphen Full-Brain Ardi 
Software Packages
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Reference Book
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What defines human consciousness?
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Asking questions
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Measuring a Discussion

∗ Relevance: The question directly 

pertains to the core topic or problem.

∗ Depth: The question encourages 

exploration beyond superficial aspects, 

inviting comprehensive analysis or 

insight.

∗ Clarity: The question is formulated in a 

clear, understandable manner without 

ambiguity.

∗ Novelty: The question prompts new 

angles of exploration or challenges 

existing assumptions.

∗ Completeness: The answer 

thoroughly addresses the posed 

question.

∗ Accuracy: The answer is factually 

correct and supported by relevant

theories or empirical evidence.

∗ Reasonableness: The answer 

follows rigorous reasoning process.

∗ Insightfulness: The answer 

provides new understanding or 

perspectives.

Questions Answers
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Questions raised by Gemini and GPT-4 – Set I
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Questions 
raised by 
Gemini and 
GPT-4 – Set II
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Synthesis of Key Points
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Distinctive Capabilities of GPT-4

• Polydisciplinarity  as a Source of Super-Intelligence

• Polymodal Feature Learning

• Post-Training Value Alignment

• Pre-Training Filtering

• The Limitations of Human Knowledge in Advancing AI

• Is Larger Always Better?
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Polydisciplinary

• GPT-4 posses what can be defined as polydisciplinary knowledge.

• Polydisciplinary v.s. multidisciplinary
• Polydisciplinary: a single mind holding and seaminglessly 

integrating all knowledge across disciplines.
• Multidisciplinary: an individual may hold multiple doctoral 

degrees, each in a different field.
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Exploring Unknown Unknowns

• Insights and Knowledge we are not even aware we lack.

• Three Levels:
• The Mystic level

• We encounter knowledge that is beyond our comprehension or 
articulation

• The Speculative Level
• We conceive questions but lack the means to access their answers
• E.g.: physical laws, extraterrestrial life, etc.

• The Representation Level
• We find instances where an AI model can provide remarkable 

solutions that we fail to comprehend.
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Polymodality

• Polymodality employes multiple data modalities such as text and images, 
demonstrates superior performance over unimodal counter parts.

• E.g. GPT-4’s performance on the GRE vocabulary section was improvided by 
three percent when trained with images, and its math score was improved 
by twenty percent.
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Post-Training Value Alignment

• Post-training alignment with human values seeks to curtail 

undesirable behaviors in AI models, mitigating issues including 

hallucination and the generation of toxic language. 

• Achieved through fine-tuning the model’s parameters, this process 

leverages reinforcement learning techniques based on human 

feedback. 

• Despite its well-meaning intentions, this form of moderation might 
inadvertently restrict the model’s intelligence. 
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Pre-Training Filtering

• Censorship

• Positive examples and negative examples

• Training data diversity is pivotal for model robustness

• An individual who lacks exposure to inappropriate behavior may face 

challenges in decision-making.

• A foundational model, trained with preemptive censorship, may lack the 

essential ability to identify and regulate the very content it was intended to 

control.
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Limitations of Human Knowledge

• AlphaGo vs AlphaGo Zero

• AlphaGo was trained with data from approximately 60 million rounds of Go 

games.

• AlphaGo Zero was trained from scratch without any pre-existing game 

knowledge

• AlphaFold1 vs AlphaFold2

• The human knowledge is fundamentally limited by our individual cognitive 

capacities and the inexorable constraints of time.
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Is Larger Always Better?

• The adoption of a mixture of experts model in GPT-4, which consists of eight 

sub-models instead of a mere enlargement of GPT-3’s architecture, implies 

that the strategy of purely escalating size may have plateaued in terms of 

performance given the current training dataset.

• A straightforward augmentation of GPT-3’s parameters by adding extra 

attention layers doesn’t deliver marked enhancements.

• GPT-4 shifts towards a horizontal growth strategy.
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SocraSynth

Ed Chang. SocraSynth: Multi-LLM Reasoning 

with Conditional Statistics. Jan 2024 
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SocraSynth

• A paradigm designed to infuse AI systems with advanced cognitive reasoning 

through Socratic dialogues within a Multi-LLM framework.

• Showed significant transition from monologues to dialogues in LLM 

collaborations:

• Illustrating improvements in question quality

• Marked by increased relevance, depth, clarity, and novelty

• Achieved through iterative dialogic exchanges.

• SocraSynth can be used for sales planning, disease diagnosis, content 

creation, and geopolitical analysis, etc.

• Potentially revealing a new era in the application of LLMs.



EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV. 25

The Socratic Method

Knowledge cannot be simply imparted, but must be discovered through a process of questioning and dialogue.
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The Socratic Method

Some well-known examples of the Socratic method in action include Plato’s Dialogues and Republic. 
Questions include:



EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV. 27

The Socratic Method

Some well-known examples of the Socratic method in action include Plato’s Dialogues and Republic. 
Questions include:
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The Socratic Method

Some well-known examples of the Socratic method in action include Plato’s Dialogues and Republic. 
Questions include:
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Critical Thinking and Brainstorming

In the context of critical thinking, 
these methods play active roles:

• Definition

• Elenchus

• Dialectic

• Hypothesis Elimination

• Generalization

In the brainstorming stages or in 
the context of creative thinking, 
these are more relevant:

• Maieutics

• Induction

• Counterfactual Thinking
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Critical Thinking and Brainstorming

• Analogy, irony, and recollection, are less relevant to our goal, so we do not 

consider them. 

• Irony and analogy may not be necessary when working with language 

models, as these models may not understand figurative

• language. 

• Recollection is limited by the memory of ChatGPT and GPT-3, which is a 

context window of 4k and 8k, respectively. 

• The prompter must use this limited space as context to allow the language 

model to recall information.
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Critical Reading Inquisitive Template (CRIT)

• Critical Reading: a systematic and analytical approach, asking relevant 

questions, and using effective prompts to gain deeper understanding of the 
text.
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CRIT used in SocraSynth

Ed Chang. SocraSynth: Multi-LLM Reasoning 

with Conditional Statistics. Jan 2024 



EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV. 33

Method of Definition
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Method of Definition
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Method of Definition
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Method of Elenchus
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Method of Elenchus
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Method of Dialectic
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Method of Dialectic
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Method of Maieutics
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Method of Maieutics
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Counterfactual Reasoning
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Counterfactual Reasoning
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Remarks on GRIT
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Remarks on GRIT

Sending to GPT as Prompts one-by-one is preferred
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An Expansive Conversation – Adam & Eve

The agents’ dialogue unfolds in two distinct phases: 

an exploratory phase where broad themes are introduced and a 

deep-dive phase focusing on detailed exploration of chosen 

subtopics. 

The exploratory phase showcases the agents’ ability to span 

various disciplines, including mythology, neuroscience, ecology, 

gender studies, philosophy, and more, demonstrating their 

capacity to generate and respond to complex, interdisciplinary 
questions.

Touching upon:

• ecological insights derived from myths,

• the ethical and philosophical dilemmas posed by AI, and 

• the intersection of human cognition with technological advancements
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ChatGPT Agent A asks Agent B
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ChatGPT Agent A asks Agent B
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ChatGPT Agent B answers Agent A
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ChatGPT Agent B answers Agent A
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ChatGPT Agent B answers Agent A
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Dialog Round #3 – GPT-A asks GPT-B



EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV. 53

Dialog Round #3 – GPT-A asks GPT-B
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Dialog Round #3 – GPT-A asks GPT-B
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Dialog Round #3 – GPT-B answers GPT-A
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Dialog Round #3 – GPT-B answers GPT-A
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Dialog Round #3 – GPT-B answers GPT-A
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Dialog Round #4 – GPT-A asks GPT-B (from Breadth to Depth)
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Dialog Round #4 – GPT-A asks GPT-B (from Breadth to Depth)



EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV. 60

Dialog Round #4 – GPT-B answers GPT-A
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Dialog Round #4 – GPT-B answers GPT-A



EECS 6895 ADV. BIG DATA AND AI        COPYRIGHT © PROF. C.Y. LIN, COLUMBIA UNIV. 62

Dialog Round #4 – GPT-B answers GPT-A
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Dialog Round #4 – GPT-B answers GPT-A
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Creative Thinking

What if Adam and Eve refused the serpent to eat the fruit?
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SocraHealth
A patient exhibits the following 12 symptoms: skin rash, joint pain, vomiting, fatigue,

high fever, headache, nausea, loss of appetite, pain behind the eyes, back pain, malaise, muscle pain, 

and red spots over the body.

Jocelyn Chang and Ed Chang. SocraHealth: Enhancing Medical Diagnosis and 

Correcting Historical Records. Oct 2023 
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SocraSynth

Ed Chang. SocraSynth: Multi-LLM Reasoning 

with Conditional Statistics. Jan 2024 
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SocraSynth

Ed Chang. SocraSynth: Multi-LLM Reasoning 

with Conditional Statistics. Jan 2024 
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SocraSynth

Ed Chang. SocraSynth: Multi-LLM Reasoning 

with Conditional Statistics. Jan 2024 
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Multi-LLM Collaborative Intelligence

By leveraging both adversarial and collaborative interactions between LLMs, 

SocraSynth demonstrates quantifiable improvements across various domains, 

including healthcare [8], sales planning [30], and emotional behavior modeling [3].
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Multi-LLM Roles

Lianmin Zheng et al. Judging LLM-as-a-Judge with MT-Bench

and Chatbot Arena. 2023. arXiv: 2306.05685



Final Project (start forming teams)
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• Each team is composed of up to 3 people.

• Choose among these two areas. 

➢ Advanced AI Technology:
❖ Multi-Modality AI
❖ Perception AI
❖ Expression AI
❖ Reasoning AI

➢ Advanced AI for Bio Science:
❖ Protein-Ligan Interaction
❖ RNA Structure Prediction
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