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Overview  of  Large  
Language  Models
THE  EVOLUTION  OF  NATURAL  LANGUAGE  PROCESSING
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The Evolution of LLMs 
1. In 2017, Google released the "Transformer Model", 

which can be used in question-answering systems, 
reading comprehension, sentiment analysis, instant 
translation of text or speech, and more

2. In 2018, OpenAI proposed "GPT" and Google proposed 
the "BERT" model, widely used in search engines, 
speech recognition, machine translation, question-
answering systems, and more.

3. From 2018 to 2022, most of the research focused on 
BERT-related algorithms, when GPT performance was 
inferior to BERT

4. In 2023, ChatGPT (GPT3.5) was proposed by OpenAI, 
which significantly improves NLU's ability to understand 
most texts and surpasses humans in some area

CNN RNN

Local feature Front and Back 
Dependency Issues

In NLU

Self-Attention

One to all attention, more flexible 
and trainable

need large datasets

Text

Image
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The speed of development of Generative AI
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Generative  AI  Basics
CREATING  ARTIFICIAL  CREATIVITY
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Generative AI Application

Image Generator

text Generator

Conditional image Generator

Audio Generator
Speech Generator

Pose Generator

Chat Bot

Summarization and Translation

Robot

NLU + Image Generator

NLU + Robot

Multi-Model

Condition Model
Generative Model
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Generative AI Methodology
Variational AutoEncoder (VAE)

Generative Adversarial Network (GAN)

Training

Generating

Diffusion Denoise Model

Large Language Model (LLM)
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What is Generative AI

EECS E6893 BIG DATA ANALYTICS 8



Multimedia Generation
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Generating Text using Large Language Models
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How LLM works
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A New Way to Find Information
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Assist Writing
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Examples of tasks LLM can carry out
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LLM Hallucinations
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LLM Hallucinations
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Input / Output Length is Limited
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Not Understanding Structured Data
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Bias and Toxicity
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Knowledge Cutoffs
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Examples of Generated Images
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Image Generation
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Image generation from Text
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Key Technics behind  
Large  Language  Models  
and  Generative  AI
HANDS-ON  LEARNING  WITH  PRACTICE  PROJECTS
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ChatGPT

ChatGPT  IQ 147

https://lifearchitect.ai/chatgpt/EECS E6893 BIG DATA ANALYTICS



https://lifearchitect.ai/chatgpt/

ChatGPT
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Attention Experiment

Page 27https://www.youtube.com/watch?v=vJG698U2Mvo&ab_channel=DanielSimons

Ulric Neisser Attention Experiment
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Attention Model
[Bengio_2015]

Chorowski, Jan K., et al. "Attention-based models for speech recognition." Advances 
in neural information processing systems 28 (2015).

h : Input
αi : Attention Weight
yi : Output

2015年, Bengio ‘s Model 
focuses on every 
phenon’s recogniztion is 
the combined weights. 
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Transformer [Vaswani_2017]

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Cited 66157 (2023/2/21)

Noam Shazeer proposed 
scaled dot-product 
attention, multi-head 
attention and the 
parameter-free position 
representation.

Jakob Uszkoreit proposed 
replacing RNNs with self-
attention and started the 
effort to evaluate this idea. 

2017年, 8 Google researchers proposed 
Transformer Neuron Networks based on 
Attention, which was adopted by 
ChatGPT.  
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

oTransformer is a Deep Learning Model based on Self-

Attention

oTransformer encodes and decodes data with different 

weights. 

oExamples of transformer language models include: GPT 

(GPT-1、GPT-2、GPT-3、ChatGPT) and BERT models 

(BERT、RoBERTa 、ERNIE).
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BERT AI Models

Page 31http://pelhans.com/2020/02/02/pretraining_model/EECS E6893 BIG DATA ANALYTICS
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Encoder DecoderTransformer
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Encoder Decoder

哥大學生很棒! Columbia University students are great!
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Transformer
Attention

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).EECS E6893 BIG DATA ANALYTICS
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Transformer
Attention

weights Columbia university students are great !

哥 1 0.5 0.2 0 0.3 0.2

大 0.5 1 0.2 0.1 0.3 0.1

學 0.2 0.2 1 0 0.5 0.2

生 0.3 0.3 0.8 0.5 0.5 0.6

很 0 0.1 0 1 0.5 0

棒 0.3 0.3 0.5 0.5 1 0.8

! 0.2 0.1 0.2 0 0.8 1

K

Q

q1

q2

q3

q4

q5

q6

q7

k1 k2 k3 k4 k5 k6
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Transformer multi-head attention

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).EECS E6893 BIG DATA ANALYTICS
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Transformer
Translation

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Bilingual Evaluation 
Understudy Score，BLEU is 
an evaluation to see how 
close the translation is to 
real human being. 
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Transformer
Translation

Transformer uses 6 

layers of encoder 

and decoder to 

achieve the same 

quality of SOTA 

English-German 

and English-French 

translation. 
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BERT Introduction

o2018 Google’BERT  has 24 層 Transformer Encoder

oBERT’s original model is based on Wikipedia and booksorpus, 

using unsupervised training to create BERT. 

oAt Stanford’s Machine Reasoning Test SQuAD1.1 beats human 

performance. 

oGoogle NLU English was replaced from seq2seq to BERT

Page 39Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint arXiv:1810.04805.EECS E6893 BIG DATA ANALYTICS



BERT Introduction

Page 40Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint arXiv:1810.04805.EECS E6893 BIG DATA ANALYTICS



In 2018’s BERT Comprehension test outperformed 
human
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BERT understand’s language’s meaning

Page 42

Low-Level NLPHigh-Level NLP

Tenney, I., Das, D., & Pavlick, E. (2019). BERT rediscovers the classical NLP pipeline. 
arXiv preprint arXiv:1905.05950.

ConstitutionsDependentsSemantic-Role LevelCoreSemantic-Role
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Attention to Transformer
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Transformer to GPT
Input -> Encoder -> Latent Feature + Masked Output -> Decoder -> Output

Transformer GPT
Input -> Decoder(with Casual mask) -> shift Output

An ■ a day keeps the doctor away

An apple a day keeps the doctor away

apple   95%
banana  5%

An

An apple

apple    99%
almond   1%

a           99%
watch    1%

An apple a

Masked 
Language
Learning

Autoregressive 
Learning
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GPT Evolution
Not only Bigger and Bigger

2018 2020 2020

Fine Tuning

Fine Tuning

Fine Tuning
Or

In context Few shot Learning
“GPT-3 is applied without any 
gradient updates or fine-tuning, 
with tasks and few-shot 
demonstrations specified purely 
via text interaction with the model.” 
From Language Models are Few-Shot 
Learners (2020)

As the model and dataset get larger, it will 
know more and more
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GPT Evolution
Not only Bigger and Bigger

? 
How does the Model Answer smartly or 

more like an Adult human

Thinking and Answering policy optimization
Reinforcement Learning from Human Feedback

(RLHF)

Prompts
&
Text

Prompts
&

Text^n

Labeler
Step I

Step II
Pre-trained 

model

Prompts

Training

Critic
… 5
… 4
… 3
… 2
… 1

Scoring
Text

Reward
Model
Training

Step III
Pre-trained 

model
Policy 
Model

… 5
… 4
… 3
… 2
… 1

Scoring
Texts

Reward
Model

Text

Policy Training

Prompts

Inference

Prompts

Text

ChatGPT
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What is Next ?
AutoGPT

What goal do you want

Connect to Internet to Find the way or answer

Write code and debug

Do research and try & error

Make a Hypothesis and provide it

Summarization and Organization

In Iron Man

Like LARVIS

The no longer future will come true https://agentgpt.reworkd.ai/zh
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