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10.4% gain over the best baseline 

Motivation 

Problem Formulation 

Conclusions 

6.6% gain over the best baseline MAP at variant depths 

• Oxford Flower 17 

Table 1: MAP comparison, 
the proposed method 
achieves 5.5% gain over 
the best baseline 

Visualization of the low rank and sparse matrices 

Experiments 

• Columbia Consumer Video (CCV) Dataset 

• TRECVID MED 2011 

Optimization and Score Recovery 

Approach Overview 

• Convert each confidence score vector into a pairwise rank 

relationship matrix to address the scale variance issue; 

•  Seek a shared rank-2 pairwise matrix based on which each score 

matrix can be decomposed into the consistent rank-2 matrix and 

sparse errors; 

•  A robust score vector is then extracted to fit the recovered low 

rank score rank relation matrix. 
 

• Late Fusion : Combine the prediction scores of multiple models.  

• Issues:  (1) Scales of scores from the individual models may vary a lot 

                  (2) Scores from each model may contain noise and outliers 

 

• Robust late fusion discovers a consistent pattern shared among 

models while solving the score scale variation and noise issues. 

• Experiments confirm that the proposed method can robustly extract 

a rank-2 skew-symmetric matrix and sparse errors. 

• Robust late fusion achieves 5.5%, 6.6%, and 10.4% improvement in 

Oxford Flower 17, CCV, and TRECVID.  
 

Score Recovery: 

Equivalent 
Form: 

Theorem: Given a set of skew-symmetric matrices, the solution 
from SVT solver is a skew-symmetric matrix if the spectrums 
between the dominant singular values are separated. 
The skew-symmetric constraint can be ignored. 

Extension with 
Graph Laplacian: 

• Preserve rank order relationship among scores instead of absolute values; 

•  If we have a real-value matrix     such that                          , we can find a 

rank-2 factorization of     such that                               . 

 

Observation: 

Steps: 

MAP at variant depths 


