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Abstract. Efficient communication in Bluetooth scatternets requires design of 
intra and inter-piconet scheduling algorithms, and therefore numerous algo-
rithms have been proposed. However, due to inherent complexities of the Blue-
tooth Medium Access Control (MAC), the performance of such algorithms has 
been analyzed mostly via simulation. We show that a piconet operated ac-
cording to the limited (pure round robin) scheduling algorithm is equivalent to a 
1-limited polling system and utilize methods developed for the analysis of such 
systems to analyze this algorithm. We present exact analytic results regarding 
symmetrical piconets with bi-directional traffic. Our results differ from the cor-
responding analytical results presented as exact in [12],[13],[14],[16],[19], and 
[21]. We show that [14] actually presents approximate results, as it ignores im-
portant dependencies incorporated in the piconet operation model. Conse-
quently, [14] underestimates the intra-piconet delay, in some cases by more 
than 50%. We also indicate that for similar reasons the analyses presented in 
[12],[13],[15],[16],[17],[18],[19],[20], and [21] seem to provide only approxi-
mate results. 

Keywords: Bluetooth, Scheduling, Polling, Queueing, Limited, Time Division 
Duplex, Personal Area Network (PAN) 

1   Introduction 

Bluetooth is a Personal Area Network (PAN) technology, which enables portable de-
vices to connect and communicate wirelessly via short-range ad-hoc networks [2],[3]. 
The basic network topology (referred to as a piconet) is a collection of slave devices 
operating together with one master. A multihop ad-hoc network of piconets in which 
some of the devices are present in more than one piconet is referred to as a scatternet 
(see for example Fig. 1). A device that is a member of more than one piconet (re-
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ferred to as a bridge) must schedule its presence in all the piconets in which it is a 
member (it cannot be present in more than one piconet simultaneously). 

Master 
Slave 
Bridge 
Master which is 
also a Bridge 

Fig. 1. An example of a Bluetooth scatternet 

In the Bluetooth specifications [2], the capacity allocation by the master to each 
link in its piconet is left open. The master schedules the traffic within a piconet by 
means of polling and determines how the bandwidth capacity is to be distributed 
among the slaves. Efficient scatternet operation requires determining the link capaci-
ties that should be allocated in each piconet, such that the network performance will 
be optimized [27],[28]. The required link capacities should be allocated by inter-
piconet scheduling algorithms. These algorithms schedule the presence of the bridges 
in different piconets. Numerous heuristic intra and inter-piconet scheduling algo-
rithms have been proposed (e.g. [4],[5],[6],[7],[22] and references therein). 

Analytical performance evaluation of intra and inter-piconet scheduling algorithms 
has great importance, since it may provide insight on their design and optimization. 
However, as mentioned in [5], due to the special characteristics of the Bluetooth Me-
dium Access Control (MAC), the operation model of most scheduling regimes differs 
from those of classical polling models. Accordingly, in the past most of the proposed 
scheduling algorithms have been evaluated via simulation. 

In this paper we focus on the limited (pure round robin) scheduling algorithm. We 
show that when all packets are 1-slot long1, the piconet can be analyzed as a TDMA 
(Time Division Multiple Accesses) system. Then, we show that when all packet sizes 
are used the piconet is equivalent to a 1-limited polling system2. The problem of com-
puting exact mean delays in general 1-limited polling systems has not been resolved 
yet [8], but we derive exact analytic results for a symmetrical piconet with bi-
directional traffic. We note that due to the equivalence to a polling system, approxi-
mate results can be obtained for more complex systems by utilizing the vast amount 
of research dedicated to 1-limited polling (see [8] for a review). 

Recent papers [12],[13],[14],[16],[17],[18],[19],[20],[21] have claimed to provide 
exact analytic results regarding the performance of various intra and inter-piconet 
scheduling regimes. The analyses there are based on the theory of M/G/1 queue with 
vacations (introduced in [9], see also [25]). Since our exact results differ from these 
results, we show that the closed form solutions exhibited in [14] for the limited (pure 
round robin) scheduling algorithm are actually approximate solutions, as they are 
based on unsatisfied assumptions leading to inaccurate probability generating func-
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tions. In particular, we argue that important dependencies incorporated in the piconet 
operation model are ignored when applying the results of the M/G/1 queue with va-
cations to the analyzed system. We also indicate that the analyses in [12],[13],[15], 
[16],[17],[18],[19],[20], and [21] are based on similar models, and therefore seem to 
provide only approximate results. Finally, we present numerical results that demon-
strate the difference between the results in [14] and our exact results. 

We note that Miorandi et al. [10] have presented an approximate analysis of the 
limited scheduling algorithm for a piconet with asymmetrical traffic. Their findings 
support our observation that the analysis of the limited algorithm in [14] can serve 
only as an approximation. 

Due to space constraints, we do not elaborate on piconets with unidirectional traf-
fic and on the exhaustive scheduling algorithm. However, we note that in [29] we 
have shown that a piconet with unidirectional traffic operated according to the ex-
haustive scheduling algorithm can be modeled as an exhaustive polling system and 
derived exact analytic and numerical results regarding intra-piconet delays. It should 
be noted that those results also apply to piconets with asymmetrical traffic. We have 
also shown that a piconet with unidirectional traffic operated according to the limited 
scheduling algorithm can be modeled as a 1-limited polling system. Then, we have 
shown that in a piconet with only uplink traffic in which all arrival rates are statisti-
cally equal, the mean delays for the limited and exhaustive regimes are equal. This 
observation has been extended for any arbitrary Time-Division-Duplex system, oper-
ated in a similar manner to a Bluetooth piconet, in which the packets are not necessar-
ily 1, 3, and 5 slots long (as required by the Bluetooth specifications [2]). Finally, we 
have outlined the complexities in analyzing a piconet with bi-directional traffic oper-
ated according to the exhaustive scheduling algorithm. 

To the best of our knowledge, the results presented in this paper and in [29] are the 
only available correct exact analytic results regarding the performance of Bluetooth 
scheduling algorithms. 

The rest of the paper is organized as follows. Section 2 gives a brief introduction 
to the Bluetooth technology, while Section 3 presents the model. In Section 4 we ana-
lyze the limited scheduling algorithm and discuss its analysis in [12],[13],[14],[15], 
[16],[17],[18],[19],[20], and [21]. In Section 5 we present numerical results and in 
Section 6 we summarize the main results and discuss future research directions. 

2   Bluetooth Technology 

In a piconet one unit acts as a master and the others act as slaves (a master can have 
up to 7 slaves). Bluetooth channels use a Frequency-Hop/Time-Division-Duplex 
(FH/TDD) scheme in which the time is divided into 625-µsec intervals called slots. 
The master-to-slave transmission starts in even-numbered slots, while the slave-to-
master transmission starts in odd-numbered slots. Masters and slaves are allowed to 
send 1, 3 or 5-slot packets, which are transmitted in consecutive slots. Packets can 
carry synchronous information (voice link) or asynchronous information (data link).1 
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Information can only be exchanged between a master and a slave, i.e. there is no di-
rect communication between slaves.  

A slave is allowed to start transmission in a given slot if the master has addressed 
it in the preceding slot. The master addresses a slave by sending a data packet or a 1-
slot POLL packet (if it has no data to transmit). The slave must respond by sending a 
data packet or a 1-slot NULL packet (if it has nothing to send). We refer to the mas-
ter-to-slave communication as downlink and to the slave-to-master communication as 
uplink. An example of the TDD scheme in a piconet with n slaves is given in Fig. 2. 

Master 
Slave 1
Slave 2

Slave n
Time (slots) 

Fig. 2. An example of the Time Division Duplex (TDD) scheme in a Bluetooth piconet 

The master schedules the traffic within a piconet according to an intra-piconet 
scheduling algorithm. Various intra-piconet scheduling algorithms have been recently 
proposed. For example: 
− Limited Round Robin (Pure Round Robin [5]) – The master communicates with the 

slaves according to a fixed cyclic order. At most a single packet is sent in each di-
rection (downlink and uplink) every time a master-slave queue pair is served. 

− Exhaustive Round Robin – The master communicates with the slaves according to 
a fixed cyclic order. The master does not switch to the next master-slave queue 
pair until both the downlink (master-to-slave) and the uplink (slave-to-master) 
queues are empty. 

In this paper, we focus on the limited algorithm. 
In a scatternet, a unit (referred to as a bridge) can participate in two or more pi-

conets, on a time-sharing basis, and even change its role when moving from one pi-
conet to another. Namely, a bridge can be a slave of a few masters or a master in one 
piconet and a slave in another piconet. Fig. 1 above illustrates an example of a scat-
ternet including bridges from these two types. The presence of a bridge in different 
piconets has to be controlled by an inter-piconet scheduling algorithm. 

3   The Model 

To facilitate our claims we describe the piconet model presented in [14] and use simi-
lar notation. 

The number of nodes is denoted by m (accordingly, the number of slaves is m – 1). 
We assume that each node has an infinite buffer. It is assumed that the traffic into 
each node is a compound Poisson process generating bursts (batches) of packets ac-
cording to a Poisson arrival process with rate λ (bursts/slot). The probability generat-
ing function (PGF) of the burst (batch) size (number of packets in a burst) is denoted 
by Gb(x). Its mean and second factorial moment are denoted by B  and (2)B . We will 



show that the results presented in [14] are inaccurate even for the simplest case in 
which the traffic is non-bursty i.e. the burst size is always 1. To that end, in the rest of 
the paper we assume that Gb(x) = x.  

The probabilities of a packet length being 1, 3, or 5 slots are p1, p3, and p5, respec-
tively. Accordingly, the PGF of the packet length is Gp(x) = p1x + p3x3 + p5x5 and the 
mean is denoted by 1 33 5 5L p p p= + + .  

In [14], it is assumed that all packets within a burst have the same destination 
node. Furthermore, a burst generated at a given node is intended to one of the other  
m – 1 nodes with probability 1 / (m – 1). As a node, the master generates traffic in-
tended for the slaves and in addition routes packets between the slaves. Under these 
assumptions, the burst arrival rate to each uplink (slave-to-master) queue is λu = λ 
and the burst arrival rate to each downlink (master-to-slave) queue is λd = λ (i.e. the 
model is symmetrical). Notice that the arrival process to the uplink queues is Poisson 
whereas the arrival process to the downlink queues, being dependent on the schedul-
ing regime, is, in general, not Poisson.  

Simplifying the above, we assume that the master is the destination of all packets 
generated at the slaves (i.e. the master does not route packets between slaves). On the 
other hand, we assume that packets are generated at every downlink queue according 
to a Poisson arrival process with rate λ. Due to the assumption regarding the Poisson 
arrival process, the analysis of this scenario is simpler than the analysis of the sce-
nario described above in which the master does route packets. Therefore, the results 
regarding the access delay obtained in [14] should also hold for this scenario. How-
ever, we show that this is not the case. 

Finally, three related performance indicators are defined: 
− Access delay – The time a packet has to wait in the uplink queue before it is served 

(denoted by Wa).  
− Queueing delay at the master – The time a packet has to wait at a downlink queue 

before it is served (denoted by Wm). 
− End to end delay – The total time a packet spends in the master’s and the slave’s 

queues not including the service times (denoted by We = Wa + Wm). 
The mean values of the delay functions described above are denoted by ,  a W mW  and 

eW . 

4   Analysis of the Limited (Pure Round Robin) Regime 

In this section we show that a piconet operating according to the limited regime and 
in which all packets are 1 slot long is equivalent to a TDMA system. Then, we con-
sider a “standard” piconet with packet sizes of 1, 3, and 5 slots, and formulate it as a  
1-limited polling system. We obtain exact analytical results which are different from 
those derived in [14] and indicate that [14] applies the results of the M/G/1 queue 
with vacations without considering the dependencies between the queues.  



4.1   Analysis as a TDMA system 

Consider a piconet operated in the limited regime in which all packets are 1 slot long 
(i.e. p1 = 1). In such a piconet, a single slot is allocated to each downlink and uplink 
in every cycle. Therefore, the piconet can be analyzed as a TDMA system [1, p. 194] 
with a cycle length of 2(m – 1) slots. Every slot in the cycle is allocated to one of the 
2(m – 1) downlinks and uplinks. The computation of the delay in a TDMA system is 
based on the analogy with the M/D/1 queue with deterministic service time and vaca-
tion length both equal to 2(m – 1) [1, p. 194]. Accordingly, applying [1] eq. (3.58), 
where the number of queues is 2(m – 1) and the total arrival rate is 2(m – 1)λ, we ob-
tain the mean access delay and queueing delay at the master (in slots): 

 1
1 2( 1)

a m
mW W

m λ
−

= =
− −

. (1) 

For this simple scheduling regime, the result regarding the access delay obtained in 
eq. (5) in [14] coincides with our result (1).  

The model presented in Section 3 is symmetrical with respect to the slaves (the ar-
rival rates to all master and slaves queues are equal). However, in a TDMA system, 
the queuing behavior of one user is independent of the queuing behavior of other us-
ers. Thus, analytic results can be obtained for an asymmetrical piconet. We denote the 
arrival rate to slave i by i

uλ  and the arrival rate to the master of packets intended for 
slave i by i

dλ . We denote the access delay of packets in the uplink queue of slave i by 
 and the queueing delay at the master of packets intended to slave i by W . In this 

(deterministic) case every link can be independently analyzed as an M/D/1 queue. 
Thus, the mean access delay (in slots) is again derived from eq. (3.58) in [1]: 

i
aW i

m

 ( )
2( 1) 1 12( 1) 2( 1)

2 1 2(2 1 2( 1)

i
i u
a ii

uu

m mW m m
mm

λ
1)λλ

 − − = − + ⋅ − =
  − −− − 

. (2) 

A similar equation describes the mean queueing delay at the master of packets in-
tended to slave i ( i

W ). In this case m
i

W  replaces m
i
aW  and i

dλ  replaces i
uλ .  

4.2   Analysis as a 1-limited Polling system 

Since in most Bluetooth applications the length of the packets varies, we now con-
sider a “standard” piconet operated in the limited regime with 1,3, and 5-slot packets. 
We show that such a piconet can be modeled as a 1-limited polling system1 with  
2(m – 1) queues and present a closed form expression for the mean access delay in a 
piconet with symmetrical traffic. 

In a piconet operated according to the limited scheduling regime, even if the mas-
ter has nothing to send to a specific slave, one slot is used during the downlink com-
munication (by the POLL packet). Similarly, even if the slave has nothing to send, 
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queue is served. The server incurs a switchover time when it shifts from one queue to an-
other [1, p. 201],[8],[24]. 



one slot must be used during the uplink communication (by the NULL packet). In or-
der to model the piconet as a 1-limited polling system we utilize the fact that data 
packets are at least one slot long. Thus, when data packets are sent at least one slot 
must be used. 

We define an equivalent 1-limited gated polling1 system with the following charac-
teristics: (a) There are 2(m – 1) customers and a single server, (b) the server serves 
the customers in a fixed cyclic order, (c) the server incurs a switchover time of 1 slot 
when it shifts from one customer to another, (d) when the server serves a customer, at 
most a single packet is served. If at the beginning of the switchover the queue is 
empty, the server completes the switchover and immediately switches to the next cus-
tomer, and (e) the packet service times are 0, 2, and 4 slots. 

This polling system is equivalent to a Bluetooth piconet operated according to the 
limited scheduling algorithm. Namely, for the same arrival process and packet length 
distribution (i.e. p0 = p1, p2 = p3, and p4 = p5), the delay (time until the end of service) 
in both systems is equal. This property is demonstrated in Fig. 3, which illustrates an 
example of the operation of a piconet composed of a master and two slaves and of the 
equivalent polling system. When the master starts transmitting to the first slave it has 
a 3-slot data packet in the downlink queue. In the equivalent system, this packet is 
represented by a 1 slot of switchover and 2 slots of data. The first slave has nothing to 
send, and therefore it responds with a NULL packet. A 1 slot of switchover represents 
this packet in the equivalent system. Then, the master sends a 1-slot data packet to the 
second slave. It is represented in the equivalent system by a 1 slot of switchover and 0 
slots of data. The rest of the transmissions (including a POLL packet) can be seen in 
the figure.  

Equivalent Polling System
Time (slots)

Piconet

Slave 2 to Master NULL Packet

Master  to Slave 2 POLL Packet

Data PacketSlave 1 to Master

Master  to Slave 1

Queue 4
Time (slots)

Switchover

Data

Zero Slots Data

Queue 2

Queue 3

Queue 1

 
Fig. 3. An example of the operation of a piconet and of the equivalent polling system 

In order to obtain the access delay (Wa) in a piconet, one has to deduct the Blue-
tooth packet length (L) from the delay (time until the end of service) in the equivalent 
polling system. Alternatively, if one obtains the waiting time (the time until the ser-
vice starts) in the equivalent polling system, a single slot has to be deducted in order 
to obtain the access delay in a Bluetooth piconet. This results from the fact that when 
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Bluetooth data packets are sent, some of the data is actually sent during the “switch-
over” time, as it is defined in the equivalent polling system. 

We now focus on symmetrical systems in which the arrival rates to all queues are 
equal. By applying the model for a symmetrical limited gated polling system de-
scribed in [1, p. 201] we can obtain the mean waiting time of a packet in a queue. The 
service time of a k-slot (k = 1,3,5) data packet is defined as k – 1 slots. Moreover, the 
waiting time in [1] is defined as the time a packet waits until its service starts. Thus, 
in order to obtain the mean access delay, one has to deduct 1 slot from the expression 
for the waiting time in [1], eq. (3.77). Accordingly, we apply [1] eq. (3.77), where the 
number of queues is 2(m – 1), the total arrival rate is 2(m – 1)λ, the switchover time is 
one slot with zero variance, the traffic intensity is 2( 1) ( 1)m Lρ λ= − − , and the second 
moment of the service time (denoted in [1] as 2X ) is  4p3 + 16p5. Deducting 1 time 
unit (i.e. 1 slot), we obtain the mean access delay and the mean queueing delay at the 
master (in slots): 

 { }3 51 ( 1) 1 2 ( 6 1)
1

1 2( 1)
a m

m p p
W W

m L
λ

λ
+ − + + −

= = −
− −

. (3) 

Notice that in this system it must hold that 2( 1) 1m Lλ− < . We shall refer to 
2( 1)m Lλ−  as the load in the system. 

As a special case, consider a piconet in which only 1-slot packets are used (i.e.  
p1 = 1, p3 = 0, and p5 = 0). For such a piconet, eq. (3) reduces to eq. (1), which repre-
sents the delay in a piconet with 1-slot packets. Moreover, the result given by (3) was 
verified by two independent simulation models based on OPNET (for more details 
regarding the design of the simulation models, see [6]1 and [10]). For example, Fig. 4 
compares the exact mean access delay ( aW ) (computed according to (3)) to the aver-
age access delay computed by simulation2 in a piconet with 4 slaves in which the 
probabilities of 1, 3, and 5-slot packets are equal. For each load value, the results 
have been computed after 230,000 slots using the model presented in [6] or after 
48,000 to 2,400,000 slots (depending on the load) using the model presented in [10].  
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Fig. 4. The mean access delay (computed according to (3)) and the average access delay values 
computed by simulation in a piconet with 4 slaves in which p1 = p3 = p5 = 1/3 
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Finally, we note that the equivalence between a piconet operated according to lim-
ited algorithm and a 1-limited polling system can be exploited in order to obtain exact 
and approximate results for more complex systems. Namely, using the equivalence 
property and methods for analyzing 1-limited polling systems (see for example [8]), 
one may analyze piconets with bursty arrival process (Gb(x) ≠ x), asymmetrical traf-
fic, and intra-piconet routing. For example, Miorandi and Zanella [11] have recently 
used this property in order to analyze piconets with asymmetrical traffic and to obtain 
approximate results which outperform the results in [10] and [14]. 

4.3   Examination of the Analysis as an M/G/1 Queue with Vacations [14] 

The theory of M/G/1 queue with vacations1 [9],[25] is used in [14] in order to ana-
lyze a piconet operated in the limited regime in which the packets are 1, 3, and 5 slots 
long. We now briefly describe that analysis and point out that the direct use of the 
model of M/G/1 queue with vacations to analyze a 1-limited polling system, without 
taking into consideration the dependencies between the queues, leads to inaccurate 
results and may serve only as an approximation. We assume, for simplicity, that the 
traffic is non-bursty (Gb(x) = x) and that packets are generated at every master-to-
slave (downlink) and slave-to-master (uplink) queue according to a Poisson arrival 
process with arrival rate λ. 

The piconet service cycle time Xc is defined in [14] as the time (number of slots) 
required for the master to serve all the slaves once. The PGF, the mean, and the sec-
ond moment of the cycle time are denoted by 2

( ),  ,  and c cX X X cG x . It is claimed that 
since the model is symmetric, it is sufficient to consider a single master-slave channel 
(accordingly, we refer to the considered slave as slave i). It is mentioned that the 
probability that a downlink queue is not empty is cdP Xλ=  and that the probability 
that an uplink queue is not empty is cuP Xλ= . In [14], eq. (1) and (2), the PGFs of the 
durations of the downlink and uplink communications are presented as: 
 ( ) 3

1 3( ) (1 )d d d d dG x P p P x P p x P p x= + − + + 5
5 , (4) 

 ( ) 3
1 3( ) (1 )u u u u uG x P p P x P p x P p x= + − + + 5

5

)

, (5) 

while the PGF of the cycle time is presented as: 

 ( 1( ) ( ) ( )
c

m
X d uG x G x G x −= . (6) 

The model of M/G/1 queue with vacations is used to analyze the system. Accord-
ingly, the service time of a single uplink queue (i.e. of the queue at slave i) in the va-
cation model is equal to the cycle time (Xc). A vacation starts when the master polls 
slave i and finds its uplink queue to be empty. As we understand, the vacation is 
composed of the NULL packet returned by slave i, the service of the other m  –  2 up-

                                                           
1  According to the model of M/G/1 queue with multiple vacations, the server begins a vaca-

tion every time the system becomes empty. If the server returns from a vacation to find the 
system not empty, it starts working immediately and continues until the system becomes 
empty again. If the server returns from a vacation to find an empty system, it begins another 
vacation immediately [25]. 



link and downlink queues, and the transmission of a packet to slave i in the downlink 
queue. Vl denotes the duration of the vacation period and its PGF, mean, and second 
moment are denoted by 2

( ),  ,  and lVG x V V
l

. The PGF of the duration of the vacation 
period is provided in [14], eq. (3): 

l

) ( 2( ) ( ) ( ) ( )
l

m
V d d uG x xG x G x G x −= . (7) 

Finally, the access delay is derived from the waiting time in a batch arrival system 
M[x] /G/1 with multiple vacations ([25, p. 143], eq. (3.21a)). Since we assume that the 
arrival process is non-bursty (i.e. (2)( ) ,  1,  0b x B BG x = = = ), eq. (5) in [14] reduces to 
[25, p. 123], eq. (2.14a): 

 
( )

2 2

22 1
c l

a
lc

X VW
VX

λ
λ

= +
−

. (8) 

We now describe a few problems in the model presented above. For the clarity of 
presentation, the description of each problem ignores the existence of other problems. 
1. The cycle length described in eq. (6) is inappropriate for use as a service time in a 

vacation model. Consider the instant when the server returns to slave i from a va-
cation or when it completes “service” (i.e. the master completes a cycle) there, and 
at least one packet is found in the uplink queue. In such a case, the server will not 
take a vacation and a service period will start. According to [14], the PGF of the 
service time is defined as the PGF of the cycle time (Xc) presented in (6). It is 
composed of the duration of the communication in the uplink queue of slave i and 
the durations of the communication in the rest of the uplink and downlink queues.  
When the service starts, there is obviously a data packet in the queue of slave i. 
Hence, the PGF of the duration of the uplink communication of slave i is Gp(x) 
(defined in Section 3) and not Gu(x) (presented in eq. (5)). Therefore, one of the 
terms in eq. (6) should be replaced. Consequently, eq. (6) cannot be used as a ser-
vice time in a vacation model1.  

2. The uplink and downlink communication periods composing a cycle are not inde-
pendent. The PGF of the cycle length presented in (6) is a multiple of the PGFs of 
the uplink (Gu(x)) and the downlink (Gd (x)) communication periods. Thus, an un-
derlying assumption in the derivation of  is that all the downlink and uplink 
communication periods are independent. However, the length of a communication 
period depends on the existence of a packet in the corresponding queue (if the 
queue is empty, the length is 1 slot). The existence of a packet depends on the 
lengths of the preceding uplink and downlink communication periods, since long 
periods increase the probability of a packet arrival. Hence, the lengths of the peri-
ods composing a cycle do not seem to be independent, and therefore the derivation 
of the cycle length in (6), where independence is assumed, is inaccurate2. 

( )cXG x

3. The cycle time depends on the length of the vacation or the cycle that precedes it. 
The vacation model described by Takagi [25] is used in order to compute the mean 
access delay, presented in eq. (8). One of the important assumptions made in  
                                                           

1  This difference is critical for small piconets where only a few components compose . ( )cXG x
2  It seems that the mean cycle length derived from combining (4), (5), and (6) is correct. How-

ever, for the vacation model the second moment of the cycle length is also required. 



[25, p. 111] is that: “Messages arrive in the system according to a Poisson process 
of fixed rate and have service times with independent and identical distribution. 
These service times are independent of the arrival process, and each service time 
is independent of the sequence of vacation periods that precede that service time.”  
However, the service time in the model described in [14] is taken as the cycle time 
(Xc) and is composed of uplink and downlink communication in m – 1 queues. The 
length of each of the communication periods depends on the existence of packets 
in the corresponding queue. If the cycle follows a long vacation or cycle, the prob-
abilities that the queues are not empty will increase, and thereby the probability of 
a long cycle will increase. On the other hand, if the cycle follows a short vacation 
or cycle, the probability of a short cycle will increase. Thus, the requirement for 
independent service times, and for independence between vacation lengths and 
service times, does not seem to hold. Therefore, eq. (8) can provide only an ap-
proximation for the delay. 
In Section 4.1, we have analyzed a piconet operated in the limited regime in which 

all packets are 1 slot long. In such a piconet the duration of a communication period 
is deterministic (1 slot), and therefore, there are no dependencies between the cycle 
and vacation lengths as well as within a cycle. Thus, as we have mentioned, for this 
simple regime, the result regarding the access delay obtained in eq. (5) in [14] coin-
cides with our result (1). However, due to problems 1, 2, and 3, described above, in a 
“standard” piconet (in which the packets are 1, 3, and 5 slot long) the results pre-
sented in [14] differ considerably from our results. 

Recall, that we assume that the master is the destination of all packets generated at 
the slaves (i.e. the master does not route packets). On the other hand, in [14] it is as-
sumed that the master routes some of the traffic between the slaves. Accordingly, the 
mean value of the end-to-end delay is defined as the sum of the access delay and the 
queueing delay at the master. A method for computing the mean queueing delay at 
the master is described at the end of Section 2 in [14]. For non-bursty traffic, the de-
lay computed according to that method is equal to the access delay described in (8) 
(i.e. aW W= m ). Thus, it seems that an underlying assumption is that the arrival proc-
ess of packets to the master from the slaves can be treated as Poisson. 

This assumption probably follows the analysis of polling systems with probabilis-
tic routing (e.g. [23]). The analysis of such systems is based on an important assump-
tion that the service times of a packet in different queues are independent. However, 
this is not the case in a piconet (for example, a 1-slot packet sent from the slave to the 
master cannot become a 3-slot packet when it is forwarded to another slave). Thus, 
the computation of the end-to-end delay is inaccurate not only because of the inaccu-
racies in the computation of the access delay but also due to the assumptions made 
regarding the arrival process of packets which require routing. 

We note that Miorandi et al. [10] present an approximate analysis of the limited 
scheduling algorithm by using the tool of probabilistic routing and assuming that the 
various resulting flows are independent. They state that “the assumption of independ-
ent flows, although providing good results at low traffic load, leads to substantial 
mismatch with the simulation results as the system gets close to stability limit”. 

Finally, we note that assumptions, similar to the ones indicated in this section, also 
appear in [12],[13],[15],[16],[17],[18],[19],[20], and [21]. For example, 



− In [12] the limited scheduling algorithm is analyzed in a similar methodology to 
the analysis described in [14]. For instance, eq. (5) in [12] presents the mean wait-
ing time. However, the calculation of this waiting time ignores the dependency be-
tween the service time and the vacation length preceding it (see item 3 above).  
Moreover, according to eq. (7) in [12] the arrival rate must be lower than 

1
0 (2( 1)( 1))m Lλ −= − − . If the arrival rate approaches this value, the cycle length de-

fined in [12] approaches infinity. However, since the longest possible cycle is com-
posed of only 5-slot packets, the maximal cycle length is 2(m – 1)·5 slots.  
Although both [12] and [14] deal with the limited scheduling regime, the vacation 
length described in eq. (4) in [12] differs from the vacation length described in eq. 
(3) in [14]. In both cases the use of the vacation model leads to approximate results 
disregarding the exact vacation length. 

− The analysis of the limited scheduling algorithm in [13] and [16] is very similar to 
the analysis in [14]. The only difference is that in [13] and [16] it is assumed that 
the master does not generate traffic and it only routes packets between the slaves. 

− In [15],[19], and [21] the performance of scatternets composed of two piconets 
connected through a bridge is analyzed. The performance of the scatternets is ana-
lyzed for exhaustive and limited intra-piconet scheduling algorithms. The limited 
algorithm is analyzed in a similar manner to the analysis in [14]. 

− The analysis of the exhaustive regime in [14] is also based on the theory of M/G/1 
queue with vacations. In [29] we show that the PGF of the time to exhaust the 
queues derived according to [14] differs from the correct PGF. Moreover, we ar-
gue that due to the reasons discussed above, the use of the model of M/G/1 queue 
with vacations in order to analyze the exhaustive regime leads to approximate re-
sults. The same remarks apply to works [17],[18],[19],[20], and [21]. 

5   Numerical Results 

In this section we present exact numerical results computed according to the analysis 
in Section 4.2. Then, we demonstrate the difference between our results and those 
presented in [14]. It turns out that in some cases the results obtained according to [14] 
underestimate the mean access delay by more than 50%. We guess that the noticeable 
difference between analytical and simulation results in high arrival rates, indicated in  
[12], is due to the inaccuracy of the analytical results there.  

Fig. 5 illustrates the exact mean access delay (computed according to (3)) in pi-
conets with various numbers of slaves in which the probabilities of 1, 3, and 5-slot 
packets are equal ( p1 = p3 = p5 = 1/3). The figure presents the delay (in slots) as a 
function of the load in the system (defined in Section 4.2 as 2( 1)m Lλ− ). 

Fig. 6 compares the mean access delay computed according to [14] to the mean ac-
cess delay computed according to our model (i.e. according to (3)) when all packets 
are 5 slots long ( p5 = 1). The delay is depicted as a function of the system load in a 
piconet with 2 slaves (m = 3) and in a piconet with 4 slaves (m = 5). The figure demon-
strates that the results obtained in [14] significantly underestimate the access delay. 
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Fig. 5. The exact mean access delay (computed by (3)) in piconets in which p1 = p3 = p5 = 1/3 
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Fig. 6. The mean access delay derived according to [14] and the exact mean access delay (com-
puted by (3)) in piconets with 2 and 4 slaves in which all packets are 5 slots long ( p5 = 1) 

Fig. 7-A presents the ratio of the exact mean access delay to the mean access delay 
computed according to [14], in piconets with various numbers of slaves in which the 
probabilities of 1, 3, and 5-slot packets are equal ( p1 = p3 = p5 = 1/3). Fig. 7-B pre-
sents the same ratio in piconets in which all packets are 5 slots long ( p5 = 1). 
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Fig. 7. The ratio of the exact mean access delay (obtained by (3)) to the mean access delay de-
rived according to [14] in piconets in which (A) p1 = p3 = p5 = 1/3 and (B) p5 = 1  



6   Conclusions 

This work presents an analytical study of the limited (pure round robin) scheduling 
algorithm for Bluetooth piconets, and examines the analytical study of this algorithm 
in [14]. We have modeled a piconet in which all packets are 1 slot long operated ac-
cording to the limited scheduling algorithm as a TDMA system. Then, we showed 
that a piconet operated according to the limited scheduling algorithm is equivalent to 
a 1-limited polling system, and derived exact analytic results for symmetrical sys-
tems. These results differ from those obtained in [14] which can actually be viewed as 
approximate results. We have argued that [12],[13],[15],[16],[17],[18],[19],[20], and 
[21] seem also to present approximate results. Finally, we have provided numerical 
examples that illustrate the difference between the exact results and those presented in 
[14]. 

Future study will focus on utilizing the equivalence between a piconet and a 1-
limited polling system along with the vast amount of research on 1-limited polling in 
order to obtain good approximate results for asymmetrical piconets with complex 
traffic patterns. One of the first attempts in that direction has been recently made in 
[11] where approximate results that outperform those in [10] and [14] have been pre-
sented. Moreover, due to the inherent complexities in obtaining the PGF of the time 
to exhaust the queues at the master and a given slave in the gated and exhaustive re-
gimes (presented in [29]), it seems that there is no closed form expression for the de-
lay under such regimes. Thus, a major future research goal is to obtain a good (at 
least approximate) analysis of such regimes. 
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