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Abstract—The physical layer of future wireless networks will be and failure of all packets. This assumption does not reflect
based on novel radio technologies such as UWB and MIMO. One the actual situation in many wireless communications syste
of the important capabilities of such technologies is the ality in which the packet with the strongest power lewain be

to capture a few packets simultaneously. This capability hs the . - .
potential to improve the performance of the MAC layer. How- received successfully (captured) in the presence of cdirign

ever, we show that in networks with spatially distributed nades, transmissions. Thisapture effechas been extensively studied
reusing backoff mechanisms originally designed for narrowband in the past. In particular, [1], [13]-{15], [17], [27] stweti the
systems (e.g. CSMA/CA) is inefficient. It is well known that effect of capture on Aloha systems and [12], [18], [21] stadi

when networks with spatially distributed nodes operate wih a0 issue of capture in IEEE 802.11 (CSMA/CA) systems (a
such MAC protocols, the channel may be captured by nodes . f . K be f din's
that are near the destination, leading to unfairess. We shp '€VIEW O Previous work can be found in [3D).

that when the physical layer enables multipacket receptionthe Some systems are capable of captuningre than a single
negative implications of reusing the legacy protocols incde not packet Such a capability is known aslultipacket Reception
only such unfaimess but also a significant throughput redution.  capability. Previous research regarding MPR includes sy
We present alternative backoff mechanisms and evaluate tlire of Ghez et al. [10] who studied the stability properties ottgld

performance via Markovian analysis and simulation. We show . :
that our alternative backoff mechanisms can improve both oerall aloha with MPR; Tong et al. [19], [25], [26] who proposed

throughput and fairmness. MAC protocols that take into account MPR; and Nguyen et al.
Index Terms—Multipacket Reception, Capture, Medium Access [20] who considered the SINR capture model of [27] in the
Control (MAC), Performance Evaluation. context of MPR systems. Finally, a number of algorithms that

control the transmission attempts were proposed in [6]],[16
[22]. Despite the recent interest in the area of MPR, nun®rou
Future wireless communications technologies, such agUltresearch challenges still exist [8]. In particular, littas been
Wideband (UWB), have several characteristics that set thetone toward the design of distributed algorithms that work
apart from other wireless communications technologiese Oeffectively with spatially distributed nodes.
of these characteristics is the ability to capture a few ptck Under existing backoff mechanisms (e.g. CSMA/CA, used in
simultaneously [25], [26]. AMultipacket ReceptiofMPR) IEEE 802.11), once a node transmits and senses a collision, i
capability at the physical layer calls for the design of newncreases its contention window (i.e. decreases the trigegm
Medium Access Control (MAC) protocols, that are tailoregirobability). On the other hand, following a successfuhsa
for this capability [25]. The combination of MPR at themission, it decreases the contention window. We refer td suc
physical layer and a tailored MAC layer has the potential tan operation model as thgtandard Modellt is well-known
significantly improve the network’s performance [8]. Yadcent that the Standard Model may be unfair and can cause stamvatio
proposals for MAC protocols for UWB networks (e.g. [7]) dao some of the nodes [2], [9]. The unfairness phenomenon is
not specifically address the potential MPR capability. Me®¥, more pronounced in networks with spatially distributed emd
although a number of previous works provided importasince the received signals from the distant nodes are ysuall
insights regarding the effects of MPR, some of the importanteaker than the signals from the nearby nodes. This may lead
characteristics of the physical layer and the need foridigeed to starvation of distant nodes because once a nearby node
operation have not been fully considered yet. Therefore, @aptures the channel, it increases its transmission pildpab
this paper we focus on studying the design considerationst@nce continuing to capture the channel. On the other hhad, t
distributed MAC protocols for wireless networks with splyi ~ distant nodes that failed to capture the channel, will desme
distributed nodes and MPR capability their transmission probability further reducing their ohas to
The design of MAC protocols for wireless networks hasucceed. Moreover, under most spatial distributions thmelax
received tremendous attention in the last four decade$d], of distant nodes is usually considerably larger than that of
A basic underlying assumption in the design and evaluatfon mearby nodes. Hence, a single “powerful” nearby node can
legacy MAC protocols (e.g. Aloha) was that any concurreiiock a number of distant nodes which with the MPR capability
transmission of two or more packets results in a collisiomave the potential to be captured simultaneously. Thezetbe
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Standard Model results not only in unfairness but also in a [I. MODEL AND PROTOCOL
significant throughput reduction.

To overcome this phenomenon, we define Alternative Considern spatially distributed nodes that transmit to a

Model in which a nodedecreasests transmission probability single receiver (e.g. a base station or an access point) over
a slotted channel. We assume that the packets are one-slot

following success andhcreasesit following failure. In order . .
to evaluate the Standard and Alternative Models, we define,![oar\]g’ that the transmit power is constant (denotedpy, and

simple MAC protocol, referred to as the Generic Distribute at the propagation model includes path loss and Rayleigh

Probabilistic (GDP) protocdi.Under this protocol, each node admg (ie. there exist independent and identically disted .
i o - Rayleigh fading channels between the nodes and the regeiver
selects between two transmission probabilities accorttinits

success history. We study the performance of the GDP prbtoTcr)] € received power of a transmission from nadéocated at

through analysis and simulations. Our model considersgesin IStancer; from the receiver, is given by [13], [27]:

receiver (e.g. a base-station) and multiple transmitters. Pr(i) = RQKQ_BP:@ (1)
We note that in this setting a distributed solution is not

strictly necessary. However, we focus on the design of rawhere R is a Rayleigh distributed random variable with unit

domized (and hence distributed) access mechanisms that pawer (?? ~ Exponentiall)), 3 is the power loss exponent

ultimately be of use in a multihop setting where a centralizgtypically betweer2 and6), and K is the attenuation constant.

solution is less appealing. We also note that although wasfodhen we analyze systems without fading, we Bet 1.

on controlling the transmission probability, other medbars, We use the SINR capture model [15], [17], [20], [27], defined

such as power control, can also be utilized in a MPR sdfelow (also known as the Physical Model [11] and the power

ting. However, power control mechanisms require soplittit capture model [13]).

feedback and complex transmitters that can adjust thertians  Definition 1 (SINR Capture Model): Giveh simultaneous

power level dynamically on a per-packet basis. Althoughhsugransmissions, the packet of useris captured (successfully

mechanisms are appropriate for cellular networks, they beay decoded) at the receiver if

more difficult to adapt to wireless (ad hoc and sensor) néksvor

Moreover, .in a multi.ho_p setting.in which a transmitter may SINR(i) = PI:(i) > 2 )
interfere with transmissions destined to a number of rexsjv )

the distributed power control problem is a challenging open N+ _ Z _PR(j)

problem even for the single packet reception case. J=1, 570

The main contribution of this work is the thorough perforwhere: is the capture threshold ratio and is the background
mance evaluation of simple generic MAC protocols in a waygpise.
that enables us to gain important insights regarding theecor The packground noise power level is usually much lower than
operating point when the network is capable of MPR. Whilgye power level of the interference, and therefore, it wisl b
the idea of using feedback from the channel to tune a backgfglected. For single packet reception narrow-band system
algorithm is not new, our work exploits this idea in the coite , < 10, whereas for wideband Multipacket Reception systems
of networks with spatially distributed nodes capable of MP{&.g. CDMA and UWB)z < 1 [13], [20]. Since we focus
and shows that the tuning has to be done differently than ¢ the MPR capability, we assume that 1. The maximum
legacy systems capable of single-packet reception. licpét, number of simultaneously successful transmissions is teeno

we provide extensive numerical results that demonstrade tihy . From (2), it can be seen that the maximum number of
the Alternative Model Outperforms the Standard Model bath backets will be Captured, if there ar/eequal received_power

terms of throughput and fairness in a wide range of netwofgckets at the receiver. Henee= [1/2].2

scenario_s. This implies that one _cannot directly reuse dfack \\e analyze the performance of the system in various sce-

mechanisms (e.g. CSMA/CA) designed for narrowband syste@igrios. In particular, we consider the node distributiordets,

in networks with MPR capability. _ _defined below. We note that Fig. 1 illustrates an example of
This paper is organized as follows. In Section Il we descrig,qes deployed according to the rings model.

the system model and the generic protocol. In Section I pefinition 2 (Rings Model)n1,no, ...,n;, nodes are lo-

we present an analysis of the GDP protocol in a fading-fregiaq onr, rings around the receive(ZiL,lni = n). The

environment, and in Section IV we extend our analysis t0 @4ii of these rings are denoted by, s, ..., 71, respectively.
fading environment. We use the GDP protocol to demonstratepgfinition 3 (Disk Model [15] [17’] [’27])’: n nodes are

the basic need to redesign the backoff mechanisms for nlmwoFandomly distributed in a disk of radiug and the Probability

With MPR capabili_ties. H.owever, th? GDR protocol is r""thq*f)ensity Function (PDF) of a node’s distance from the receive
simplistic. Hence, in Section V we briefly discuss a more prat:r) is denoted byf(r)

tical implementation using a simple contention window hatk
mechanism similar to that used in IEEE 802.11 systems. VVQIn [13], the capture equation (2) is defined with an equaédty therefore,

present numerical results in Section VI. thereie =1+ [1/z].
3Since nodes cannot get arbitrarily close to the receivegnatonsidering
1We note that our objective is to gain understanding of thectsf of MPR.  the SINR model, we assume that nodes are distributed suthntigr) > 1.
Therefore, this protocol does not deal with many practicabfems. Specifically, in the disk model, we consider a punctured 1K, [15].



nr, nodes atry,

in the sense that it can be evaluated under any combination
of pis and p¢. A high ps value corresponds to maintaining a
small contention window following a successful attempthe t
traditional backoff mechanisms such as the one used in IEEE
802.11. Similarly, a lowp value corresponds to maintaining a
large contention window following a failure. Hence, for age
value of pis and a small value opy, the protocol captures,

in a very simplistic sensghe dynamic and adaptive operation
of traditional backoff mechanisms. Accordingly, we refer t
the operation of the GDP protocol withs > py as the

Fig. 1. Nodes deployed according to the rings model on ringese radii  Standard Modeland to the operation withy > ps as the

ArerL T2, e L Alternative Model We will show that although the Standard
Success Failure Model may achieve good throughput in networks with single
' Failure packet reception, in networks with MPR capability and sgilti
@Q@ e distributed nodes, thalternative Model usually yields higher
throughput than the Standard Model
Fig. 2. The state diagram of a node under the generic pratocol Ill. RINGS MODEL WITHOUT FADING - ANALYSIS

In this section we analyze the GDP protocol under the
In Section II-A we will present a generic protocol in which N3 mpdel in a system without fading. We provide eX?Ct and
approximate results. We have used the exact results in order

the transmission attempts are random. When analyzing tbis p N
X I - "to check the accuracy of the approximation method and of our
tocol, we denote the failure probability of a packet trarttedi : . . .
simulation model (described in Section VI).

by a node located at distaneefrom the receiver byx(r) and
the probability of transmission by(r). The throughput of a A, Two Rings - Exact Analysis
node at distance is denoted byS(r) and is defined as the . I .

) Considern; andns, nodes distributed on two rings whose
expected number of successfully received packets per entot'f ii arer, andr,. Using (1) and (2), it can be seen that if
that node. The overall throughput is the expected number ! z 9 '

B _ —B -B ;
successfully received packets per slot throughout theelsxystr1 > (e = 1)ry "+ nary ) the ny nodes on the fing at
. ro cannot generate enough interference to cause failure to a
and is denoted bys.

. . I(ransmission from a node on the ringsat (even if there are
In order to enable analytic performance evaluation, we make o RSP .
¢ — 1 other transmissions fromy). A simplification yields the

two assumptions that have been extensively used in the pl%ﬁtowing observation
(see [4], [23]): (i) t_here exists a_simple immediate andatalk Observation 1- |f’fl2' < (ra/r1)P(2~! — ¢ + 1), then trans-
feedb.ac.k mechanism that provides Fhe node an aCkn0W|edﬁﬁ§sions from the nodes on the ringratcannot cause failures
ment if its attempt succeeded and (ii) the nodes are sadJratte

. . 0 packets transmitted from nodes on the ring-at
(i.e. at each node, there is always a packet to send). The following can also be obtained from (1) and (2).

A. Generic Distributed Probabilistic (GDP) Protocol Observation 2: If(r; /r2)? < z, a transmission from a node

We now define the Generic Distributed Probabilistic (GDPJt 72 canbe capturecbnly whenall the nodes at, are silent.
protocol. The analysis and performance evaluation of tHi®r example, forz = 0.2,5 = 4,1 = 1, andr> = 2, the
protocol is later used to demonstrate the need to redesigg M&Cndition in Observation 1 implies that, < 16. In order
protocols for networks with MPR capability. Since we focuf facilitate the exact analysis, we assume that the camiti
on the effects of MPR, the protocol does not deal with marfesented in the observations above hold.
practical problems and is far from providing a complete MAC We describe the evolution of the system under the GDP
solution (such as provided, for instance, by IEEE 802.11). protocol by a two dimensional Markov chain whose states

The operation of a node under the GDP protocol is describ8tf denoted by, j). i and j denote the number of nodes
in the state diagram in Fig. 2. A node can be in two state@? the rings atr, and atr, (respectively) that are in the
AS - After Success and AF - After Failure. Transitions maﬁ‘F state. Accordingly, the number of states in the chgin_ is
take place after a transmission attempt. A node moves irér +1)(72+1). An example of part of such a Markov chain is
the AS (AF) state following a successful (failed) transraiss illustrated in Fig. 3. Each arrow represents a posglplestnan
of a packet by that node. Since transitions take place after etween stateg, j) and (k,7) that has some transition proba-
attempt, a node does not change its state following an idte siPility associated with it. We group the transition probéteis

The GDP protocol can be viewed as a two-state Aloha systéfcording to the type of change (positive, negative, or hane
that dynamically adjusts the transmission probabilityeath each of the two dimensions. For example, one group includes
nodeaccording to its success history. When a node is in the, _ ,

There are some cases in which the Standard Model outperfones

A_S (AF) S_tate' it transmits with probabilipts (p) at each SI_Ot' Alternative Model. For example, when there is a single nad¢he network
disregarding the status of the channel. The protocol is Eneahe Standard Model is preferable.



r1 is independent of the actions of nodesrat Nodes atry
are of course not independent of each other. The dependence
of the nodes at, on the nodes at; is limited to the event
that “no transmission occurs from a node-gt Assuming that
such a partial independence between the rings exists evan in
system with multiple rings, we now develop a method in which
we use different Markov chains to characterize the statélseof
nodes on the different rings. The state of each Markov chain
is the number of nodes at the AF state on that ring. Within
. the rings these Markov chains capture the dependence bretwee
) ) . ... the nodes. The interaction between the rings is capturetidy t
Fig. 3. Part of the Markov chain characterizing a system with rings in . . .
whichn1 = 6 andna = 10 (only some of the possible transitions to and fromfollowmg independence assumption.
state (4, 6) are shown). Definition 4 (Inter-ring Independence Assumption): For a
node on a ring atr;, the probability that a node on the ring
at r; (¢ # j) transmits ¢(r;)), is constant and is independent
the transition probabilities for whick > i and! > j, while of the states of the nodes on the ringsrath # i).
another group includes the probabilities for whieh< i and |n general, the probability that a node transmits dependsson
I = j. All the possible combinations of changes results in Qccess history and the actions of the other nodes. Yetlasimi
groups. independence assumptions have been made in the analyses of
Due to space constraints, we omit the equations describiffEE 802.11 (while taking into account the dependence;on
the transition probabilities (they can be found in [5, Cleal]). [18] or ignoring it [3]). We note that since we assume thaté¢he
Given the transition probabilities, the steady state podit@s js dependence between the nodes on each ring, the assumption
(denoted byp(4, j)) can be obtained by solving a set of lineafs weaker than the assumptions made in the past.
equations. Once the steady state probabilities are obtaihe  \we wish to limit the possible interactions between the
throughput of the system can be calculated as follows. Vd@ferent rings, and thereby, between the different Markov

denote bySig(m, i) the overall throughput of the nodes on ghains. Namely, we want that for a ring at the effective

ring that hasn nodes, of which are in the AF state. AssumingT(Tj) ¥r; > r; will be zero. For example, if the condition

that there is a single ring: in Observation 1 holds, the nodes @t are not affected by
N min(c,i) samin(c—f,m—i) . transmissions at,. Therefore, in the derivation of the Markov
Sig(m 1) = 2j=0" " Xm0 (f+9) chain of the ring at;, we can assume thatr,) = 0. In order

<Z> pf(l — py)i=t <m - Z) pi(l — p)™ 5. (3 to limit the interactions, the conditions at observationant
) S © 2 have to hold in addition to a number of other conditions. In
The two summations are for the nodes at the two stafeis ( the following opservations, we dgmonstrate the cond?tikmms
the index for the nodes at AF andis for the nodes at AS). the case of 3 rings. We then outline the results for this case.
Since at most packets can be captured simultaneously, the The following observation is derived from (1) and (2) in a
summations are bounded not only by the number of nodesV@y Similar way to the derivation of Observation 1.
the relevant state but also byandc — f. Observation 3: Ifng < (r3/r2)’(27" — ¢+ 1), then trans-
Due to our assumptions, the success of nodes on the ringTigsions from the nodes on the ringrgtcannot cause failures
r1 is not affected by transmissions of nodesatand therefore, {0 Packets transmitted from the nodes on the ring-at
the throughput of these nodes can be computed as if there is ¥Sing (1) and (2), it can be seen thatjf” > z((c—1)r; "+
single ring. Moreover, nodes on the ringratsucceed only if 275" +nars ) holds, theny andns nodes on the rings at
nodes onr, are silent. Therefore, in such a case, the nodes 8Rd 73 cannot generate enough interference to cause failure to

o can be treated as nodes on a single ring. Accordingly, tReransmission from a node on the ringrat(even if there are
overall throughput is given by ¢ — 1 other transmissions fromy). A simplification yields the

- following observation.
_ - ; ny—i i - Observation 4: Ifny < (r2/r1)? (27t —c+1)—ns(ra/r3)?
S = 1,7)(Srg(n1,7)+(1— 7 (1—py)" Srg(n2, 7)), S 2 2/ —N3\T2/T3)
;;p( D) Sl 1) +(1=pe)™ 7 (1=pu)" Sz, ) then transmissions from the nodes on the ringsatnd r3
(4) cannot cause failures to packets transmitted from the nodes
where (1 — ps)™ (1 — py)* is the probability that the nodesthe ring atr;.

onr, are silent. The following observation can be obtained in a similar way to
: : . ) Observation 2.
B. Multiple Rings - Approximate Analysis Observation 5: If(ry/73)” < z, then a transmission from a

The exact analysis is quite cumbersome even for two ringgde atrs canbe capturedonly whenall the nodes at, and
Hence, we present an approximation method that allows usator;, are silent.
obtain results for a large number of rings. When the conaitio For example, forz = 0.2 and g = 4, rn = 1,ry =
in observations 1 and 2 are satisfied, the state of the node2.aty = 4,n3 < 15 andn, < 15 satisfy the conditions in



(== vy (") b e fm<e

(1= =) ("2 ) kit = e
(5)

J .
= r (") - S (D) -y k< candm 2ot

v
v=c+1—k

(mk:_J) pg(l—pts)n27j7k if k>c+1

observations 1-5. Assuming that the conditions in obseEmat  Due to the decoupling between the Markov chains, the
1-5 are satisfied, we obtain the transition probabilitiesh&f approximation method is easier to formulate than the exact
Markov chains as follows. For a Markov chain of a given ringnethod presented in Section IlI-A. Particularly, the dations
there are 3 possible transitions in every time slot: the remiof the transition probabilities in the Markov chains of thé d
of nodes in the AF state can increase, decrease, or stay férent rings are very similar to each other. Given the ttéorsi
same. We associate a transition probability with each aseheprobabilities, the steady state probabilities of each @&séh
events. Due to space constraints we provide two demon&ratMarkov chains (i), p2(j), and p3(h)) can be obtained by
cases (the complete description can be found in [5]). solving a set of linear equations. Once they are obtained, th
The first case is a transition probability for the Markov ehaithroughput of the system can be obtained in a similar way to
of the nodes at,. Recall that due to our assumptions, noddgfe derivation of 4) and by usingSyy(m, i) (defined in (3)). It
on the ring atr; are not affected by nodes on other ringgs given by the following expression

Specifically, we denote by’_.;_,, the probability that the ni na ng

number of nodes in the AF state decreases fiota i — s. S = ZZ Zpl (1)p2(5)p3(h) (Sg(na, i) +
In this case, there are < i successful transmissions from the i=0 j=0 h=0

1 nodes that are in the AF state (i.e. nodes transmitting with (1 - pe)™ (1 _ptf)iSrg(n%j) +
probability pi). Since the maximum number of simultaneously (1 ni+na—i—j(q i+ig L
successful transmissions dsfor s > ¢+ 1, P,_;_s) = 0. If —Ps) (1= pu)"™ Sig(n, h).

s < ¢, then there should be transmissions from thé nodes pye to the Inter-ring Independence Assumption, the prdibabi

at the AF state and up to— s transmissions from the; — i of having 4, j, and » nodes in the AF states on the rings at

nodes at the AS state. Accordingly, for< c: 1,72, and ry (respectively) isp; (i)ps(j)ps(h). Due to our
assumptions, the nodes on the ringratare not affected by

P i—sy = <;> pi(1l —pyg) - the nodes on other rings, and therefore, their throughpuot ca
‘ _ be computed using4(m, ) as if there is a single ring. Nodes
min(e—s,n1 =) ni—i\ . i on the ring atr, succeed, only if the nodes at are silent (the
Z ( ) Prs(1 = prs) : probability of this event ig1 — pis)™ ~#(1—py)?). Similarly, the
v=0

nodes atr;3 succeed only if the nodes on the rings-atandr,

The second case, appearing in (5), is a transition probabilR"€ Silent (i.e. with probability1 — ps)™ #2777 (1 —py) 7).
for the Markov chain of the ring ab. It is the probability that  We Verified the accuracy of the approximation by comparing
the number of nodes in the AF state increases froto m. its results for the 2 rings case with the exact results. Wihiée
This can happen due tb (k 2 m — j) failed transmissions "esults for thex, =1, 15 = 5 andn, = 2, ny = 10 cases were
from then, — j nodes that are at the AS statenif< ¢, nodes Same up to three decimal places, the results forithe= 6,
at r, fail only if there is at least one transmission from th@2 = 10 case were within 1.6% of the exact results. We also
ring atr;. Under the Inter-ring Independence Assumption thigompared the approximate results for the 3 rings case tétsesu
happens with probabilityl — (1—7(r1))"*), wherer(r, ) is the obtained by_the simulation model des_crlbed in Section V. In
expected transmission probability of a node on the ring;at all the con5|d_ered cases, the approximate results wereénwith
computed using the Markov chain of that ring. When> ¢+1, 2.2% of the simulation results.
in addition to the failures due to the transmissions from the
ring at vy, nodes on the ring at, can fail if there are more
than ¢ transmissions from that ring. This second contribution We continue to study the performance of the GDP protocol
occurs when there is no transmission from the ring-atk under the rings model. Unlike in the previous section, we now
transmissions from the; — 7 nodes on the ring at, that are assume that the propagation model includes Rayleigh fading
in the AS state, and at least+ 1 — k& transmissions from the This assumption allows us to obtain approximate resultsafor
i nodes atr, that are in the AF state. It > ¢ + 1, all the large number of rings without using Markov chains.
transmissions from the ring at will fail. In this case, the = We also introduce the following independence assumption.
transition probability is the probability th@t nodes in the AS  Definition 5 (Independence Assumption): The  probability
state will transmit. that a packet transmitted by a node on the ring at distance

IV. RINGS MODEL WITH FADING



ni ng

pir)=> > nil . i (Zi) 7(r)F (1 — 7 (ry))™ R (Z;) 7(r2)F2 (1 — 7(r2))"7*2 L.

k1=0ko=0  k;=0  kp=0

(mk—. 1) 7(r)*i (1 = 7(rg))m R (Zi) 7(re) 2 (1 = 7(rp))™ = (1 = pej(rilri,ro, .. v ki, ko, ... ko)) Vi€ L. (7)

is lost, pt(r;), is constant and is independent of the number &fsing (8) and combining the terms with the same distance, we

retransmissions suffered. obtain:

In general, when a node transmits a packet, the probability . K
that it is lost (due to collisions) depends on other ranstois |, (.1, 7o, ... rpik, ko, ... kL) = 11 1 @
during that slot. Yet, as mentioned above, similar indepeicd m=1{1 + z('—)
assumptions have been made in the analyses of IEEE 802.11 m

[3], [18]. When the number of nodes is large, the indepenéeng. (9) can now be used within (7). Then, (6) along with (7) can

assumption is likely to hold. Indeed, in [5, Chapter 5], weéda be solved numerically. Using the numerical solutions, oae c

shown via exact analysis and simulation that results based abtain the overall throughput = Zle n7(r ) (1 — pi(ri)).

this assumption provide a good approximation. We used Matlab to solve the equations and obtain numerical
According to Fig. 2, a node changes its state from AS tesults. We verified their accuracy using the simulation ehod

AF, if it attempts to transmit and fails. Under the indepemmke described in Section VI. While in almost all the cases, the

assumption, the probability of such a transition for a nodspproximate results were within 2.6% of the simulation hssu

on the ring atr; is pwpt(r;). Similarly, a node changes itsa few cases were within 4.6%.

state from AF to AS, if it attempts and succeeds (i.e. with

probability p¢ (1 — pr(r;))). Hence, the state of a specific node V- GENERICDISTRIBUTED CONTENTION WINDOW

is described by a 2-state Markov chain with the above triamsit (GDCW) ProTOCOL

probabilities. The steady state probabilities of statesasA& AF We now present the Generic Distributed Contention Window

for a node on the ring at distaneg can be shown to be: (GDCW) protocol, which is potentially easier to implement
pas(rs) = pi (1—pi(r3)) compared to th6&DP protocol and can be operated according to

ASVH) ™ ppr(ri) +pe (T=pi(r2) ! the Standard and Alternative Models. Unlike the GDP pratoco

par(r;) = ptspf(”ff;fﬁ((’f)_pf(”)). the GDCW protocol does not easily lend itself to analysis.

Hence, we evaluate its performance via simulation.
Similarly to the GDP protocol, nodes operate according
to the state machine in Fig. 2. Namely, nodes are assigned

Accordingly, the overall transmission probability of a ®odn
the ring atr; is given by
Pts

7(ri) = 1= pr(r) + Epr(ra) Vil<i<L. (6)  contention windows of different sizes according to theircass
PITa) T g PIT or failure in the previous attempt. When a node enters an AS
We definep, ;(ri|r1, 72, ... rp: ki, ko, ... ky) as the prob- State, it is assigned a contention window of size slots. It

ability that a packet from a node at distance is cap- then selects a backoff intervaO uniformly in [0, ws| and
tured, given that there arg interferers distributed such that'éransmits after waiting foBO slots, disregarding the status

there arek,, ko ki, ... k. interferers at distances,r, ©f the channel. Similarly, when a node enters the AF state, it
- Tiy...,rr, tespectively { = S5 k,.).5 Using the in- selects a backoff interval uniformly if0, w] and retransmits

dependence assumption and considering all possible éngerf at the end of this interval.

configurations, we derive in (7) the failure probability of a The GDCW protocol is generic in the sense that it can be
transmission from distance; for all the values ofi.6 In €valuated under any combination of and ws. For a large

order to be able to numerically solve the set 2 non- Vvalue ofwy and a small value ofus, the protocol captures, in
linear equations, given by (6) and (7), we need to obtafhVery simplistic sense, the operation of backoff mechasism
Pei(rilri, oy . s K, ks, ... k). To derive it we apply a such as the one used in IEEE 802.11. Hence, we refer to the
result of Zorzi and Rao [27] who analyzed Aloha systerwith ~ OPeration withwr > ws as theStandard ModelWhenws > wr,
Rayleigh fading and capture. We defipg; (ro|r1,72,...,7;) We refer to the scheme as tiAdternative Model

as the probability that a packet from a node at distances

) , L . VI. PERFORMANCEEVALUATION
captured in the presence pbther transmissions from distances

ri,72, ..., Itis given in [27] as We used _the analyt_ic me_thods_, describe_d in sections IIl and
' , IV along with extensive simulation experiments to evaluate

! 1 the performance of the GDP and GDCW protocols under the

pe(rolrsra,eomi) = [ ' ®)  Standard Model and the Alternative Model. Analytic results

B

m=11 4 z(r—o) . .

Tm can be obtained for the GDP protocol under the rings model,

SNote that0 < ki < ni — 1and0 < kn < 1 Vom £ 1. and therefore,_ we present analytic results for that case. We
6Note that this is a generalization of the derivation in [2f]tiee failure also present simulation results for both prOtOCO|S for thorem

probability in a system with two power levels. realistic disk model. Extensive additional numerical tesoan
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Fig. 5. (a) The overall throughputSf and (b) the throughput of the nodes
at r3, under the GDP protocol in a fading-free environment. Thdesoare
distributed according to the rings model with = 1,72 = 2,73 = 4,n1 =

rp=1ro=2n1 =1, andn2:5. 1777/2:2, andn;;:4.

be found in [5]. All the reported results are obtained undere averaged over 40 different experiments. In each of these
the SINR model with the assumption that = 0,5 = 4, experiments nodes are placed differently.
and z 0.2 (i.e. c 5 - at most 5 packets can be . . .
captured simultaneously). We verified that the results ate rP Rings Model without Fading
very sensitive to changes in. As mentioned in Section I, We now present exact and approximate results regarding
when considering the disk model, we assume that nodes #ie performance of the GDP protocol and simulation results
distributed in a punctured disk and that the nodes’ distispu regarding the performance of the GDCW protocol.
is Uniform. Namely, f(r) = 2r/(r2 —73), ro < 7 < 74. In Fig. 4(a) presents the overall throughput under the GDP
particular, in the reported experiments= 1 andr; = 10. protocol with nodes on two rings. The maximum throughput
) ) of 2.195 is obtained forps 0.55 and py 1. At that

A. Simulation Model point, py is larger tharps, implying that the Alternative Model

The simulation model was developed in C. It allows operadutperforms the Standard Model. Fig. 4(b) shows the total
ing the system in different scenarios (e.g. rings modelk dishroughput obtained in this case by the nodes at distance
model, with and without fading, etc.) and according to the, = 2. While the distant nodes achieve very low throughputin
different protocols. We verified the correctness of the &ation  the Standard Model, they manage to achieve high throughput
model in a number of ways. For example, we compared resultisthe Alternative Model. At the operating point in which
obtained via simulation for the GDP protocol with the ringshe overall system throughput is maximized, the throughput
model to exact results obtained by the method describeddhtained by a distant node(is33 while the throughput obtained
Section 1lI-A. In all the cases, the simulation results werBy a nearby node i8.55. Hence, the Alternative Model not only
within 1.5% of the exact results. We also compared simulatiomproves the performance in terms of overall throughput but
results obtained for the GDP protocol with the disk model aralso provides some degree of fairness.
fading to numerical results presented in [14, Figures 466] f The overall throughput under the GDP protocol with nodes
the special case gfs = pis. Our simulation results were within on 3 rings is presented in Fig. 5(a). The maximum throughput
2% of the results in [14]. As mentioned in sections IlI-B ands obtained fomps = 0.35 andpy = 1. This again demonstrates
IV, once the performance of the simulation model had bedat the Alternative Model outperforms the Standard Model.
verified, we also used it in order to check the accuracy of thairthermore, at this maximum point, the nodes at different
approximation methods. distances are not starvef((l) = 0.350, 5(2) = 0.295, 5(3) =

In the reported simulation results, for each data point tlel54). Fig. 5(b) shows the total throughput of thg nodes
simulation length was 100,000 slots. Since in the disk modat 5. It can be seen that these distant nodes benefit from low
nodes are randomly placed, results presented for that modalues of pis, which reduce the chances of nearby nodes to



Throughput
Throughput

Fig. 6. The throughput ) under the GDCW protocol in a fading-free
environment. The nodes are distributed according to thgsrimodel with
rp=1ro=2n1 =1, al’]dn2 = 5.

Throughput
=

Throughput

"II'"I"O“‘
Lrr%6%

s
W
R

00

1 (b)
s “o. 025 T p Fig. 8. The throughputg) under (a) the GDP protocol and (b) the GDCW

00 i protocol in a fading-free environment. 10 nodes are disteh according to

Fig. 7. The throughputg) under the GDP protocol in a system with fading.the disk model.

The nodes are distributed according to the rings model with= 1,72 =

2,7“3 = 3,77/1 = 1,n2 =3, andn;; =9.

Model. However, as before, under the Standard model, distan

nodes are usually starved. Therefore, the Alternative Mide

preferable. It can be seen that the results obtained foritie d

. . odel are similar to results obtained for the rings modehdée
Up to now we reported analytic results regarding the GD'Ege rings model provides a good approximation, while legdin

protocol. We also evaluated the performance of the GDCIt elf to analytic performance evaluation.

protocol via simulation. Such results are shown in Fig. 6e Th In Eig. 9 we present simulation results for a system with

figure demonstrates that the _throughpufc IS ma)qr_nlzed Wh?anding in which nodes are distributed according to the disk
wr < ws. Namely, the Alternative Model is beneficial for themodel The results are similar to the results for the non-
GDCW protocol as well. '

fading case. Since the fading effect somehow averages the
C. Rings Model with Fading transmission powers, the nearby nodes do not always succeed

We used the approximation method described in Section Wd distant nodes may succeed despite transmissions diynear

to obtain numerical results regarding the performance ef tﬁ'OdeS' Hence, the local optimums are not as strict as in the

GDP protocol in a system with fading in which the nodes aﬂ(gdmﬂ'fre? catse. Moreover, unl(ljlfe mttht?] fagltng-;reg fvla?el
distributed according to the rings model. For example, I¥ig.Is no local optimum corresponding to the standard Viodel.

shows the overall throughput for a system with 3 rings. As
before, the throughput is maximized by large valuegpfind
small values ofps. Once fading is considered, the received The Multipacket Reception capability has the potential to
power of a transmission from a nearby node is not necessasignificantly improve the performance of wireless netwotks
stronger than the power of a transmission from a distant nodleis paper, we focused on the design considerations of MAC
However, this does not significantly change the fact that tisotocols for networks of spatially distributed nodes wstich
Alternative Model still outperforms the Standard Model. capability. It is known that standard backoff mechanisms ca
] lead to unfairness when nodes are spatially distributed. We
D. Disk Model demonstrated that with MPR capability these mechanisms can
We used the simulation model to obtain numerical resultdso lead tasignificant throughput lossTo deal with this effect,
for the case in which nodes are distributed according to the presented and analyzed an alternative backoff mechanism
disk model and there is no fading. Figures 8(a) and 8(lhereby nodes increase their transmission probabilitgr at
show the throughput under the GDP and GDCW protocolfgiled transmission and decrease it after a success. Olysana
In both figures there are two local optimums. One of theshows that in most cases the Alternative Model outperforms
represents the Alternative model and the other the Stand#nd Standard Model in terms of both throughput and fairness.

capture the channel, and high valuespgf which increase the
number of their retransmission attempts.

VII. CONCLUSIONS
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Fig. 9. The throughputg) under (a) the GDP protocol and (b) the GDCW
protocol in a system with fading. 10 nodes are distributezbating to the disk

model. [13]

Hence, new MAC protocols have to be designed for mMPR4
networks and these protocols have to divert from the trawkii
backoff mechanisms. [15]

This work is the first approach towards the design of distrilfl-G]
uted MAC protocols for networks with MPR capability. Hence,
there are still many open problems to deal with. As mentioned
above, since the objective of this work is mainly to provid@7
insight regarding MAC for networks with MPR capability, thezis;
studied protocols do not provide a complete solution. Weridt
to develop more elaborate backoff mechanisms that wilizetil [19]
feedback from the receiver more effectively. These mecmasii
should deal with issues such as power and congestion control
that have been ignored in this work. For example, we inte
to develop distributed mechanism that would tune the values
of the protocol’s parameters (e s, pif, ws, wy). Furthermore, [21]
estimating the number of contenting nodes (e.g. the work of
[24] for the IEEE 802.11 case) is a possible future directigpz]
as it could provide important input to the algorithm. Figall
designing an efficient MPR MAC protocol for a muItihop[ZS]
setting is a challenging open problem.
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