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Abstract

Hidden annotation (HA) is an important research issue in content-based image retrieval (CBIR). We propose to incorporate
long-term relevance feedback (LRF) with HA to increase both efficiency and retrieval accuracy of CBIR systems. The work
contains two parts. (1) Through LRF, a multi-layer semantic representation is built to automatically extract hidden semantic
concepts underlying images. HA with these concepts alleviates the burden of manual annotation and avoids the ambiguity
problem of keyword-based annotation. (2) For each learned concept, semi-supervised learning is incorporated to automatically
select a small number of candidate images for annotators to annotate, which improves efficiency of HA.
� 2005 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Content-based image retrieval(CBIR) has been largely
explored since last decades. In the CBIR context, images
theuserwants share some semantic cue, which is called the
hidden semantic conceptunderlying images. Usually CBIR
systems represent and retrieve images by a set of low-level
visual features, which are not directly correlated with high-
level hidden semantic concepts. Thus the gap between low-
level features and high-level semantic concepts has been
the major difficulty which limits the development of CBIR
systems[1].
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Hidden annotation(HA) is an effective way to bridge this
feature-to-concept gap[2–8], whose aim is to form high-
level semantic attributes for images. Most previous HA
systems map an image into many keywords which directly
reflect its semantic meaning, and combine the keyword
information with low-level features to help retrieval. One
major problem of these approaches is that by far keywords
annotation can only be obtained from manual labeling by
many annotators, and the annotating process is laborious
and expensive, especially for large scale databases. How to
alleviate the burden of manual annotation is an important
issue for efficiency of HA systems. Another problem is that
keywords have ambiguity, either because the richness of
natural language, such as synonyms and polysemy, or be-
cause different users may use different keywords to describe
the same concept. Some works use a thesaurus for annota-
tion [5,7] to overcome the ambiguity problem. Some others
pre-confine a small number of probable keywords for the
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image database[3,6,8] to alleviate both two problems. How-
ever the effectiveness of these approaches is modest. For a
practically unknown database, it is difficult to correctly pre-
confine all possible semantic concepts. The thesaurus may
contain too much redundant information that is not relevant
to the database or the user’s preference, and the cost will
be very high to ask annotators to select appropriate key-
words from a large thesaurus to annotate each image. A
more practical approach is needed, which can both over-
come the ambiguity problem of keywords, and alleviate the
burden of manual annotation by narrowing down the scope
of keywords and the scope of the images for annotation. To
serve these ends, more semantic information about the im-
age database is required.

Relevance feedback(RF) [9] is an effective way to get
semantic information about the image database. Through a
query session, theuserlabels some images to be “relevant”
or “irrelevant” to his query concept, and the system uses
this feedback information to help retrieval. Thelong-term
relevance feedback(LRF) approaches[10–18] memorize
the feedback information from users’ interaction during
previous retrieval sessions, and use the cumulate informa-
tion as semantic experience to help subsequent retrievals.
Intuitively the semantic information we need to improve
the effectiveness of HA can be provided by cumulate in-
formation from LRF learning. Previous LRF approaches
[10–14,16–18]record users’ feedback to help subsequent
retrievals, but not to extract semantic concepts for the im-
age database. The extracted information usually does not
well reflect real-world semantics, and thus can not be di-
rectly used for HA. In Ref.[15] we proposed amulti-layer
semantic representation(MSR) to describe real-world se-
mantics underlying images, and implemented an algorithm
to automatically extract the MSR through LRF. The MSR
can be directly exploited to help HA (see Section 2 for
details).

In this paper, addressing the issue of incorporating LRF
learning with HA to improve the annotation efficiency and
retrieval performance of CBIR systems, our work can be
summarized as the following two aspects:

(1) By real retrieval from different users the content un-
derlying the image database is summarized in the MSR
through LRF learning. Compared with previous LRF ap-
proaches, the major advantage of the MSR is that the
learned concepts reflect real-world semantics by record-
ing the multi-correlation among images and extracting
hidden concepts, which are distributed in multiple se-
mantic layers, for the image database (see Section 2 for
details). These concepts are automatically extracted ac-
cording to images in the database, which more concisely
and more adaptively summarize image content than a
thesaurus or pre-confined keywords. Then the concepts
are provided to annotators to annote, which greatly re-
duces the burden of HA.

(2) For each of the learned concepts in the MSR, the la-
beled images are treated as training data, and a semi-
supervised learning mechanism is incorporated to auto-
matically find a small number of candidate images for
this concept. These images are given to the annotators to
annotate whether they are in this concept or not, and the
annotation results are added into the MSR to improve
the semantic knowledge of the image database.

Compared with previous HA systems, our LRF-assisted HA
system has the following advantages. (1) The learned con-
cepts in the MSR are automatically extracted from users’
retrieval through the LRF process, and the effectiveness of
the MSR in describing the real-world semantics makes it
possible to use long-term learned information to help HA.
(2) Concepts in the MSR are adaptively learned to reflect
the content of the image database. These concepts are more
adaptive to previously unknown databases than pre-confined
keywords. Also, concepts in MSR are much more concise
than a thesaurus. Annotating these concepts instead of the
thesaurus greatly alleviates the burden of HA. Further more,
the learned concepts are not represented by explicit key-
words, but by a set of image samples in the concepts. This
image-based representation avoids the ambiguity problem
of the keyword-based representation. (3) For each learned
concept, a small number of candidate images are automat-
ically selected, and are given to the annotators to anno-
tate. The candidate image set contains moreeffective images
(“relevant” images to the learned concept), and theoutliers
(“irrelevant” ones) are eliminated to improve the efficiency
of HA. (4) The HA process is carried when the system is in
use, and the system evolves with time. As more and more
retrievals are taken by users, the MSR keeps updating, and
the labeled (by system users) and annotated (by annota-
tors) semantic knowledge keeps improving. In summary, the
framework of our system can be explained as follows. The
burden of annotators are shared by system users. However it
actually does not add any extra burden to users, because the
MSR is automatically built through LRF as a byproduct of
the users’ retrieval process. Extensive experiments on 12,000
images show the effectiveness of our proposed method.

The rest of this paper is organized as follows. Section 2
describes the MSR, and implements the LRF algorithm to
build the MSR for the image database. Section 3 proposes
a HA method assisted by the long-term learned MSR with
a semi-supervised learning mechanism. The experimental
results are given in Section 4. We conclude our work in
Section 5.

2. MSR Learning through LRF

In this part, we introduce the previous works on LRF, fol-
lowed by the motivation and detailed techniques of building
the MSR through LRF.
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Fig. 1. An example to illustrate that semantic concepts are determined by a group of images. When(a, b, c) are “relevant” and others
“irrelevant”, the query concept is “orange”; when(a, d, e) are “relevant”, others “irrelevant”, the query concept is “green color fruit”.

2.1. Previous works on LRF

There are two kinds of RF mechanisms. Theshort-term
relevance feedback(SRF) learning can be viewed as a su-
pervised learning process[19,20], and is applied to retrieval
during a single query session. In each feedback round, the
user labels some images as “relevant” or “irrelevant” to the
query concept, and supervises the system to adjust search-
ing in subsequent retrieval rounds. However the learned in-
formation is discarded when this query session ends. The
LRF learning[10–14,16–18]memorizes the feedback infor-
mation from previous users’ interaction during each query
session, and accumulates the information as semantic expe-
riences to help retrieval in subsequent retrievals.

Previous LRF approaches can be classified into three cat-
egories. (1) The bi-correlation approach[17]. The statistical
bi-correlations between image pairs are recorded to calcu-
late semantic similarity between images, which is combined
with low-level similarity to help retrieval. (2) Thelatent se-
mantic indexing(LSI) method[13,14,18]. “Relevant” im-
ages for each query are memorized to form a semantic space,
whose redundancy is reduced by dimensionality reduction
techniques. The semantic features are combined with low-
level features to help retrieval. (3) The clustering approach
[10–12,16]. Images are clustered into several groups, with
each group representing one hidden concept. Information
from image groups is used as prior knowledge to help re-
trieval.

2.2. Our motivation

However, the real-world hidden semantics has two char-
acteristics. (1) A query concept is usually determined by
the multi-correlationsamong a group of images, including
both “relevant” and “irrelevant” ones. For example images
in Fig. 1 come from the semantic category “fruit”. When
(a, b, c) are labeled as “relevant”, and others “irrelevant”,
the query concept is “orange”; when(a, d, e) are labeled
as “relevant”, and others “irrelevant”, the query concept is
“green color fruit”. Representation of the multi-correlations
by statistical bi-correlations, as the bi-correlation approach
does, is usually not precise enough. For example, more users
label that the similarity between (a) and (b) are larger than
that between (b) and (f), but this statistical bi-correlation
information may be not suitable for a particular query ses-
sion asking for “yellow color fruit”, where the similarity

between (b) and (f) should be larger than that between (a)
and (b). (2) The real-world semantics should havemultiple
semantic layers, with one layer corresponding to one kind of
hard partitions of the hidden semantic space. Some concepts
have intrinsicintersections, e.g., images from “green color”
and “orange” can not be hard divided, and should be in
different semantic layers. The clustering approach divides
the semantic space into one kind of hard partitions, which
does not accord with this property.

2.3. MSR learning

We propose a MSR to reflect the real-world semantics,
which has two principles to be built. (1) The MSR should
have multiple semantic layers, one representing one kind
of hard partitions of the semantic space. (2) To provide a
concise form, each semantic layer should contain as many
concepts as possible, and the number of layers should be as
small as possible. Based on these criterions, the relationship
between semantic concepts, and that between semantic con-
cepts and semantic layers, can be defined in the following
subsections. And an algorithm is implemented to automati-
cally learn the MSR through LRF.

2.3.1. Relationship between concepts
Let ci , cj denote two hidden concepts,Ci andCi are the

corresponding “relevant” and “irrelevant” image sets forci
respectively, where imagex ∈ Ci is labeled to be “relevant”
to conceptci , and imagex ∈ Ci is labeled to be “irrelevant”
to ci . So areCj andCj for cj . The relationship ofci and
cj may fall into one of the following cases (Fig.2):

(1) ci is a sub-concept ofcj : Ci ∩Cj �= � andCi ∩Cj =�

andCj ∩ Ci �= �.
(2) ci andcj are different concepts, but they have intersec-

tion: Ci ∩Cj �= � andCi ∩Cj �= � andCj ∩Ci �= �.

(3) ci probably is equal tocj : Ci∩Cj �= � andCi∩Cj=�

andCj ∩ Ci = �.
(4) ci andcj have no relationship:Ci ∩ Cj = �.

Define an indicatorCt(ci , cj ) to describe the relationship
betweenci andcj . For cases (1) and (2),ci andcj belong
to different semantic layers, and we say thatci andcj are
incompatible, andCt(ci , cj ) = 0; for case (3),ci and cj
probably belong to the same layer, and we say that they
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Fig. 2. The relationship betweenci andcj . (a) ci is a subset ofcj ; (b) ci andcj are different concepts, but they have intersection; (c)ci
probably is equal tocj ; (d) ci andcj have no relationship.

arecompatible, andCt(ci , cj ) = 1; for case (4),ci andcj
are also compatible, but they have no relation between each
other, andCt(ci , cj )=−1. ThusCt(ci , cj ) can be concisely
given by

Definition 1. [Ct(ci , cj )]:

Ct(ci , cj )=




−1, Ci ∩ Cj = �,
0, Ci ∩ Cj �= � and

{Ci ∩ Cj �= � or Cj ∩ Ci �= �},
1, Ci ∩ Cj �= � and

Ci ∩ Ci = � andCj ∩ Ci = �.

2.3.2. Relationship between concepts and layers
Assume thatlk is one semantic layer, and there aren

concepts,ck1, . . . , c
k
n, in this layer. Set

nk0 =
∑
ckj∈lk

I (Ct(ci , c
k
j )= 0),

nk1 =
∑
ckj∈lk

I (Ct(ci , c
k
j )= 1), (1)

whereI (A)= 1 if A is true, andI (A)= 0 otherwise.nk0 is
the number of concepts inlk which have intersection with
ci but are different fromci ; n

k
1 is the number of concepts in

lk which may be equal toci . Define an indicatorLt(ci , lk)
to represent the relationship betweenci and lk . If nk0>0,
there exists at least one concept inlk incompatible with
ci , andci belongs to a different layer fromlk , and we say
that ci is incompatiblewith lk , andLt(ci , lk) = 0 (Fig. 3
(a)); otherwise, ifnk1>1, there are at least two concepts in
lk which may be equal toci , and ci is also incompatible
with lk and belongs to another layer different fromlk , and
Lt(ci , lk)=0 (Fig.3 (b)); if nk1=1, ci is equal to the concept

ck
j
, ck
j

∈ lk , which hasCt(ck
j
, ci ) = 1, and we say thatci

is compatiblewith lk andLt(ci , lk)= 1 (Fig. 3 (c)); finally
if nk1 = 0, ci has no relation with all concepts inlk , and

may be a new concept inlk , and thenci is also compatible
with lk andLt(ci , lk) = 1 (Fig. 3 (d)). ThusLt(ci , lk) can
be concisely given by the following definition:

Definition 2. [Lt(ci , lk)]:

Lt(ci , lk)=
{

0, nk0>0 or nk1>1,
1, otherwise.

2.3.3. Algorithm implementation for MSR learning
Assume that we have already learnedN hidden seman-

tic conceptsc1, . . . , cN , which are distributed inM seman-
tic layers l1, . . . , lM . Suppose that in a new query ses-
sion, images inR andIR are labeled to be “relevant” and
“irrelevant”, respectively, by the user.cq denotes the cur-
rent query concept. LetSL andSC denote the layer status
and concept status of the current query concept respectively.
SL andSC determine the relation betweencq and the exist-
ing semantic concepts, and can be learned based on above
relationship definitions throughAlgorithm: Semantic Status
Learning shown inFig. 4. When 1�SL�M,1�SC�N ,
cq is an existing conceptcSC , which is in an existing layer
lSL ; whenSL =M + 1, SC = N + 1, cq is a new concept
in a new layer; when 1�SL�M,SC =N + 1, cq is a new
concept in an existing layer, wherelSL is the lowest layercq
may be in (assume that the MSR is built from low layers to
high layers); and whenSL = 0, SC = 0, the semantic status
of cq can not be determined, because the labeled images in
R andIR are too few.

Then cq is adaptively added into the MSR through
Algorithm: Long-Term MSR Learningshown in Fig. 5.
Each conceptci in the MSR is represented by a quadruple
{Ci ,Ci ,H+,H−}, whereH+ (H−) records the count-
ing number of each imagex ∈ Ci (x ∈ Ci ) being labeled
to be inCi (Ci ). Concepts in the MSR are represented by
“relevant” and “irrelevant” image samples. This avoids the
ambiguity problem of the representation by keywords.
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Fig. 3. Relationship betweenci and lk . (a) nk0>0; (b) nk0 = 0, nk1>1; (c) nk0 = 0, nk1 = 1; (d) nk0 = 0, nk1 = 0.

Fig. 4. Algorithm for semantic status learning.

2.3.4. Post processing
There are two probable situations where a conceptci may

be mistakenly formed. (1) Images belonging to conceptci
have a great diversity in low-level features, and two sub-
sets ofCi are independently extracted asCi1 andCi2 asyn-

chronously (during the query session whereCi1 is formed,
the user carries so few retrieval rounds that images inCi2
are not retrieved at all. Similarly, during the query session
whereCi2 is formed, images inCi1 are not retrieved). When
finally the trueCi is built, it is in another layer.Fig. 6 (a)
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Fig. 5. Algorithm for long-term MSR learning.

gives an example of this case. (2) Some images belonging
to conceptcj are mislabeledby the user to be inCi , and
another conceptci is formed in another layer.Fig. 6 (b)
gives an example of this case. Another probable situation is
that some images are judged to be in or not in a concept by
different users, because of the subjective difference among
different users, and two or more concepts may be formed to
represent the same semantic concept. This situation is con-
sidered to fall into the second mistake. Note that mislabel-
ing and the subjective difference among users are common
problems for all CBIR systems.

Post processing is necessary to alleviate the mistakes and
increase the robustness of our system. Here the concept
merging technique is used to post process the built MSR.
That is, for mistake (1), we mergeCi1 andCi2 into Ci ;
for mistake (2), we mergeCi and Cj and remove their
contradict images.
• Feature contrast similarity between concepts

The feature contrast model(FCM) [21] is a psychologi-
cal similarity measurement, which represents the similarity
between two stimulia, b by

S(A,B)= f (A⊗ B)− �f (A�B)− �f (B�A),

whereA,B are the binary features ofa, b, respectively.
A ⊗ B is the common featurecontained bya and b,
A�B (B�A) is thedistinctive featurecontained bya but

Fig. 6. Two kinds of mistakenly formed concepts. (a)ci1 andci2 represent the same semantic conceptci , but images inCi1 andCi2 are
very different in low-level features. In a query session, user queries for an image inCi1, and images inCi2 are not retrieved at all. Then
conceptci1 is formed. Similarly conceptci2 is formed. When finallyci is formed, it will be in another layer; (b) One image in conceptcj
is mislabeled to be “irrelevant” withcj , andci is formed in a different layer fromcj .

Fig. 7. Algorithm for concept merging.

not b (b but nota). f (·) is a salient function, whose value
increases monotonically when the variable in the bracket
increases.

For a database of sizen, if we treat imagesx1, . . . , xn
as attributes for semantic concepts, then vectorF(Ci ) =
[I (x1 ∈ Ci ), . . . , I (xn ∈ Ci )] and vectorF(Ci )= [I (x1 ∈
Ci ), . . . , I (xn ∈ Ci )] can be viewed as binary semantic
feature vectors for setCi andCi , respectively. With this se-
mantic feature representation, FCM can be used to measure
the similarity betweenci andcj by

S(Ci ,Cj )= f (Ci ⊗ Cj )− �f (Ci�Cj )− �f (Cj�Ci ),

(2)

wheref (Ci ⊗ Cj ) andf (Ci�Cj ) are given by

f (Ci ⊗ Cj )=
F(Ci ) · F(Cj )

min{‖F(Ci )‖2, ‖F(Cj )‖2} ,

f (Ci�Cj )=
F(Ci ) · F(Cj )

min{‖F(Ci )‖2, ‖F(Cj )‖2}
· is the dot product. If � �= �, we emphasize images inci
andcj unequally. In our experiment we simply set�=�=1.
• Concepts merging

When S(Ci ,Cj )> �, Ci and Cj are merged byAlgo-
rithm: Concept Mergingshown inFig. 7. Parameter� can-
not be too small, since in such case some correctly extracted
concepts will be removed. In our system� is statistically set
to be 0.8.

By now, the MSR can be automatically built through long-
term relevance feedback. In fact no extra burden is added to
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system users. As more and more retrievals are carried, the
MSR keeps updating, and more and more semantic concepts
are extracted and more and more images are contained in
the MSR.

3. Hidden annotation with MSR

Since the learned concepts in the MSR reveal real-world
semantics with a set of sample images, the semantic mean-
ings of the concepts can be easily understood by human
beings. Thus it is convenient for an annotator to find which
images in the rest of the image database belong to the con-
cepts, and to associate the images with the concepts (to find
all the “relevant” images for each concept from the rest of
the database). Note that the concepts do not need to be rep-
resented by keyword attributes, and thus can avoid the am-
biguity problem of keyword-based representation. This is
the simplest HA approach assisted by the long-term learned
MSR.

When the number of unlabeled images is very large, it is
still laborious to annotate images for every learned concept.
Ideally, if the system can automatically find all theeffective
images(“relevant” images) for each concept and provide it
to the annotators to annotate, the workload of manual anno-
tation will be greatly reduced. Practically, we can incremen-
tally attain this goal by iterative HA. During each round of
HA, the system automatically finds a relatively small num-
ber of candidate images for each concept, and gives them
to the annotator to annotate. Then the annotation results are
added into the semantic knowledge and another round of
HA is taken. After enough rounds of HA, all the images will
be annotated. Now the problem turns into how to reduce the
number of HA rounds, and how to increase the annotation
efficiency in each HA round.

In our system more information from the LRF-learned
MSR can be exploited to help HA. Within each semantic
layer of the MSR, the image database can be hard divided
into several clusters, with each cluster representing one
hidden semantic concept. Assume that in semantic layer
lk , the whole databaseX consists of two parts, the la-
beled data setXL = {xL1 , . . . , xLM }, and the unlabeled data

set XU = {xU1 , . . . , xUN }. The label ofxL
i

is yL
i

, where

yL
i

∈ {1, . . . , p}, and p is the number of extracted hid-
den concepts inlk . Our goal is to predict the class label
yU
j

of each unlabeled imagexU
j

, and select the candi-
date “relevant” images for this concept for the annotator
to annotate. This is a typical multi-label classification
problem.

3.1. The semi-supervised learning scheme

For each conceptci ∈ lk , we have “relevant” setCi
and “irrelevant” setCi . The most intuitive approach is the
typical supervised learning approach, where we useCi and

Ci to train a classifier and classifyXU to get class hypoth-
esisyU

j
. Another approach is the semi-supervised approach,

which uses the labeledXL, together with the assumption
of consistency (nearby points are likely to have the same
label, and points on the same structure are likely to have
the same label), to learn a classifier which is sufficiently
smooth with respect to the intrinsic structure revealed
by known labeled and unlabeled data. Since the labeled
data usually has a small part of the whole database, and
might be unrepresentative, the semi-supervised learning
approach, which can incorporate information fromXU , is
preferred.

There are three requirements for our semi-supervised clas-
sification problem. (1) Images in different semantic concepts
may cluster in different feature subspaces, a feature selec-
tion process is needed to find the representative feature set
for each concept. In the representative feature subspace, im-
ages in a concept cluster more tightly than in the original
feature space, and the consistency assumption for the semi-
supervised learning will be more reasonable. (2) There may
be many images not belonging to any of the learned con-
cepts, which areoutliersof existing concepts. These outliers
may belong to the concepts not extracted yet, and should be
removed before the process of semi-supervised label pre-
diction. (3) The labeled information from users’ feedback is
precious, and should be fully exploited. Thus in this multi-
label classification problem, one-to-many classification is
preferred rather than one-to-one classification, because both
the “relevant” and the “irrelevant” information is used in the
former mode. In summary the entire semi-supervised learn-
ing has three parts: representative feature selection, removal
of outliers, and semi-supervised label propagation in one-
to-many form.

3.2. Representative feature selection

Assume that an image in the database is represented by
x = [x(1), . . . , x(d)], and Fd = {f1, . . . , fd } is the d-
dimensional feature set of the database. For existing concept
ci , the “relevant” setCi={x+

1 , . . . , x
+
m} and “irrelevant” set

Ci = {x−
1 , . . . , x

−
n } are treated as training data, and thefor-

ward sequential feature selection(FFS) method[22] is used
to find the representative feature subsetFdi for ci , through
Algorithm: Representative Feature Selectionshown in
Fig. 8. The algorithm can be described as follows. Assume
that we have already selectedk feature axes, andk classifiers
have been constructed along each feature axis, respectively.
Among all the remaining candidate feature axes, thek+1th
optimal feature axis is the one, along which a new classi-
fier can be constructed, and the combined classifier by the
new classifier and the formerk classifiers has the smallest
training error. Specifically, theK-nearest neighbor(KNN)
classifier is adopted as the feature selection classifier. We
empirically set MINERR= 0.01 and MAXDIM = 50.
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Fig. 8. Algorithm for representative feature selection.

3.3. Removal of outliers

Within each semantic layerlk , for each semantic con-
ceptci in lk , we can train a KNN classifier KNNi based on
the projected training set in the representative feature space.
Then all the remaining images are classified by KNNi . Im-
ages which are classified to be “relevant” by each KNNi are
added into a big candidate image pool�. Images outside
of this image pool is considered to be outliers, i.e. images
impossibly belonging to any of the existing hidden concepts
in this layer. Outliers are not provided to annotators, which
avoids the waste on false annotation. Note that removal of
the outliers may cause the problem of false rejection, i.e.
some images belonging toci may be falsely removed. This
problem can be alleviated by iteratively carrying HA. Elim-
ination of outliers can improve the efficiency in each round
of HA.

3.4. Semi-supervised label propagation

In order to exploit both the “relevant” and “irrelevant”
labeled information, for each concept, the semi-supervised
label propagation algorithm is adopted to propagate the
label of the labeled images to the candidate unlabeled
images.

Within a semantic layerlk , suppose that there are totally
p extracted concepts inlk . Inside the candidate image pool
�, with the consistency assumption, the label of an image

xi can be predicted by the labels of its neighbors as

yi = 1

nei

∑
j �=i

wij yj , (3)

wherewij is the weight of each neighborxj of xi , which
is proportional to the similarity betweenxi and xj ; nei
is the number of neighbors forxi . In the process of label
propagation, each point should receive the information from
the labels of its neighbors, and adopt the information from
the initial label of itself. Assume that after label propagation,
QL = [qL1 , . . . , qLM ] denote the predicted labels of labeled

dataXL = [xL1 , . . . , xLM ], andQU = [qU1 , . . . , qUN ] denote

the predicted labels of unlabeled dataXU = [xU1 , . . . , xUN ].
Independently, label propagation is carried for each concept.
For cl , y

L
i

= 1 (yU
j

= 1), if yL
i

∈ Cl (yU
j

∈ Cl), and

yL
i

= 0 (yU
j

= 0) otherwise. With the constrain that the
labeled data retain their labels after the process, and that
for unlabeled data nearby points (in the sense of low-level
similarity) have similar labels, an energy function can be
given for optimization:

E(YU )=
M∑
i=1

(yLi − qLi )
2 +

N∑
i,j=1

wij (q
U
i − qUj )

2. (4)

An effective optimization algorithm is given in Ref.[23] to
minimize this energy function. Let(M + N) × (M + N)
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Fig. 9. CandidateVi for conceptci (i = 1, . . . ,4) in lk after semi-supervised learning.

matrix W = {wij } denote the similarity matrix of set�,
where the entrywij is the similarity betweenxi andxj :

wij = exp


−

di∑
k=1

[xi(k)− xj (k)]2
�2


 , (5)

where� is half of the minimal distance between images in
the positive sample set and images in the negative sample
set. Split the weight matrixW into the following 4 blocks:

W =
[
WLL WLU

WUL WUU

]
, (6)

the optimum solution of Eq. (4) is given by

QU = (TUU −WUU )
−1WULQL,

QL = YL, (7)

whereT=diag{tii} is a diagonal matrix, withtii =
∑
j wij .

Images withqU
i
> � in � are selected as the candidate

images forci , denoted byVi . In our experiment we simply
set� = 0.5. After semi-supervised learning, every semantic
concept propagates its influence into the unlabeled images,
and obtains a set of candidate images.Fig. 9gives an exam-
ple for the candidate images of concepts in layerlk . When
the annotator wants to annotate images for conceptci , the
candidateVi is provided to him to annotate. Usually the
number of the candidate images is much smaller than the
whole size ofXU .

4. Experiments

The entire framework of our CBIR system is described
in Fig. 10. The system consists of two parts. The part in
the red dotted pane (the top part) is the retrieval process
within a query session, with long-term MSR learning. The
detailed techniques of this part, including the details of the
SRF learner and the details of incorporating the SRF learner
with the LRF learner, can be found in Ref.[15], which are
not verbosely discussed here. The part in the green dashed
pane (the bottom part) is the LRF-assisted HA process. In
real retrieval, the automatically selected candidate images
are provided to the annotator to annotate, and the annotated

information are added into the learned MSR throughAlgo-
rithm: Long-Term MSR Learningshown inFig. 5.

The interface of our system is given inFig. 11. The left
column provides images for the user to query, which are
randomly selected from the database. The user can select one
as the query image to start a query session. The right main
part shows the retrieval result, ordered by the “relevant”
degree of images to the query concept. The bottom row gives
the images for the user to label.

In the experiment, the image database has 12,000 real
world images from the Corel CDs and the Internet, which
come from 120 semantic categories, 100 images for each
category. The low-level features used are 128-dimensional
color coherence in HSV space, 9-dimensional color moment
in LUV space, 10-dimensional coarseness vector, and 8-
dimensional directionality. Totally 2000 queries are taken to
build the MSR and evaluate the algorithms, which consist
of two parts. (1) To evaluate the retrieval accuracy, we take
1000 rounds of simulated retrieval based on ground-truth
categories to build theinitial MSRand test the whole system.
(2) To evaluate the effectiveness of the proposed method in
processing real-world hidden semantics, we ask 10 different
users to carry totally 1000 queries to construct thefinal MSR
based on the initial MSR. The users have no special training,
but are only told to do retrieval without changing the query
concept during one query session.

4.1. The built MSR

Since the learned concepts in the MSR reveal real-world
semantics, the semantic meanings of the concepts can be
very easily understood by human. Thus we can add name
to each concept after experiments, such as “eagle”, for the
sake of easy expression. Representing concepts in the MSR
by post-added names, the major structure of the final MSR,
which is learned after totally 2000 rounds of simulated and
real retrievals, is given inFig. 12. The figure shows that the
final MSR contains 157 concepts in four semantic layers,
and has many real-world concepts which are not included
in ground-truth semantics. Also, the figure indicates that our
proposal can be viewed as a content summarization tool for
image databases, and the extracted MSR can be used as the
basic content indexes for images. When more images are
added into the database, they can be treated as the images
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Fig. 10. The entire framework of our CBIR system. The part in the red dotted pane (the top part) is the retrieval process of a query session,
with the assistance of MSR long-term information; the part in the green dashed pane (the bottom part) is the HA process assisted by the
LRF information.

Fig. 11. The retrieval interface of our system. The user can select one of the images in the left column to start a query, and can click the
button “More Images” to get more candidate images. The right main part of the interface gives the retrieval result, and the user can click
“–>” and “<–” to browse more results. Also the user can click the images in the bottom row to do feedback.

which are never labeled, and the already learned MSR is
also scalable to new added data.

4.2. Precision evaluation

The effectiveness of HA assisted by LRF-learned MSR is
evaluated by the ground-truth semantics in the initial MSR
built after the first 1000 simulated queries. In original HA,
the annotator randomly selects images to annotate, and the

efficiency of annotation can be measured by thePrecision:

Precision= relevant image number inXU
|XU | .

Our system can automatically select candidate images for the
annotator to annotate, and can achieve far better efficiency
measured by

Precision= the number of “ relevant” images inVi

|Vi | .
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Fig. 12. The MSR built after 2000 rounds of simulated and real retrievals.

That is, for original HA,Vi =XU . For each of the ground-
truth concepts, we calculate the precision for the first round
of HA in our proposal and the random annotation approach,
and the average results for these two methods are given in
Fig. 13. The figure shows that our system outperforms the
random approach significantly. When more and more query
sessions are taken, more and more images are labeled, and
the Precision of our proposal decreases. This is reasonable
because the process to assist HA is expected to be effective
when the labeled images have a small part of the database.As
for the cases where most images are annotated sufficiently,
our approach will be close to the original HA method. Since
practically the image database is usually very large, and
the labeled images are very few, the advantage of the LRF-
assisted HA approach can be expected.

4.3. Comparison with other algorithms

In this part, we use the ground-truth semantics in ini-
tial MSR to evaluate the effectiveness of our proposal in

bridging the feature-to-concept gap in query-by-example re-
trieval. Two sets of comparisons are given: the comparison
between our proposal with one round of HA and the tradi-
tional CBIR mechanism (only using LRF learning); and the
comparison between our proposal with one round of HA
and other two state-of-the-art LRF methods—He’s approach
[13] (the LSI approach) and Han’s approach[12] (the clus-
tering approach). For fair comparison, all the algorithms use
the same SRF learner—the SVMActive learner[20], which
almost has the best performance compared with other SRF
learners. The performance measurement is the top-k preci-
sion:

P|Pt |=k = the number of “ relevant” images inPt

|Pt | ,

wherePt is images returned to the user as the retrieval
result in thetth feedback round. We randomly select 10
images from each semantic category for querying, and to-
tally carry 1200 independent queries to calculate the aver-
age precision. The query images are the same for different
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Fig. 13. Precision of the first round of HA, in our method, and in random annotation.

algorithms. In each query session, five rounds of feedback
are taken.
• Comparison with SRF learning

The averageP20 of our proposal and that of the
SVMActive algorithm with different cumulate experiences
(from 100 to 1000 query sessions) are given inFig. 14,
where the results for SVMActive correspond to the points
for zero query sessions accumulation. The figure shows that
our system can improve the retrieval performance consis-
tently and significantly from the second round of retrieval.
For example, the improvement ofP20 after 1000 query
sessions in round five is 50.58%. As more and more query
sessions are carried, the advantage of our method is more
and more obvious.
• Comparison with other LRF algorithms

Fig. 15 gives the averageP20 of our algorithm and the
other two LRF algorithms with different cumulate experi-
ences (after 100, 300, 500 and 1000 query sessions’ learn-
ing). The SVD semantic space of He’s method[13] has a di-
mensionality of 60, and the important weightw for semantic
similarity in Han’s method[12] is 0.7. The figure shows that
our LRF-assisted HA system outperforms the other two LRF
methods, consistently from the first feedback round. For ex-
ample the precision improvements for feedback round five
after 1000 queries are 18.67% and 14.72% compared with
He’s approach and Han’s approach respectively. As for He’s
method and Han’s method, when more query sessions are
carried, the latter one obviously has more advantages. The
phenomena of this experiment can be explained as follows.
As discussed in Section 2.1, He’s method does not explicitly
extract meaningful semantic concepts from the recorded se-
mantic information, while Han’s method and our long-term
MSR learning approach both try to learn semantic concepts

further, which could be expected to have better performance.
On another aspect, Han’s approach does not exploit precise
multi-correlation among images, and the extracted semantic
clusters usually inaccurately describe real-world concepts.
Since our method reveals real-world semantics, the advan-
tage can also be expected.

4.4. Evaluation of semi-supervised learning

We evaluate the effectiveness of the semi-supervised
learning algorithm in selecting candidate images for la-
beling. We compare the candidate images selected by our
proposal with those selected by the supervised SVM clas-
sifier, which has better performance for our small sample
learning problem than most other supervised classifiers.
The performance measurements are the precision and the
recall: for conceptci

precision= the number of “ relevant” images inVi

|Vi | ,

recall= the number of “ relevant” images inVi

the number of “ relevant” images inXU
.

Fig. 16 gives the average precision and recall in the first
round of HA with different cumulate experiences (from 100
to 500 query sessions) of our method and those of the su-
pervised SVM classifier. The SVM classifier directly uses
the labeled images as training set to construct the classifier
to predict the class label of unlabeled images, and selects
the “relevant” predicted ones as candidate images. The fig-
ure shows that our semi-supervised learning mechanism out-
performs the SVM classifier consistently in both precision
and recall, and provides more effective images. The result
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is consistent with our discussion in Section 3. Our semi-
supervised learning uses the structure information provided
by the unlabeled data, while the SVM classifier does not,
and good performance of our approach can be expected.

5. Conclusion

In this paper we address the issue of effective HA for im-
age retrieval. Through the LRF learning process, users’ feed-
back information is exploit to extract the MSR for the image

database, which reflects the real-world semantics underly-
ing images. The MSR confines a set of semantic concepts,
which are adaptively extracted and are related to the im-
age database. These concepts are provided to the annotators
for annotation instead of the thesaurus and the pre-confined
keywords, which both alleviates the burden of manual an-
notation and increases the adaptivity of our HA system to
previously unknown databases. Further more, the concepts
are represented by image samples, which avoids the am-
biguity problem of the keyword-based representation. For
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Fig. 16. Comparison of our method and the supervised SVM clas-
sifier.

each learned concept, a semi-supervised learning mecha-
nism is adopted to automatically select a relatively small
number of candidate images for the annotator to annotate,
which increases the efficiency of HA. The proposed CBIR
system seamlessly combines LRF with the HA mechanism
to both alleviate the burden of manual annotation and bridge
the gap between high-level semantic concepts and low-level
features, and thus improve the retrieval performance.

Based on the MSR, more information can be extracted
to reveal the relationship between images and the concepts
they belong to, and to find the mapping between low-level
features and high-level semantic concepts. For example, of-
fline feature extraction and feature selection can be car-
ried. More work will be done on these issues. Moreover,
since currently our approach is data driven (it is effective
for labeling images in a given database), it will be interest-
ing to explore the ability to generalize from these labels in
the future.
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