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Abstract

Wireless sensor networks (WSNs) have attracted a great deal of research interest during the last few years, with potential 
applications making them ideal for the development of the envisioned world of ubiquitous and pervasive computing. 
Energy and computational effi ciency constraints are the main key issues when dealing with this type of network. The 
main research effort has been channeled towards routing and distributed processing, in order to achieve better quality 
of service (QoS) provisions, lower interference, and a lower power-consumption rate while data dissemination is carried 
out. The embedment of smart antennas on wireless-sensor nodes is proposed herein as an alternative and novel 
approach at the physical layer, with the potential for relieving traditional challenges faced by current wireless-sensor-
network architectures. Studying the behavior of wireless sensor networks consisting of different types of antennas 
(omnidirectional or adaptive directional) yielded unexpectedly favorable results that improved the operation of networking 
systems of this type. In the test cases presented herein, the incorporation of smart antennas resulted in approximate 
improvements in the quality of service by 20%, the effi ciency by 50%, the percentage of active nodes by 20%, and the 
energy consumption by 50%, depending on the simulation setup. 
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1. Introduction
 

Wireless sensor networks (WSNs) are a class of distrib-
uted computing and communication systems that are 

an integral part of the physical space they inhabit [1]. This type 
of network is characterized by nodes with a low profi le, hav-
ing limited computational power and sparse energy resources, 
which have the ability to collaborate with each other, and to 
sense, reason, and react to the world that surrounds them. 
Recent advances in this fi eld have enabled the development 
of wireless sensor networks, the functionality of which rely 
on the collaborative effort of a large number of tiny, low-cost, 
low-power, multi-functional sensor nodes that are able to 
communicate un-tethered over short distances [2, 3]. More-
over, engineering or predetermining the positions of the nodes 
is not necessary. This allows random deployment in hostile 
environments or disaster-relief operations, a unique feature 
that accounts for rendering these network types an integral 
part of modern life. Smart environments represent the next 

evolutionary development step in the automation of building, 
utility, industrial, home, shipboard, and transportation systems 
[4]. This bridge to the physical world has enabled a growing 
bouquet of added-value services, ranging from health to mili-
tary and security, such as target tracking, environmental con-
trol, habitat monitoring, source detection and localization, 
vehicular and traffi c monitoring, health monitoring, building 
and industrial monitoring, etc. [5, 6].

 On the other hand, wireless sensor networks display cer-
tain undesirable or hard-to-deal-with features. These include 
power limitations, frequently changed topology, broadcast 
communication, susceptibility to failure, and low memory, 
while their architecture calls for protocols and algorithms with 
self-organizing capabilities [2]. In most cases, a wireless sen-
sor network will be composed of a large number of densely 
deployed sensor nodes. Neighboring nodes might be very 
close to one another, resulting in high interference and power-
consumption levels. Furthermore, one of the most important 

constraints of sensor nodes stems from their limited – gener-
ally, irreplaceable – power sources. Therefore, while tradi-
tional networks aim at achieving high quality of service (QoS) 
provisions, wireless-sensor-network protocols must focus pri-
marily on power conservation. Tradeoff mechanisms seem 
necessary to increase reliability at the cost of lower throughput 
or higher latency. An essential design issue is related to the 
investigation of system parameters, such as network size and 
node density, with regards to system metrics including spatial 
coverage, throughput, latency, network lifetime, energy effi -
ciency, and reliability, and how these affect the tradeoffs pre-
viously mentioned.

 These issues have been engaged in the literature, with 
most approaches having focused on routing optimization and 
protocol design. Many researchers have developed schemes that 
fulfi ll the requirements described above, proposing proto cols 
and algorithms for wireless sensor networks. Quality of service 
can be measured in terms of energy effi ciency, or the optimum 
number of sensors sending information at any given time [7, 
8]. In the latter case, quality-of-service control mechanisms, 
built on the Gur Game Paradigm, have been put forward to 
adjust quality-of-service resolution, thus extending network 
lifetime and managing energy depletion. Later, J. Frolik [9] 
extended the Gur game approach, and, additionally, illustrated 
a second method providing quality-of-service feed back through 
packet acknowledgments. Apart from the intro duction of new 
MAC-layer protocols (QUality-of-service-spe cifi c Information 
REtrieval (QUIRE)) [10], Z-MAC [11], i-GAME [12]), and 
network-layer protocols, e.g., MMSPEED [13], cross-layer 
design [14] is a novel approach that has lately come under close 
scrutiny.

 Minimizing node interference is undoubtedly one of the 
main challenges in wireless sensor networks. High interfer-
ence increases the packet-collision probability, which, in turn, 
affects effi ciency and energy consumption. Early approaches 
focused on reducing the node degree [15, 16]. Topology con-
trol mechanisms inspired by graph theory have been devel oped 
to conserve energy in wireless sensor networks without being 
able to explicitly guarantee low interference. Some examples 
include the work of Burkhart et al., using a mini mum spanning 
tree (MST) [17]; the highway model, proposed by Rickenbach 
et al. [18]; and the “Minimizing Interference in Sensor Network 
(MI-S)” algorithm introduced by A. K. Sharma et al. [19]. 
In addition, Jang [20] drew inspiration from graph theory to 
propose geometric algorithms, reducing interference based on 
the conversion of network problems to geometry problems. 
Last, J. Tang et al. [21] studied multi-channel assignments to 
achieve interference-aware topology control in wireless mesh 
networks.

 On the other hand, smart antennas have been extensively 
used in the literature of more conventional communications 
systems, and their usage is likely to expand more, due to their 
proven benefi cial impact in wireless communications per-
formance [22]. Smart antennas have been suggested in order 
to satisfy the demand for spontaneously high data rates to 
certain users, while maintaining a high level of quality of ser-
vice for conventional users [23]. They have been also used in 

order to mitigate interference and delay spread, increase sys-
tem capacity and spectral effi ciency, combat multipath fading, 
address the near-far effect, and increase cell coverage [24, 25]. 
Furthermore, they have been suggested for radiation-pattern 
diversity, space-division multiple access, direction-of-arrival 
estimation and localization, etc. [26-28].

 Herein, it is proposed that wireless-sensor-network nodes 
be equipped with smart antennas. It is also proposed that cer-
tain slight changes be implemented in the node-selection and 
routing processes, in order to address the inherent drawbacks 
of such networks with an effi cient tool, only this time in the 
physical layer. Our aim is to analyze a novel technique for 
overcoming the limitations arising from sensor nodes. We 
also attempt an investigation into pertaining design constraints 
promoting the use of certain tools to attain our main objec tives. 
The emergence of adaptive systems, such as smart antennas, 
can boost the performance of wireless sensor net works aimed 
at satisfying the growing demand for robust infrastructures. To 
the best of our knowledge, the incorpora tion of smart antennas 
in wireless-sensor-network nodes – either as-is or together 
with node selection and routing modifi  cations – has not been 
reported in the literature.

 The remainder of this paper is organized as follows. In 
Section 2, the simulated wireless-sensor-network model is 
established, with the network setup, its operating modes, and 
the basic transmission mechanism. Section 3 demonstrates the 
improved network performance evaluated in terms of quality 
of service, effi ciency, and node activity. Section 4 considers 
energy consumption associated with the studied modes. Sec-
tion 5 offers a performance comparison among smart-antenna 
modes with an increased number of beams (Section 5.1), or 
among wireless sensor networks with mixed smart and omni-
directional nodes (Section 5.2). Finally, Section 6 concludes the 
paper.

2. WSN Model and Formulation

 This section provides an overview of the proposed 
approach and the general framework upon which the simula tion 
is based, along with the principal assumptions associated with 
our modeling. Furthermore, the basic mechanisms that defi ne 
the network operation are introduced. Hereinafter, it is assumed 
that the operating-frequency band of the presented wireless 
sensor networks is the 2.4 GHz ISM band, complying with the 
802.15.4 IEEE standard.

2.1 Network Setup

 Smart antennas can substitute for omnidirectional anten-
nas at wireless-sensor-network nodes. This is because they can 
transmit within the total coverage area of an omnidirectional 
antenna, yet with a directional gain that depends on the beam 
activated at each time slot. This means that the relative angular 
position of the pair of source and destination nodes will 
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that accounts for rendering these network types an integral 
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built on the Gur Game Paradigm, have been put forward to 
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trol mechanisms inspired by graph theory have been devel oped 
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achieve interference-aware topology control in wireless mesh 
networks.

 On the other hand, smart antennas have been extensively 
used in the literature of more conventional communications 
systems, and their usage is likely to expand more, due to their 
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order to mitigate interference and delay spread, increase sys-
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address the near-far effect, and increase cell coverage [24, 25]. 
Furthermore, they have been suggested for radiation-pattern 
diversity, space-division multiple access, direction-of-arrival 
estimation and localization, etc. [26-28].

 Herein, it is proposed that wireless-sensor-network nodes 
be equipped with smart antennas. It is also proposed that cer-
tain slight changes be implemented in the node-selection and 
routing processes, in order to address the inherent drawbacks 
of such networks with an effi cient tool, only this time in the 
physical layer. Our aim is to analyze a novel technique for 
overcoming the limitations arising from sensor nodes. We 
also attempt an investigation into pertaining design constraints 
promoting the use of certain tools to attain our main objec tives. 
The emergence of adaptive systems, such as smart antennas, 
can boost the performance of wireless sensor net works aimed 
at satisfying the growing demand for robust infrastructures. To 
the best of our knowledge, the incorpora tion of smart antennas 
in wireless-sensor-network nodes – either as-is or together 
with node selection and routing modifi  cations – has not been 
reported in the literature.

 The remainder of this paper is organized as follows. In 
Section 2, the simulated wireless-sensor-network model is 
established, with the network setup, its operating modes, and 
the basic transmission mechanism. Section 3 demonstrates the 
improved network performance evaluated in terms of quality 
of service, effi ciency, and node activity. Section 4 considers 
energy consumption associated with the studied modes. Sec-
tion 5 offers a performance comparison among smart-antenna 
modes with an increased number of beams (Section 5.1), or 
among wireless sensor networks with mixed smart and omni-
directional nodes (Section 5.2). Finally, Section 6 concludes the 
paper.

2. WSN Model and Formulation

 This section provides an overview of the proposed 
approach and the general framework upon which the simula tion 
is based, along with the principal assumptions associated with 
our modeling. Furthermore, the basic mechanisms that defi ne 
the network operation are introduced. Hereinafter, it is assumed 
that the operating-frequency band of the presented wireless 
sensor networks is the 2.4 GHz ISM band, complying with the 
802.15.4 IEEE standard.

2.1 Network Setup

 Smart antennas can substitute for omnidirectional anten-
nas at wireless-sensor-network nodes. This is because they can 
transmit within the total coverage area of an omnidirectional 
antenna, yet with a directional gain that depends on the beam 
activated at each time slot. This means that the relative angular 
position of the pair of source and destination nodes will 
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determine the beam that will be activated for each node, serv ing 
for either transmission or reception. This way, a well-defi ned 
area with locally specifi ed bounds is considered busy for each 
ongoing transmission, and every node within this range is 
rendered incapable of transmitting data. In other words, the 
utilization of beams can actually reduce the inter ference, and 
limit the collision area to narrower sectors instead of full discs 
of the same radii, as in the case of omnidirectional antennas. 
However, the gain will differ with angle, since it will generally 
depend on the actual angle between source-des tination nodes.

 Different network topologies are examined in this work. 
Each one is characterized by a different node density, node-
deployment mode, and, essentially, the way nodes are linked. 
The latter is refl ected in the adjacency matrix, which is essen-
tially a record of the various node pairs within the network that 
are within communication range of each other. The adja cency 
matrix is generated as follows. For each pair of nodes, e.g., 1n  
and 2n , we compute the receiving power of the sec ond node (

2n ) with the fi rst node considered to be the transmit ting node. 
The receiving power is herein calculated by the Friis equation:

 
2

1 2=
4rec t

G GP P
L d

λ
π

 
 
 

,   (1)

where recP  represents the received power, tP  represents the 
transmitted power, 1G  represents the transmission gain of node 

1n , 2G  represents the receiving gain of node 2n , L  represents 
the propagation losses, λ  represents the wave length, and d  
represents the distance between 1n  and 2n .

 At the receiver’s side, a power threshold determines 
whether it can successfully accept the transmitted signal, i.e., 
whether >rec rthresP P . In this case, a directional link pointing 
from 1n  to 2n  is added in the adjacency matrix, denoted by a 
one at the element [ ]1 2,n n . Otherwise, there is no direct con-
nection from 1n  to 2n , and this element of the adjacency matrix 
has a zero value.

 Upon network-simulation setup, we need to specify the 
value of the maximum gain of each beam with respect to the 
omnidirectional gain, so that the networks generated are com-
parable in terms of link density. We thus assume that the gain of 
omnidirectional antennas equals 3 dB, which is a popular gain 
for commercial ISM antennas. The maximum value of each of 
the beams is approximately doubled, which is a rea sonable 
assumption for an array of four commercial elements [29-31]. 
This means that 0.3= 2 10 = 4iG × , or, equivalently, 6 dB. This 
serves to maintain a 3 dB gain that is close to the gain of the 
omnidirectional antennas, thus achieving similar connectivity 
patterns throughout the network. The radiation pattern of each 
node is shown in Figure 1.

2.2 Network Operating Modes

 In this section, we compare the different modes in which 
networks operate. First, we deploy a number of nodes, e.g., 

= 25N , within a deployment area of size 50 × 50 2m , and 
build the adjacency matrices for each operating mode (nodes 
are uniformly distributed in the deployment region). We assume 
that the area is free of impediments, with propagation losses of 
6 dB. The frequency is set to 2.4 GHz, the transmis sion rate is 

Figure 1a. The radiation patterns of an omnidirectional 
antenna.

Figure 1b. The radiation pattern of a four-beam smart 
antenna.

1 Mbps, while the receiver’s sensitivity approxi mates 100−
dBm. In addition, we need to adjust the number of time slots, 
which will enable us to evaluate the performance of each 
network type based on the same merit. It should be noted herein 
that carrier-sense multiple access with collision avoid ance 
(CSMA-CA) is assumed for the presented wireless sen sor 
networks; hence, a node cannot transmit/receive to/from more 
than one node at the same time.

2.2.1 Omnidirectional Antennas 
Operating Mode

 In this mode, nodes are devices equipped with omnidirec-
tional antennas. In this mode, the gain of the trans mitter and 
receiver are equal to each other, i.e., 1 2=G G : thus, every link 
becomes reciprocal.

2.2.2 Smart Antennas Operating Mode

 In this mode, nodes are equipped with smart antennas. In 
this mode, 1 2G G≠ . In order to compute Equation (1), we need 
to fi nd the angle between 1n  and 2n . For this angle, we next 
fi nd the beam that is going to be activated for each node when 

1n  is the transmitter and 2n  is the receiver, so as to com pute the 
transmitting and the receiving gains, accordingly. Lastly, we 
examine whether the receiving power is above or below the 
threshold (the receiver’s sensitivity), and we either add a link in 
the adjacency matrix or we do not.

 The main difference between these two modes lies in the 
confi guration of the collision areas, i.e., the sectors occupied by 
active transmissions. A model for calculating these areas will be 
provided later herein (Section 2.6).

 Figure 2 shows the way nodes interfere with each other 
and form coverage areas while attempting transmission. In 
Figure 1, the common coverage area is defi ned as the inter-
section of the discs, while their union defi nes the blockage area, 
in which every other node is unable to transmit. Figure 2 shows 
the total coverage area during an ongoing transmission between 
nodes 1n  and 2n  when they use smart antennas, and, 
consequently, only one of the four beams is activated. It 
becomes clear that total interference is signifi cantly reduced, a 
smaller number of nodes are blocked, and more free space 
becomes available for the nodes remaining inactive in the 
network. Figure 1 shows a different example, where node 1n  
does not transmit towards 2n , but instead node 1n  exchanges 
information with another node within the sector covered by its 
activated beam (steered towards the left). Although these two 
nodes are able to communicate with each other, they do not 
block each other when communicating with other nodes: this 
would not be the case for the omnidirectional-antennas mode. 
In Figure 1, 2n  remains always within the range of 1n , and is 
thus excluded from transmitting on the condition that 1n  is 
currently sending data to a third node.

2.3 Simulation Algorithm

 Apart from the way nodes get connected in the network, 
we need to clarify how the procedure takes place. Conse quently, 
at each time slot:

1. For every single node, packet generation follows the 
Poisson distribution, with parameter λ . Pack ets 

Figure 2. The interference between active nodes: (a) omni-
directional mode; (b) four-beam smart antennas, with the 
nodes communicating with each other; (c) four-beam smart 
antennas with non-interfering nodes.
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Figure 1, the common coverage area is defi ned as the inter-
section of the discs, while their union defi nes the blockage area, 
in which every other node is unable to transmit. Figure 2 shows 
the total coverage area during an ongoing transmission between 
nodes 1n  and 2n  when they use smart antennas, and, 
consequently, only one of the four beams is activated. It 
becomes clear that total interference is signifi cantly reduced, a 
smaller number of nodes are blocked, and more free space 
becomes available for the nodes remaining inactive in the 
network. Figure 1 shows a different example, where node 1n  
does not transmit towards 2n , but instead node 1n  exchanges 
information with another node within the sector covered by its 
activated beam (steered towards the left). Although these two 
nodes are able to communicate with each other, they do not 
block each other when communicating with other nodes: this 
would not be the case for the omnidirectional-antennas mode. 
In Figure 1, 2n  remains always within the range of 1n , and is 
thus excluded from transmitting on the condition that 1n  is 
currently sending data to a third node.

2.3 Simulation Algorithm

 Apart from the way nodes get connected in the network, 
we need to clarify how the procedure takes place. Conse quently, 
at each time slot:

1. For every single node, packet generation follows the 
Poisson distribution, with parameter λ . Pack ets 

Figure 2. The interference between active nodes: (a) omni-
directional mode; (b) four-beam smart antennas, with the 
nodes communicating with each other; (c) four-beam smart 
antennas with non-interfering nodes.
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with the same identity number (id) comprise the 
same message, which has a unique destination, 
source, transmission time, and success fi eld (updated 
only if the packet reaches its fi nal desti nation within 
the simulation time). It is worth not ing that a 
message might contain more than one packet, as it 
represents the total amount of infor mation generated 
at the source aimed at being delivered to the desired 
destination.

2. Each node that has data to send senses the wireless 
medium, and attempts transmission in the case 
where it is not blocked by another transmission. No 
priority scheme is set and transmitting nodes are 
selected randomly, as in a realistic case where nodes 
are not centrally controlled when trying to sense the 
medium and initiate transmission.

3. The queues at each node operate on a fi rst-in fi rst-out 
order. The fi rst packet in the queue is picked, and, 
after determining its destination, the shortest path 
is computed according to Dijkstra’s algorithm [34]. 
For this particular path, if the next-hop node is busy, 
the packet stays in the current node’s queue until it 
can be retransmitted; otherwise, it is transmitted to 
the next node and is removed from the current node’s 
queue. The average number of hops (average path 
length) and the total time from source to destination 
can provide a rough estimate of the average time 
spent at each intermediate node.

4. The pair of nodes that is currently exchanging data 
does not allow other nodes within the same range 
to start transmitting. These nodes are disabled and 
cannot transmit at the same time slot.

2.4 Defi nitions and Assumptions

 A list of defi nitions and assumptions follows herein, in 
order to put the numerical results into the right context:

1. The number of execution steps stands for the num-
ber of time slots. We speed up convergence by 
prohibiting packet generation from a pre-deter-
mined simulation step and onwards. However, the 
number of time slots that is considered suffi cient to 
reach a desirable steady state, and thus avoid over-
fl ows in node queues, needs to be determined. After 
simulating the same network for various parameter 
values with the number of time slots ranging from 
100 to 5000, we concluded that the fl uctuations can 
be considered negligible, since the performance-
metric results varied only slightly as the number of 
time slots increased (Figure 3), i.e., they practically 
remained unaffected. Hence, the number of time 
slots does not necessarily have to be too large in 
order for the results to be indicative of the network 
performance. Therefore, we set a moderate number 

of time slots equal to 1000, since our aim was to 
check the effi ciency of the network when it operated 
under normal circumstances, as usual. We thus are 
able to compare the different operating modes, 
and the improvements the net works are due to the 
installation of smart antennas on the nodes.

2.  The nodes for which the queue is not empty, i.e., 
for which there is available information to be sent, 
attempt transmissions at most once during each 
time slot. We assume that the MAC protocol used 
is CSMA/CA, which means that transmitters avoid 
transmission whenever they detect ongoing traffi c, 
and keep the packets in their queue until the next 
time slot. The collision areas are determined in the 
way previously described (the areas specifi ed by the 
sectors of the pair of beams). When their queues are 
full, they drop the packets: this case is translated as 
packet loss (failure).

2.5 Basic Network Metrics and Parameters

 In order to evaluate network performance, we consider the 
following performance metrics:

Figure 3. The simulated fl uctuations in the performance 
metrics with respect to simulation time slots (node density: 
1 100 2m , = 0.5λ ).

 Quality of Service (QoS): the ratio of the number of pack ets 
the transmission of which has commenced to the total number 
of packets that have been generated (total network load). 

 Effi ciency: the ratio of the number of messages success-
fully delivered from source to destination, to the total network 
load generated throughout the simulation. 

 Percentage of active nodes, a (%): the average number 
of nodes allowed to transmit within the same time slot without 
being blocked due to interference caused by ongoing network 
traffi c. A small percentage of active nodes corresponds to more 
collisions, which reduces network effi ciency. 

 Furthermore, the above are considered with respect to the 
following set of parameters:

• Node density (nodes per square meter)

• Poisson parameter, λ

• Transmitted power, tP  

 As far as node density is concerned, it is – by defi nition – 
the ratio of the number of nodes deployed within the network 
region to the total deployment area. The parameter λ  deter-
mines the rate at which packets are generated during each time 
slot. We should take care of the maximum value this parame ter 
can take, given that if we let the number of packets arbi trarily 
increase and at a high rate, the results will not be repre sentative 
of the network’s performance. Finally, by transmit ted power we 
refer to the transmitted power of each node, which goes for the 
whole network, since we assume that the network is 
homogeneous, i.e., each node displays identical features.

2.6 Collision Areas, Probability of 
Transmission, and Energy Consumption

 We now present a mathematical analysis of the collision 
areas and the transmission probability, based on the mecha-
nisms described in Section 2. In Figure 4, nA  denotes the 
cover age area of node n . For instance, let as assume that we 
place one node approximately every 10 m: the mean distance 
between each pair is then 10 m. We could alternatively com pute 
the maximum radius, R , using the Friis Equation and setting 

=rec rthresP P . Assuming that R  is known, we can analytically 
calculate the collision areas. Defi ning the collision areas of 
nodes 1n , 2n  by 

1n
A  and 

2nA , as well as the source-destination 

pair’s common area by ,1 2n nA , it can be easily deduced that in 

the omnidirectional mode, it holds that 2
1 2

= =n nA A piR , i.e., 

1n
A  and 

2nA  correspond to the areas covered by a full disk. 

Furthermore, their common coverage area, ,1 2n nA , has been 

calculated [33], and is given by 2 2

2
4

R
d R x dx−∫  (see Figure 4).

 Regarding the smart-antennas mode, the coverage areas 
are defi ned as the sectors covered by each node’s transmission 
range. For simplicity, it is assumed that this area corresponds to 
1 N  of the area covered by full discs, where N denotes the 
number of beams available by the smart antenna. In the case of 
a smart antenna with four beams, like the one in Figure 1a, this 

is equal to one-quarter of the area of full discs, i.e., 21
4

Rπ . As 

for the source-destination pairs’ common area, this varies since 
it is a function of the actual angle between them. Here, we can 
make the assumption that the antennas are opti mally oriented, 
hence the value of their common area, ,1 2n nA , is equal to the 

area in the previous case, i.e., 2 2

2
4

R
d R x dx−∫ , since this area 

is the intersection of the radiation patterns of the pair of nodes 
as they were presented in Figure 4. It should be noted herein 
that the coverage area of a node defi nes a col lision area. 
Therefore, as far as the performance of the smart-antenna mode 
is concerned, the assumptions in this paragraph confi gure a 
worst-case scenario. This is because the arising coverage areas 
are always larger than the actual areas corre sponding to real 
smart-antenna systems. 

 We estimate the probability of transmission for a single 
node. This occurs as the probability of the node being selected 
earlier than its neighbors, which means that it is not in a dis-
abled state due to ongoing transmissions.

 The transmitting probability, tP , of a single node, i , is 
given by Equation (2):
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 Proof. Let p  be the probability that a node i  is the nth 
node to be selected within a specifi c time slot, which is a ran-

dom event, and thus 1( ) =np i
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. The probability q  that a node 

j  has not yet been selected within the same time slot is one 
minus the union of the following possibilities: it was selected 
fi rst (let us defi ne it as 1P ), second ( 2P ), ..., or nth ( nP ). These 
events are mutually exclusive since they obvi ously do not occur 
simultaneously. This yields
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with the same identity number (id) comprise the 
same message, which has a unique destination, 
source, transmission time, and success fi eld (updated 
only if the packet reaches its fi nal desti nation within 
the simulation time). It is worth not ing that a 
message might contain more than one packet, as it 
represents the total amount of infor mation generated 
at the source aimed at being delivered to the desired 
destination.

2. Each node that has data to send senses the wireless 
medium, and attempts transmission in the case 
where it is not blocked by another transmission. No 
priority scheme is set and transmitting nodes are 
selected randomly, as in a realistic case where nodes 
are not centrally controlled when trying to sense the 
medium and initiate transmission.

3. The queues at each node operate on a fi rst-in fi rst-out 
order. The fi rst packet in the queue is picked, and, 
after determining its destination, the shortest path 
is computed according to Dijkstra’s algorithm [34]. 
For this particular path, if the next-hop node is busy, 
the packet stays in the current node’s queue until it 
can be retransmitted; otherwise, it is transmitted to 
the next node and is removed from the current node’s 
queue. The average number of hops (average path 
length) and the total time from source to destination 
can provide a rough estimate of the average time 
spent at each intermediate node.

4. The pair of nodes that is currently exchanging data 
does not allow other nodes within the same range 
to start transmitting. These nodes are disabled and 
cannot transmit at the same time slot.

2.4 Defi nitions and Assumptions

 A list of defi nitions and assumptions follows herein, in 
order to put the numerical results into the right context:

1. The number of execution steps stands for the num-
ber of time slots. We speed up convergence by 
prohibiting packet generation from a pre-deter-
mined simulation step and onwards. However, the 
number of time slots that is considered suffi cient to 
reach a desirable steady state, and thus avoid over-
fl ows in node queues, needs to be determined. After 
simulating the same network for various parameter 
values with the number of time slots ranging from 
100 to 5000, we concluded that the fl uctuations can 
be considered negligible, since the performance-
metric results varied only slightly as the number of 
time slots increased (Figure 3), i.e., they practically 
remained unaffected. Hence, the number of time 
slots does not necessarily have to be too large in 
order for the results to be indicative of the network 
performance. Therefore, we set a moderate number 

of time slots equal to 1000, since our aim was to 
check the effi ciency of the network when it operated 
under normal circumstances, as usual. We thus are 
able to compare the different operating modes, 
and the improvements the net works are due to the 
installation of smart antennas on the nodes.

2.  The nodes for which the queue is not empty, i.e., 
for which there is available information to be sent, 
attempt transmissions at most once during each 
time slot. We assume that the MAC protocol used 
is CSMA/CA, which means that transmitters avoid 
transmission whenever they detect ongoing traffi c, 
and keep the packets in their queue until the next 
time slot. The collision areas are determined in the 
way previously described (the areas specifi ed by the 
sectors of the pair of beams). When their queues are 
full, they drop the packets: this case is translated as 
packet loss (failure).

2.5 Basic Network Metrics and Parameters

 In order to evaluate network performance, we consider the 
following performance metrics:

Figure 3. The simulated fl uctuations in the performance 
metrics with respect to simulation time slots (node density: 
1 100 2m , = 0.5λ ).

 Quality of Service (QoS): the ratio of the number of pack ets 
the transmission of which has commenced to the total number 
of packets that have been generated (total network load). 

 Effi ciency: the ratio of the number of messages success-
fully delivered from source to destination, to the total network 
load generated throughout the simulation. 

 Percentage of active nodes, a (%): the average number 
of nodes allowed to transmit within the same time slot without 
being blocked due to interference caused by ongoing network 
traffi c. A small percentage of active nodes corresponds to more 
collisions, which reduces network effi ciency. 

 Furthermore, the above are considered with respect to the 
following set of parameters:

• Node density (nodes per square meter)

• Poisson parameter, λ

• Transmitted power, tP  

 As far as node density is concerned, it is – by defi nition – 
the ratio of the number of nodes deployed within the network 
region to the total deployment area. The parameter λ  deter-
mines the rate at which packets are generated during each time 
slot. We should take care of the maximum value this parame ter 
can take, given that if we let the number of packets arbi trarily 
increase and at a high rate, the results will not be repre sentative 
of the network’s performance. Finally, by transmit ted power we 
refer to the transmitted power of each node, which goes for the 
whole network, since we assume that the network is 
homogeneous, i.e., each node displays identical features.

2.6 Collision Areas, Probability of 
Transmission, and Energy Consumption

 We now present a mathematical analysis of the collision 
areas and the transmission probability, based on the mecha-
nisms described in Section 2. In Figure 4, nA  denotes the 
cover age area of node n . For instance, let as assume that we 
place one node approximately every 10 m: the mean distance 
between each pair is then 10 m. We could alternatively com pute 
the maximum radius, R , using the Friis Equation and setting 

=rec rthresP P . Assuming that R  is known, we can analytically 
calculate the collision areas. Defi ning the collision areas of 
nodes 1n , 2n  by 

1n
A  and 

2nA , as well as the source-destination 

pair’s common area by ,1 2n nA , it can be easily deduced that in 

the omnidirectional mode, it holds that 2
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= =n nA A piR , i.e., 

1n
A  and 

2nA  correspond to the areas covered by a full disk. 

Furthermore, their common coverage area, ,1 2n nA , has been 

calculated [33], and is given by 2 2

2
4

R
d R x dx−∫  (see Figure 4).

 Regarding the smart-antennas mode, the coverage areas 
are defi ned as the sectors covered by each node’s transmission 
range. For simplicity, it is assumed that this area corresponds to 
1 N  of the area covered by full discs, where N denotes the 
number of beams available by the smart antenna. In the case of 
a smart antenna with four beams, like the one in Figure 1a, this 

is equal to one-quarter of the area of full discs, i.e., 21
4

Rπ . As 

for the source-destination pairs’ common area, this varies since 
it is a function of the actual angle between them. Here, we can 
make the assumption that the antennas are opti mally oriented, 
hence the value of their common area, ,1 2n nA , is equal to the 

area in the previous case, i.e., 2 2
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d R x dx−∫ , since this area 

is the intersection of the radiation patterns of the pair of nodes 
as they were presented in Figure 4. It should be noted herein 
that the coverage area of a node defi nes a col lision area. 
Therefore, as far as the performance of the smart-antenna mode 
is concerned, the assumptions in this paragraph confi gure a 
worst-case scenario. This is because the arising coverage areas 
are always larger than the actual areas corre sponding to real 
smart-antenna systems. 

 We estimate the probability of transmission for a single 
node. This occurs as the probability of the node being selected 
earlier than its neighbors, which means that it is not in a dis-
abled state due to ongoing transmissions.

 The transmitting probability, tP , of a single node, i , is 
given by Equation (2):
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Figure 4a. The calculation of the collision area 
(

1 2 1 2,n n n nA A A+ − ) for the omnidirectional mode: 

1 2

2
n nA A Rπ= = , 

1 2

2 2
,

2

4
R

n n
d

A R x dx= −∫ .

Figure 4b. The calculation of the collision area 
(

1 2 1 2,n n n nA A A+ − ) for the four-beam smart-antennas mode: 

1 2

2 4n nA A Rπ= = ; 
1 2,n nA  varies.

Figure 4c. The calculation of the collision area 
(

1 2 1 2,n n n nA A A+ − ) for another four-beam smart-antennas 

mode: 
1 2

2 4n nA A Rπ= = ; 
1 2,n nA  varies.

 The probability that a node does not interfere with its neighbors, 
implying that neither of the neighbors has been selected so 
far, is the intersection of the events that the neighbors have 
not yet been selected. Those events are inde pendent, since 
the occurrence of one event does not interfere with the other 
events, i.e., their intersection comes as the product of the single 
probabilities:
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The transmission probability for node i  is thus defi ned as the 
combined probability that the node is selected nth ( ( )np i ) and 
is not blocked by neighboring nodes (Equation (3)):
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where ( , )nodeDegree i µ  is the degree of node i  when the 
network operates on mode µ , with values 0 and 1, holding for 
omnidirectional and smart antennas, respectively .

 As for ( , )nodeDegree i µ , i.e., the number of nodes 
| ijj l E∈ , where E  is the set of the edges of the graph, this is 

explicitly computed using spatial analysis, i.e., techniques 
based on analytic approaches to study topological and geomet-
ric properties, since we have assumed uniformly distributed 
nodes within the total coverage area. A uniform node distribu-
tion implies that since the number of nodes within the total 
region of 2L  square meters is N , the number of nodes within 

an area of A  square meters is expected to be 2
A N
L

. The aver-

age node degree, i.e., a node’s neighbors, is thus easily com-
puted when its coverage area is known. Considering this 
analysis in association with Figure 4, showing the area cov ered 
by a single node in the two different operating modes, it follows 
that 
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.  (4)

The numerator is the coverage area of node i  as described in 
Figure 4 and has a fi xed value regardless of node i , since we 

have assumed that nodes have equal transmitted power and, 
therefore, the same transmission range, R . This explains why 
we substituted ( )nodeDegree µ  for ( ),nodeDegree i µ . We 

also set 2N L  as the node density, defi ned as ρ .

 From Equation (2) it is obtained that the higher the node 
degree, the smaller the possibility of transmission. It also 
becomes evident that node degree depends exclusively on the 
µ  parameter. This makes it clear that the average node degree 
for the network is equal to each individual node’s degree. 
Besides this, the dependence of a node’s degree on the µ  
parameter indicates the superiority of smart antennas over 
omnidirectional antennas. When smart antennas are used, the 
node degree is modifi ed with respect to the activated beam: in 
the omnidirectional mode, the node degree remains fi xed, and 
exhibits a fourfold increase compared to the smart-antennas 
mode, which is verifi ed by Equation (4). Each transmitting 
node induces the deactivation of its neighbors, or, in other 
words, for every single node i , ( )nodeDegree µ  nodes are 
blocked. Defi ning the percentage of active nodes as [ ]%A , it 
holds that 

 ( ) =
100 100

A AN N nodeDegree Nµ+ ,

        (5)

 [ ] ( )
100% =

1
A

nodeDegree µ+
,

i.e., the number of nodes equals the number of active nodes 
and the number of the nodes blocked owing to active nodes. 
Substituting the values for each operating mode, the active-
nodes percentage is computed from Equation (6):
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 Following the previous analysis, energy consumption can 
be estimated both for individual nodes and for the entire net-
work, taking into account the percentage of active nodes, [ ]%A
, and their transmitted power. More specifi cally, the number of 
active nodes multiplied by the average transmitted power is the 
energy consumption of the active nodes. Assum ing that the rest 
of the nodes remain idle, the corresponding energy consumption 
is given by the number of idle nodes multiplied by the idle-state 
consumption rate. Representing the consumption rate by [ ]%a  
and the rate at which energy is depleted at the idle state by 

[ ]%γ , it follows that at time step t :
 

 ( ) ( ) ( ) ( )= 1 1 1
100 100

aE t A E t A E t γ
− + − − , (7)

where ( )E t  and ( )1E t −  correspond to the total available 
energies at time t  and 1t − , respectively, while A  denotes the 
number of active nodes.

2.7 Network Topology

 Network topology and the way operating modes are differ-
entiated may be better explained through a graphical example 
(Figure 5). A network model and its state after adding the links 
is presented, fi rst having nodes transmitting omnidi rectionally 
(Figure 5a), and then using smart antennas (Fig ure 5b). The 
difference lies in the number of links added, making the nodes 
equipped with smart antennas able to com municate over greater 
distances, since the gain is higher towards every direction. This 
explains why the graph becomes denser with regard to its set of 
edges when it operates in the smart-antennas mode.

 All numerical results presented in the following sections 
were calculated by averaging the corresponding network met-
rics for a large number (more than 100) of random topologies 
like those shown in Figure 5. This aided towards proving the 
validity of our conclusions, and contributed to the successful 
evaluation of the performance of both network operating 
modes.

3. Evaluation of Metrics with Respect to
Network Parameters

 In this section, we present certain n umerical results of the 
network simulation. Our analysis was performed as functions 
of node density and the parameter λ , while taking into account 
the following system metrics: quality of service (QoS), 
effi ciency, and percentage of active nodes.

3.1 Node Density

 Node density plays a vital role in network effi ciency, as 
it constitutes a determining factor for both the collision areas 
and the shortest paths used in information dissemination. As 
node density increases, more nodes lie in the same sectors, and 
are disabled due to ongoing transmissions. As will be demon-
strated by the numerical results, sparse networks did not dem-
onstrate signifi cant improvement after installing smart anten-
nas, while the opposite phenomenon was observed for denser 
networks. The collisions detected were fewer, but as the net-
work increased in size, the link density increased at a high rate, 
thus impeding successful transmissions without colli sions. The 
problem got worse when nodes used omnidirec tional antennas.

 Initially, we assumed that the network covered a square 
region with an area equal to 50 m × 50 m. In this area, we 
deployed a fi xed number of nodes. We thus started from placing 
one node every 15 m, which corresponded to a node density 
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Figure 4a. The calculation of the collision area 
(

1 2 1 2,n n n nA A A+ − ) for the omnidirectional mode: 
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Figure 4b. The calculation of the collision area 
(

1 2 1 2,n n n nA A A+ − ) for the four-beam smart-antennas mode: 

1 2

2 4n nA A Rπ= = ; 
1 2,n nA  varies.

Figure 4c. The calculation of the collision area 
(

1 2 1 2,n n n nA A A+ − ) for another four-beam smart-antennas 

mode: 
1 2

2 4n nA A Rπ= = ; 
1 2,n nA  varies.

 The probability that a node does not interfere with its neighbors, 
implying that neither of the neighbors has been selected so 
far, is the intersection of the events that the neighbors have 
not yet been selected. Those events are inde pendent, since 
the occurrence of one event does not interfere with the other 
events, i.e., their intersection comes as the product of the single 
probabilities:
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The transmission probability for node i  is thus defi ned as the 
combined probability that the node is selected nth ( ( )np i ) and 
is not blocked by neighboring nodes (Equation (3)):
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where ( , )nodeDegree i µ  is the degree of node i  when the 
network operates on mode µ , with values 0 and 1, holding for 
omnidirectional and smart antennas, respectively .

 As for ( , )nodeDegree i µ , i.e., the number of nodes 
| ijj l E∈ , where E  is the set of the edges of the graph, this is 

explicitly computed using spatial analysis, i.e., techniques 
based on analytic approaches to study topological and geomet-
ric properties, since we have assumed uniformly distributed 
nodes within the total coverage area. A uniform node distribu-
tion implies that since the number of nodes within the total 
region of 2L  square meters is N , the number of nodes within 

an area of A  square meters is expected to be 2
A N
L

. The aver-

age node degree, i.e., a node’s neighbors, is thus easily com-
puted when its coverage area is known. Considering this 
analysis in association with Figure 4, showing the area cov ered 
by a single node in the two different operating modes, it follows 
that 
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The numerator is the coverage area of node i  as described in 
Figure 4 and has a fi xed value regardless of node i , since we 

have assumed that nodes have equal transmitted power and, 
therefore, the same transmission range, R . This explains why 
we substituted ( )nodeDegree µ  for ( ),nodeDegree i µ . We 

also set 2N L  as the node density, defi ned as ρ .

 From Equation (2) it is obtained that the higher the node 
degree, the smaller the possibility of transmission. It also 
becomes evident that node degree depends exclusively on the 
µ  parameter. This makes it clear that the average node degree 
for the network is equal to each individual node’s degree. 
Besides this, the dependence of a node’s degree on the µ  
parameter indicates the superiority of smart antennas over 
omnidirectional antennas. When smart antennas are used, the 
node degree is modifi ed with respect to the activated beam: in 
the omnidirectional mode, the node degree remains fi xed, and 
exhibits a fourfold increase compared to the smart-antennas 
mode, which is verifi ed by Equation (4). Each transmitting 
node induces the deactivation of its neighbors, or, in other 
words, for every single node i , ( )nodeDegree µ  nodes are 
blocked. Defi ning the percentage of active nodes as [ ]%A , it 
holds that 

 ( ) =
100 100

A AN N nodeDegree Nµ+ ,

        (5)
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100% =

1
A

nodeDegree µ+
,

i.e., the number of nodes equals the number of active nodes 
and the number of the nodes blocked owing to active nodes. 
Substituting the values for each operating mode, the active-
nodes percentage is computed from Equation (6):
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 Following the previous analysis, energy consumption can 
be estimated both for individual nodes and for the entire net-
work, taking into account the percentage of active nodes, [ ]%A
, and their transmitted power. More specifi cally, the number of 
active nodes multiplied by the average transmitted power is the 
energy consumption of the active nodes. Assum ing that the rest 
of the nodes remain idle, the corresponding energy consumption 
is given by the number of idle nodes multiplied by the idle-state 
consumption rate. Representing the consumption rate by [ ]%a  
and the rate at which energy is depleted at the idle state by 

[ ]%γ , it follows that at time step t :
 

 ( ) ( ) ( ) ( )= 1 1 1
100 100

aE t A E t A E t γ
− + − − , (7)

where ( )E t  and ( )1E t −  correspond to the total available 
energies at time t  and 1t − , respectively, while A  denotes the 
number of active nodes.

2.7 Network Topology

 Network topology and the way operating modes are differ-
entiated may be better explained through a graphical example 
(Figure 5). A network model and its state after adding the links 
is presented, fi rst having nodes transmitting omnidi rectionally 
(Figure 5a), and then using smart antennas (Fig ure 5b). The 
difference lies in the number of links added, making the nodes 
equipped with smart antennas able to com municate over greater 
distances, since the gain is higher towards every direction. This 
explains why the graph becomes denser with regard to its set of 
edges when it operates in the smart-antennas mode.

 All numerical results presented in the following sections 
were calculated by averaging the corresponding network met-
rics for a large number (more than 100) of random topologies 
like those shown in Figure 5. This aided towards proving the 
validity of our conclusions, and contributed to the successful 
evaluation of the performance of both network operating 
modes.

3. Evaluation of Metrics with Respect to
Network Parameters

 In this section, we present certain n umerical results of the 
network simulation. Our analysis was performed as functions 
of node density and the parameter λ , while taking into account 
the following system metrics: quality of service (QoS), 
effi ciency, and percentage of active nodes.

3.1 Node Density

 Node density plays a vital role in network effi ciency, as 
it constitutes a determining factor for both the collision areas 
and the shortest paths used in information dissemination. As 
node density increases, more nodes lie in the same sectors, and 
are disabled due to ongoing transmissions. As will be demon-
strated by the numerical results, sparse networks did not dem-
onstrate signifi cant improvement after installing smart anten-
nas, while the opposite phenomenon was observed for denser 
networks. The collisions detected were fewer, but as the net-
work increased in size, the link density increased at a high rate, 
thus impeding successful transmissions without colli sions. The 
problem got worse when nodes used omnidirec tional antennas.

 Initially, we assumed that the network covered a square 
region with an area equal to 50 m × 50 m. In this area, we 
deployed a fi xed number of nodes. We thus started from placing 
one node every 15 m, which corresponded to a node density 
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Figure 5a. The network topology and node links for the 
omnidirectional mode (grid size: 50 m × 50 m).

Figure 5b. The network topology and node links for the 
smart-antennas mode (grid size: 50 m × 50 m).

of 0.005 nodes per square meter. We then gradually increased 
the number of nodes deployed until there existed approximately 
one node every 6 m (in this case, the node den sity was 0.025). 
As illustrated in Figure 6a, the quality of ser vice was improved 
as the network became denser. This was mainly due to the 
lack of connectedness that appeared in more-sparse networks. 
However, this parameter tended to converge to a constant value 
as the node density rose over 0.015 nodes per square meter. The 
improvement of the quality of service with smart antennas over 
omnidirectional antennas was approximately 20% at almost 
every density value. This was a considerable difference, since 
more transmissions were activated within the same time period. 
It should be noted that the low quality of service of the fourth 
point for the omnidi rectional case in Figure 6a was due to a 
slight averaging fl uc tuation, and did not cancel the discussed 
trends. 

 Furthermore, we discuss how effi ciency is infl uenced 
by node density. It is noteworthy that when omnidirectional 
antennas were used, the network’s effi ciency both signifi  cantly 
and rapidly dropped as the node density increased. Ini tially, as 
long as the network was sparse, the achieved effi  ciency was 
high. However, sparse networks – inducing low link density 
and, consecutively, low interference – were not within our areas 
of interest, given that conventional wireless sensor networks 
need to be connected. By this, it is meant that the phenomenon 
of the existence of isolated nodes had to be eliminated. This 
was secured for density values above 0.015. On the other hand, 
networks using smart antennas diverged from this behavior, 
and showed a tendency to keep effi ciency rates at the same 
levels. In other words, they guaranteed that most packets would 
be successfully delivered to the destina tion, mainly due to 
decreased interference levels. 

 Finally, there was a performance improvement regarding 
active nodes, as illustrated in Figure 6, since the percentage of 
active nodes was always higher compared to the omnidirec-
tional mode. This difference ranged from 10% and rose up to 
20% of the total number of nodes, N ; this percentage corre-
sponded to fi ve to 10 more active nodes when = 50N , 10 to 20 
when = 100N , etc.

 Finally, for completeness, we included numerical results 
for the case where it was assumed that the maximum gain of 
each beam was equal to the gain of the omnidirectional mode 
(Figure 7). The trend of network performance with respect to 
node density for both the omnidirectional and smart-antenna 
modes was the same as in Figure 6. Nevertheless, it should be 
pointed out that the comparison between an omnidirectional 
and a smart-antenna-equipped node was unfair, and favored the 
former. This was due to the inherently increased link den sity of 
omnidirectional nodes compared to smart-antenna nodes, even 
in the case of equal node-density values. More specifi cally, as 
analyzed in Section 2, the links of a smart-antenna node are 
sparser towards angles different from that of the main beam, 
due to gain reduction D, especially towards the edges, as well 
as out of the beams. Nonetheless, Figure 7 illustrated that 
smart-antenna-equipped nodes exhibited a per formance that 
was similar to that of omnidirectional nodes. Moreover, as the 
node density increased, the performance of the former became 
superior to that of the latter, and this trend kept on for larger 
node-density values. It is understood that as long as the node 
density reaches a threshold value of suffi cient connectedness, 
the lower interference levels associated with directional 
antennas overcome the disadvantage of lower link density, and 
the performance of the respective nodes is boosted.

3.2 Parameter λ

 The performance of each operating mode with respect to 
the Poisson parameter, λ , was examined. The λ  parameter 
essentially refl ects the network’s traffi c. For example, a busy 
network where information continuously fl ows exhibits a large 
value of λ , and tends to display undesirable behavior when 
queues overfl ow. On the other hand, networks in which infor-

Figure 6. The network performance with respect to the 
node density, = 0.5λ : (a) quality of service; (b) effi ciency; 
(c) active nodes.

Figure 7. The network performance with respect to the 
node density assuming constant gain, = 0.5λ : (a) quality of 
service; (b) effi ciency; (c) active nodes.
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Figure 5a. The network topology and node links for the 
omnidirectional mode (grid size: 50 m × 50 m).

Figure 5b. The network topology and node links for the 
smart-antennas mode (grid size: 50 m × 50 m).

of 0.005 nodes per square meter. We then gradually increased 
the number of nodes deployed until there existed approximately 
one node every 6 m (in this case, the node den sity was 0.025). 
As illustrated in Figure 6a, the quality of ser vice was improved 
as the network became denser. This was mainly due to the 
lack of connectedness that appeared in more-sparse networks. 
However, this parameter tended to converge to a constant value 
as the node density rose over 0.015 nodes per square meter. The 
improvement of the quality of service with smart antennas over 
omnidirectional antennas was approximately 20% at almost 
every density value. This was a considerable difference, since 
more transmissions were activated within the same time period. 
It should be noted that the low quality of service of the fourth 
point for the omnidi rectional case in Figure 6a was due to a 
slight averaging fl uc tuation, and did not cancel the discussed 
trends. 

 Furthermore, we discuss how effi ciency is infl uenced 
by node density. It is noteworthy that when omnidirectional 
antennas were used, the network’s effi ciency both signifi  cantly 
and rapidly dropped as the node density increased. Ini tially, as 
long as the network was sparse, the achieved effi  ciency was 
high. However, sparse networks – inducing low link density 
and, consecutively, low interference – were not within our areas 
of interest, given that conventional wireless sensor networks 
need to be connected. By this, it is meant that the phenomenon 
of the existence of isolated nodes had to be eliminated. This 
was secured for density values above 0.015. On the other hand, 
networks using smart antennas diverged from this behavior, 
and showed a tendency to keep effi ciency rates at the same 
levels. In other words, they guaranteed that most packets would 
be successfully delivered to the destina tion, mainly due to 
decreased interference levels. 

 Finally, there was a performance improvement regarding 
active nodes, as illustrated in Figure 6, since the percentage of 
active nodes was always higher compared to the omnidirec-
tional mode. This difference ranged from 10% and rose up to 
20% of the total number of nodes, N ; this percentage corre-
sponded to fi ve to 10 more active nodes when = 50N , 10 to 20 
when = 100N , etc.

 Finally, for completeness, we included numerical results 
for the case where it was assumed that the maximum gain of 
each beam was equal to the gain of the omnidirectional mode 
(Figure 7). The trend of network performance with respect to 
node density for both the omnidirectional and smart-antenna 
modes was the same as in Figure 6. Nevertheless, it should be 
pointed out that the comparison between an omnidirectional 
and a smart-antenna-equipped node was unfair, and favored the 
former. This was due to the inherently increased link den sity of 
omnidirectional nodes compared to smart-antenna nodes, even 
in the case of equal node-density values. More specifi cally, as 
analyzed in Section 2, the links of a smart-antenna node are 
sparser towards angles different from that of the main beam, 
due to gain reduction D, especially towards the edges, as well 
as out of the beams. Nonetheless, Figure 7 illustrated that 
smart-antenna-equipped nodes exhibited a per formance that 
was similar to that of omnidirectional nodes. Moreover, as the 
node density increased, the performance of the former became 
superior to that of the latter, and this trend kept on for larger 
node-density values. It is understood that as long as the node 
density reaches a threshold value of suffi cient connectedness, 
the lower interference levels associated with directional 
antennas overcome the disadvantage of lower link density, and 
the performance of the respective nodes is boosted.

3.2 Parameter λ

 The performance of each operating mode with respect to 
the Poisson parameter, λ , was examined. The λ  parameter 
essentially refl ects the network’s traffi c. For example, a busy 
network where information continuously fl ows exhibits a large 
value of λ , and tends to display undesirable behavior when 
queues overfl ow. On the other hand, networks in which infor-

Figure 6. The network performance with respect to the 
node density, = 0.5λ : (a) quality of service; (b) effi ciency; 
(c) active nodes.

Figure 7. The network performance with respect to the 
node density assuming constant gain, = 0.5λ : (a) quality of 
service; (b) effi ciency; (c) active nodes.
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mation steadily fl ows and at lower rates tend to provide a bet ter 
quality of service and be far more effi cient, compared to the 
previous case. We thus needed to study the network’s per-
formance under different network-traffi c conditions.

 Figure 8 demonstrates the way the parameter λ  affected 
the network’s performance for both operating modes. As this 
parameter increased, performance deteriorated for both oper-
ating modes. Smart antennas displayed a sharper decrease, 
mainly due to the high values achieved when the information 
was generated at lower rates. Nevertheless, the performance of 
smart-antenna wireless sensor networks was always better 
compared to omnidirectional wireless sensor networks. More 
specifi cally, the quality of service and the effi ciency took a 
value of one as long as the network traffi c remained low, while 
they dropped signifi cantly as packets were generated at higher 
rates.

 Furthermore, as far as the percentage of active nodes was 
concerned, the smart-antenna mode always delivered higher 
performance, which steadily increased with increasing values 
of the parameter λ . This was expected, since on the one hand, 
the interference levels increased in the omnidirectional mode 
since almost every node had packets to send, and most of them 
blocked the nodes they were connected with. Besides that, the 
high packet-generation rate did not affect both modes to the 
same degree: the smart-antenna mode was less affected, in that 
more nodes were able to transmit, due to the smaller coverage 
areas formed and the smaller number of nodes blocked. The 
percentage of active nodes also increased with parameter λ  as 
expected. A node could be active only when it transmitted data, 
which presupposed that packets were generated within its 
queue. When λ  was low, most node queues were empty, and 
the ongoing activity was small. This situation inverted as λ  
increased. We did not consider greater values (e.g., > 1λ ), 
since in that case, the queues would most likely have over-
fl owed, thus not allowing for fair evaluation of the operating 
modes.

 It should be also noted that the peaks at the fi fth point for 
the omnidirectional case of both Figures 6a and 6c were due to 
slight averaging fl uctuations, and did not affect the discussed 
conclusions. 

4. Energy Consumption

 This section is dedicated to one of the most important 
factors for wireless sensor networks. Energy consumption 
plays a key role in the network’s operation, and should be taken 
into consideration upon designing and manufacturing wireless 
nodes and sensors. Under the condition that every node has the 
same energy capabilities – i.e., energy reservoirs, transmitted 
power, energy depletion time, energy-consumption rate, etc. – 
we can easily deduce that a decrease in the trans mitted power 
can affect all the rest of the energy determinants. This decrease 
is herein achieved by increasing directionality via the use of 
smart antennas. Since the distances between each pair of nodes 
are known in advance, we can have the nodes accordingly 

Figure 8. The network performance with respect to λ , for a 
node density of one node per 100 2m : (a) quality of ser vice; 
(b) effi ciency; (c) active nodes.

adjust their transmitted power. Instead of increasing the number 
of links of the networks produced by keeping the transmitted 
power fi xed, we thus modifi ed our simulation plan by reducing 
the transmitted power of nodes equipped with smart antennas. 
This approach was considered to be more “fair” when comparing 
smart-antenna nodes with omnidirectional nodes. Later in this 
section, we examine the possibility of adjusting the transmitted 
power of each node with regard to the global threshold value. 
Despite this being a costly solution, it can improve network 
effi ciency by simulta neously reducing interference and energy 
consumption.

 Given that the transmitted power for networks operating 
in the omnidirectional mode was fi xed, we studied the behav ior 
of networks with smart antennas, and examined lower val ues of 
transmitted power for different network topologies. Hence, we 
could draw conclusions about the point where throughputs 
were equalized, and the amount of energy saved after the 
evaluation period. Let us elaborate on Figure 9, where parameter 
a  corresponded to a fraction of the initial transmitted power, 
the value of which was universal in the network (given that the 
network was considered a homogene ous network, every node 
having the same transmitted power capability). The transmitted 
power in the omnidirectional mode was 10 mW, and the cases 
evaluated included networks using smart antennas with reduced 
power (ranging from 10 W where = 100%a , to 2.5 mW 
corresponding to = 25%a ), refl ected by the a  parameter. As 
expected, the most effi cient network corresponded to = 100%a
. However, the point where the quality of service with smart-
antenna nodes remained at the same levels compared with 
omnidirectional nodes corresponded to a much lower 
transmitted power, which equaled 75%  of its initial value (i.e., 
with omnidirectional nodes). This was somewhat expected, but 
the energy conser vation was spectacular. Due to the higher 
gains of each beam of the smart antennas, high transmitted 
power led to a greater number of links, and therefore higher 
levels of interference. By reducing transmitted power, we 
achieved the following:

• The quality of service was approximately equal to 
the level achieved when nodes transmitted with the 
maximum power. Approximately the same number 
of packets were thus being serviced in the same time 
period. 

• The percentage of active nodes within the same time 
slot was greater by almost 2%, compared to the case 
of = 100%a  of tP , and was almost dou bled with 
reference to the omnidirectional mode. 

•  On the other hand, this network was not as effi cient as 
the fi rst network. Heavy traffi c caused most queues to 
keep packets for longer time periods, and this probably 
accounted for the lower effi ciency rates.

 The procedure followed in this section differed from 
previ ous approaches. In this endeavor, our objective was to 
keep the number of links unaffected ( E  set of the graph). 
Although we built the adjacency matrix in exactly the same 

Figure 9. The energy consumption: the network perform-
ance with respect to transmitted power, node den sity = 
1 100 2m , = 0.5λ : (a) quality of service; (b) effi  ciency; (c) 
active nodes (%).
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mation steadily fl ows and at lower rates tend to provide a bet ter 
quality of service and be far more effi cient, compared to the 
previous case. We thus needed to study the network’s per-
formance under different network-traffi c conditions.

 Figure 8 demonstrates the way the parameter λ  affected 
the network’s performance for both operating modes. As this 
parameter increased, performance deteriorated for both oper-
ating modes. Smart antennas displayed a sharper decrease, 
mainly due to the high values achieved when the information 
was generated at lower rates. Nevertheless, the performance of 
smart-antenna wireless sensor networks was always better 
compared to omnidirectional wireless sensor networks. More 
specifi cally, the quality of service and the effi ciency took a 
value of one as long as the network traffi c remained low, while 
they dropped signifi cantly as packets were generated at higher 
rates.

 Furthermore, as far as the percentage of active nodes was 
concerned, the smart-antenna mode always delivered higher 
performance, which steadily increased with increasing values 
of the parameter λ . This was expected, since on the one hand, 
the interference levels increased in the omnidirectional mode 
since almost every node had packets to send, and most of them 
blocked the nodes they were connected with. Besides that, the 
high packet-generation rate did not affect both modes to the 
same degree: the smart-antenna mode was less affected, in that 
more nodes were able to transmit, due to the smaller coverage 
areas formed and the smaller number of nodes blocked. The 
percentage of active nodes also increased with parameter λ  as 
expected. A node could be active only when it transmitted data, 
which presupposed that packets were generated within its 
queue. When λ  was low, most node queues were empty, and 
the ongoing activity was small. This situation inverted as λ  
increased. We did not consider greater values (e.g., > 1λ ), 
since in that case, the queues would most likely have over-
fl owed, thus not allowing for fair evaluation of the operating 
modes.

 It should be also noted that the peaks at the fi fth point for 
the omnidirectional case of both Figures 6a and 6c were due to 
slight averaging fl uctuations, and did not affect the discussed 
conclusions. 

4. Energy Consumption

 This section is dedicated to one of the most important 
factors for wireless sensor networks. Energy consumption 
plays a key role in the network’s operation, and should be taken 
into consideration upon designing and manufacturing wireless 
nodes and sensors. Under the condition that every node has the 
same energy capabilities – i.e., energy reservoirs, transmitted 
power, energy depletion time, energy-consumption rate, etc. – 
we can easily deduce that a decrease in the trans mitted power 
can affect all the rest of the energy determinants. This decrease 
is herein achieved by increasing directionality via the use of 
smart antennas. Since the distances between each pair of nodes 
are known in advance, we can have the nodes accordingly 

Figure 8. The network performance with respect to λ , for a 
node density of one node per 100 2m : (a) quality of ser vice; 
(b) effi ciency; (c) active nodes.

adjust their transmitted power. Instead of increasing the number 
of links of the networks produced by keeping the transmitted 
power fi xed, we thus modifi ed our simulation plan by reducing 
the transmitted power of nodes equipped with smart antennas. 
This approach was considered to be more “fair” when comparing 
smart-antenna nodes with omnidirectional nodes. Later in this 
section, we examine the possibility of adjusting the transmitted 
power of each node with regard to the global threshold value. 
Despite this being a costly solution, it can improve network 
effi ciency by simulta neously reducing interference and energy 
consumption.

 Given that the transmitted power for networks operating 
in the omnidirectional mode was fi xed, we studied the behav ior 
of networks with smart antennas, and examined lower val ues of 
transmitted power for different network topologies. Hence, we 
could draw conclusions about the point where throughputs 
were equalized, and the amount of energy saved after the 
evaluation period. Let us elaborate on Figure 9, where parameter 
a  corresponded to a fraction of the initial transmitted power, 
the value of which was universal in the network (given that the 
network was considered a homogene ous network, every node 
having the same transmitted power capability). The transmitted 
power in the omnidirectional mode was 10 mW, and the cases 
evaluated included networks using smart antennas with reduced 
power (ranging from 10 W where = 100%a , to 2.5 mW 
corresponding to = 25%a ), refl ected by the a  parameter. As 
expected, the most effi cient network corresponded to = 100%a
. However, the point where the quality of service with smart-
antenna nodes remained at the same levels compared with 
omnidirectional nodes corresponded to a much lower 
transmitted power, which equaled 75%  of its initial value (i.e., 
with omnidirectional nodes). This was somewhat expected, but 
the energy conser vation was spectacular. Due to the higher 
gains of each beam of the smart antennas, high transmitted 
power led to a greater number of links, and therefore higher 
levels of interference. By reducing transmitted power, we 
achieved the following:

• The quality of service was approximately equal to 
the level achieved when nodes transmitted with the 
maximum power. Approximately the same number 
of packets were thus being serviced in the same time 
period. 

• The percentage of active nodes within the same time 
slot was greater by almost 2%, compared to the case 
of = 100%a  of tP , and was almost dou bled with 
reference to the omnidirectional mode. 

•  On the other hand, this network was not as effi cient as 
the fi rst network. Heavy traffi c caused most queues to 
keep packets for longer time periods, and this probably 
accounted for the lower effi ciency rates.

 The procedure followed in this section differed from 
previ ous approaches. In this endeavor, our objective was to 
keep the number of links unaffected ( E  set of the graph). 
Although we built the adjacency matrix in exactly the same 

Figure 9. The energy consumption: the network perform-
ance with respect to transmitted power, node den sity = 
1 100 2m , = 0.5λ : (a) quality of service; (b) effi  ciency; (c) 
active nodes (%).
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way, we modifi ed the transmitted power for each individual 
node to determine the minimum power required in order for the 
transmission between each adjacent node pair to be suc cessful. 
This power value was considerably lower compared to the 
value used with omnidirectional antennas. For instance, a 
packet was received under 40− dBm while the threshold set by 
the receiver equaled 70− dBm: the node transmitting could 
have saved valuable energy (approximately 10-15 dBm, in this 
case) by reducing its transmitted power. Modifying the trans-
mitted power was allowed only if all transmissions for this node 
could be successfully carried out after this modifi cation, which 
was ensured by setting the transmitted power equal to the 
minimum power required for every existing link of the node 
(the complexity of this estimation was ( )O NodeDegree , as we 
needed to consider every one-hop neighbor (NodeDegree) of 
the specifi c node, and fi nd the maximum power required to 
establish the link).

 We then compared the necessary transmitted power when 
antennas transmitted omnidirectionally compared to the power 
required when nodes were equipped with smart antennas, ena-
bling them to transmit towards different directions contingent 
on the target, for various node-density values. We assumed that 
the network was a sparse sensor network, deploying = 50N  
nodes, placed at a distance of approximately 10 m from their 
neighbors. More specifi cally, we intended to esti mate the 
average transmitted power that ensured connected ness for the 
network we examined. In this way, we could eas ily determine a 
suitable threshold value for the receiver’s sen sitivity. Therefore, 
assuming that = 10R m, and after substitut ing the values for 
losses, gains, λ , etc., Equation (1) yielded

20.3 0.3
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10 10 0.125= 10log 57

4 1010
t
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P P
π

 × ×   − +  ×   
; .  

        (8)

The transmitted power was 1 mW, i.e., 0 dBm, and the thresh-
old was set accordingly, i.e., 57− dBm. Figure 9 is a character-
istic example of a single network where each node had a dif-
ferent transmitted power, determined as explained above. This 
distribution was displayed by almost every network of identi cal 
node density. Every node required greater transmitted power in 
the traditional operating mode, which surpassed 40% of the 
power needed by smart antennas. This difference was close to 
2 dB, i.e., the gain difference between the modes.

 Finally, two more diagrams are introduced. The fi rst dia-
gram (Figure 10a) demonstrated the necessary transmitted 
power so that the signals were received with the minimum 
power required. The second diagram (Figure 10b) illustrated 
the comparison of the mean transmitted power with regard to 
node density. Omnidirectional antennas exhibited an average 
value close to the transmitted power (0 dBm), while smart 
antennas required less power to establish the same links in the 
network, with the percentage improvement ranging from 15% 
to 30%.

Figure 10a. The transmitted power as a function of the node 
distribution, node density: 1 100 2m , = 0.5λ .

Figure 10b. The transmitted power as a function of the node 
density, = 0.5λ .

5. Further Considerations

 This section deals with further improvements and exten-
sions of the previously discussed network model, with a view 
toward assessing the contribution of two alternative approaches. 
Increasing the number of beams of the smart antennas 
constitutes the fi rst approach, although a costly approach. The 
second approach (the hybrid model), which lies in the idea 
of exclusively installing smart antennas in a small number of 
the nodes, aims to bridge the gap between cost effi  ciency and 
performance enhancement.

5.1 Multi-Beam Smart Antennas

 In  this section, we discuss the benefi ts emerging from 
increasing the number of beams of the smart antennas used in 

wireless sensor networks. It is understood that an increase in the 
number of beams will accordingly increase the direction ality of 
the links, yielding lower interference between the nodes-
transmitters and, in turn, a smaller number of “blocked” nodes, 
i.e., nodes within the collision areas of active transmis sions. In 
other words, when node 1n  attempts transmission towards node 

2n , every node within the area defi ned by the radiation pattern 
of each pair of nodes is rendered unable to transmit data, since 
the node senses the medium and detects the ongoing information 
exchange. The state of the node is altered only for as long as the 
current time slot lasts, as the node is now considered incapable 
of initiating transmission. However, the node is able to receive 
data from neighboring nodes.

 Computing the total area covered by active transmissions 
showed that as the number of beams was increased, the net-
work’s performance was enhanced, although not proportion ally. 
The evaluation of smart antennas comprising more switching 
beams was performed using similar metrics as in the four-
beam case. The numerical results are illustrated in Fig ure 11 as 
functions of the node density for omnidirectional, four-beam, 
and six-beam smart-antenna-equipped nodes. It was deduced 
that there was a signifi cant improvement regarding network 
effi ciency, as well as slight improvements regarding quality of 
service and percentage of active nodes.

5.2 Hybrid Model

 In this section, we consider a heterogeneous network, i.e., 
a network consisting of nodes with different characteris tics, 
some with fewer capabilities and lower cost, and others with 
better features and higher cost, respectively. This means that we 
built an adjacency matrix with a slightly different method, so as 
to include both nodes with omnidirectional antennas and nodes 
with smart antennas. To attain this, each node was selected with 
probability p , and was supplied with smart antennas: 
consequently, the capabilities of the node were modifi ed. 
Finally, a heterogeneous network that lay between the two types 
of networks studied in Section 2 was produced.

 The purpose of the hybrid approach was to trade-off the 
deployment of wireless sensor networks and the operating cost 
against performance. This was because there were a few 
expensive nodes with higher power resources, while the 
majority of the rest of the nodes were common nodes, operat ing 
in the simplest mode, and thus consuming less power. Herein, 
we present the fi gures for three network structures: the “plain” 
structure, which pointed to homogeneity, and two “hybrid” 
models, built from nodes with different features (here, 
probability p  denoted the percentage of the nodes that operated 
with four-beam smart antennas). For instance, = 0.20p  meant 
that approximately 20% of the nodes were equipped with smart 
antennas. The same explanation stood for = 0.50p . 

 We evaluated the quality of service, effi ciency, and the 
percentage of active nodes, for various p values. As shown in 

Figure 11. The network performance as a function of node 
density for smart antennas, = 0.5λ : (a) quality of service; 
(b) effi ciency; (c) active nodes.
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old was set accordingly, i.e., 57− dBm. Figure 9 is a character-
istic example of a single network where each node had a dif-
ferent transmitted power, determined as explained above. This 
distribution was displayed by almost every network of identi cal 
node density. Every node required greater transmitted power in 
the traditional operating mode, which surpassed 40% of the 
power needed by smart antennas. This difference was close to 
2 dB, i.e., the gain difference between the modes.

 Finally, two more diagrams are introduced. The fi rst dia-
gram (Figure 10a) demonstrated the necessary transmitted 
power so that the signals were received with the minimum 
power required. The second diagram (Figure 10b) illustrated 
the comparison of the mean transmitted power with regard to 
node density. Omnidirectional antennas exhibited an average 
value close to the transmitted power (0 dBm), while smart 
antennas required less power to establish the same links in the 
network, with the percentage improvement ranging from 15% 
to 30%.
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better features and higher cost, respectively. This means that we 
built an adjacency matrix with a slightly different method, so as 
to include both nodes with omnidirectional antennas and nodes 
with smart antennas. To attain this, each node was selected with 
probability p , and was supplied with smart antennas: 
consequently, the capabilities of the node were modifi ed. 
Finally, a heterogeneous network that lay between the two types 
of networks studied in Section 2 was produced.

 The purpose of the hybrid approach was to trade-off the 
deployment of wireless sensor networks and the operating cost 
against performance. This was because there were a few 
expensive nodes with higher power resources, while the 
majority of the rest of the nodes were common nodes, operat ing 
in the simplest mode, and thus consuming less power. Herein, 
we present the fi gures for three network structures: the “plain” 
structure, which pointed to homogeneity, and two “hybrid” 
models, built from nodes with different features (here, 
probability p  denoted the percentage of the nodes that operated 
with four-beam smart antennas). For instance, = 0.20p  meant 
that approximately 20% of the nodes were equipped with smart 
antennas. The same explanation stood for = 0.50p . 
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Figure 12. The heterogeneous network performance for the 
hybrid model as a function of node density, where p  is the 
percentage of smart-antenna-equipped nodes, = 0.5λ : (a) 
quality of service; (b) effi ciency; (c) active nodes.

Figure 13. The heterogeneous network performance for the 
hybrid model as a function of p  (the percentage of nodes 

equipped with smart antennas), node density: 1 100 2m , 
= 0.5λ .

Figure 12, the network performance was enhanced. Neverthe-
less, this improvement was not as signifi cant as the previously 
studied network type. The model lay somewhere between the 
omnidirectional and the smart-antennas mode for the parame ter 
tested, i.e., node density. The quality of service, the effi  ciency, 
and the percentage of active nodes all increased, how ever 
without reaching the values of the smart-antennas mode studied 
in Section 3.1. Let us assume, for instance, that the node density 
was 0.01. In this case, the classic approach pro vided a value of 
80% for the quality of service, 20% for the effi ciency, and 40% 
for the active nodes percentage metrics. The corresponding 
values for the hybrid model were 70%, 15%, and 30%, 
respectively. Finally, it should be noted that in Figure 10b, at 
point six for = 0.50p , the effi ciency seemed lower compared 
to other p values. Again, this was due to a slight averaging 
fl uctuation, and did not affect the discussed trends and 
conclusions. 

 The comparison between different hybrid models 
revealed a small difference between hybrid networks, although 
the improvement was noticeable compared to the plain net-
work. From Figure 13, it followed that the improvement in 
quality of service, effi ciency and active nodes percentage was 
considerable, even for a small number of smart antennas used. 
This indicated that the proposed approach is valuable, even in a 
hybrid (and more cost-effi cient) approach.

 These results, together with a cost analysis of deploying 
smart antennas over wireless sensor networks, could be used in 
order to estimate the optimal tradeoff point between cost and 
performance, and to determine the number of smart antennas 
that should be used in the network.
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6. Conclusion

 In this paper, it was proposed that the performance of 
wireless sensor networks can be improved in terms of various 
metrics in the case where smart antennas are used in the net-
work nodes. A simulator was also built, in order to numeri-
cally evaluate the proposed approach. Numerical results were 
presented confi rming our expectations. They indicated that 
the performance of a wireless sensor network is signifi cantly 
improved with respect to quality of service, effi ciency, 
active nodes percentage, and energy consumption. Wireless 
sensor networks equipped with smart antennas demonstrated 
improved features even in the case where these antennas were 
only installed in a fraction of the nodes (the hybrid network 
model). It was impressive that the performance of smart-
antenna-equipped wireless sensor networks was doubled with 
respect to an omnidirectional-only network, while increasing 
the number of beams resulted in even higher performance. 
Furthermore, it was found that in general, the performance 
of the network was independent of the network size, which 
guar anteed scalability. The proposed approach revealed the 
importance of incorporating smart antennas into wireless net-
work systems, yielding desirable results without modifying the 
features that characterize a network as a wireless sensor net-
work (self-organization, limited transmission range, highly 
clustered nodes). It has been shown that smart antennas can 
be designed to fi t a broader range of applications, catering to 
higher effi ciency and improved quality, at almost no cost. It 
is considered that this alternative could open new avenues in 
research, offering incentives for innovative ideas as well as 
further improvements, and alterations in existing projects.
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