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Temporal Patterns Everywhere
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= There are interesting patterns indicating useful
information in different domains.
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- a-- EXample Patterns in Video

financial _ _ _
news, CNN anchor interview text/graphics footage
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-+ Patterns Across News Sources

Real world

Threads

Example
Marines Extend Duty

Chinese News

= Story/event often re-occur within or across channels
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= Semantic thread reconstruction (IBM-CU ARDA VACE II project)




‘a-- Types of Temporal Patterns

ense and stochastic

Focus of play start  pass interception attempt

-_E”__, T ..-_-H - - PR ...:r.l_.H‘_'.i

S A

the talk s

= Sparse and deterministic

= Temporal association of events

= If A occurs in channel 1, then B occurs within time
T in channel 2,
e.g. recurrent news topics

s Others ...
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"u- {(Grand) Challenges for Pattern Mining

= There are many patterns in video at different levels.
= How do we discover them (semi)-automatically?
= Do they correspond to any semantic meanings?

= What are the underlying features/structures of each
pattern?

= Which patterns are more promising for developing
classifiers?

= Why do these matter?

= Unsupervised discovery of a large number of patterns
-> discover interesting, meaningful concepts & events
-> help define normal states and novelty

= Scalability to new content and domains
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g Challenge: Unsupervised Pattern Discovery

= Given a new domain/corpus, discover patterns automatically
= E.g., News, consumer, surveillance, and personal life log

= Technical Issues:
= Find appropriate spatio-temporal statistical models
= Locate segments that fit such models

%o ~e
time
Issues
What'’s the adequate class of models? i_C_i_gi s @79
@) 100!

How to determine model structures? ——— QLS
What are “good” features? AN
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= Finding the right class of models ...

= Lessons from prior work
supervised + unsupervised
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Many video temporal patterns are characterized by

and
Distinctive W,aﬂe | Zoo"m-in

Transition

Dynamics \ CIOu
Recurrent \ : ;:;;;

Soccer patterns

Color | _
Distinctive | motion dominant
Feature . i
Distributions | Objects |, color ratio
Audio )
Motion
_ ] intensity

= Distinctive patterns are characterized by state-dependent
transitions and features.

= Like speech recognition, HMM and variants may serve as
promising candidates.



.=~ . HMM Models of Temporal Patterns in Soccer

(training phase)

v i
—
estimate
Labeled Train R high-level —>%?9 v
( Sloegmentfs — | HMM families | transition ‘St =i
color, motion, For plays/breaks -
audio, objects) pay prob. v v

(testing phase) t

High-L | Play-Break
ML etoction + | | "grerstPiav-Bres
cgment Model Refinement (Dynamic Programming)
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Supervised HMM models are effective for

. parsing structures in sports video

(Xie et al ‘02)

= Sports video (4 test clips, 15~25 min., various countries)
= Cross Validation

Test set Training Set
Argentina | KoreaA | KoreaB | Espana
Argentina 87.2% 82.5% | 82.5% | 80.6%
KoreaA 78.1% | 84.3% | 84.3% | 79.8%
KoreaB 79.9% | 85.3% | 85.3% | 89.6%
Espana 79.9% 89.6% | 89.6% | 81.7%

- Avg. Play-Break Classification Rate: 83.5% vs. 60% of blind guessing

* Boundary timing accuracy: 62% within 3 seconds

» The good classification provides preliminary evidence supporting HMM
model and the A-V features Demo
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Applying HMM to unsupervised
‘- - MINING

= With straightforward structures:

multi-path left-right HMM

[Clarkson et al '99]

= Long ambulatory videos captured with
wearable device

= Color histogram and MFCC features at 10Hz

= Cross-correlation coefficients 0.7~0.9
between ground-truth and likelihood sequences.

[Naphade et al '02]

= Films and talk shows

= Color and edge histogram, MFCC and energy features at 30Hz
= discover recurrent patterns of explosion and applause
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: Pattern Mining Using Hierarchical HMM

m- (Xie et al ‘02)
= Intuitive Representation for Video Patterns
= Patterns occur at different levels following different transition models
= States in each level may correspond to different semantic concepts

Topic/ Topic/
News top-level Genre 1 Genre 2
Example
states ; @

|
|
| |
| |
| |
| |
] | A
7/ / s | |
| |
| |
| |
| |
| |
|

bottom-level , p
states 4 @2@’:// = | =D \\\

[ ?fffff/ ¢ i, "a time
anchor Interview, Reporter  Sports

Financial footage

data
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.. Hierarchical HMM Gl o

top-level ——1_

hidden states ____. . C(];J\/ @

bottom-level
hidden states -

evel-exitin
states

Tree-Structured representation observations Dynamic Bayesian Network

representation

= Flexible control structure (bottom-up control with exit state)
= Extensible to multiple levels and distributions
= Efficient inference technique available
= Complexity O(D-T-Q9P), a=1.5to 2
= Application in unsupervised discovery has not been explored
= Questions: how to find right model structures and feature sets?

S.-F. Chang, Columbia U. 15




a-- The Need for Model Selection

= Different domains have different descriptive
complexities.
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[Green95]
[Andrieu99]
[Xie ICMEOQ3]

.-Model Selection with RJI-MCMC

Possible Model
Default HHMM Operations (move, state)=( , 2-2)
2

EM /7

Split  E——

\‘g., % Merge mmmm
\‘!., Swap —
next
iteration

Prob. Thresh. for

Optimum points: Stop | accepting change
balance (data = (e®'* ratio)x
fitness) + (model (proposal ratio)xJ
complexity)

?
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‘a-- Which Features Shall We Use?

Vs Y,
" color histogram zero-crossing
" edge histogram | A delta energy
zernike LPC  spectral teh
/' Gabor motion moments coeff.  onoff P \

. wavelet estimates

/

i keywords /
. descriptors . people? logtf- y
face® t /
. entroby tf-idf
outdoors?  vehicle?
e T
TET T~ — @
| [ | |
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[Koller,Sahami’96] [Zhu et.al."97]
[Xing, Jordan’01] [Ellis,Bilmes’00]...

‘a-- ISsues of Feature Selection

Goal: To identify a good subset of observations in order to improve
model generalization and reduce computation.

3
1
X 2
X2
s 1 14
X4

Criteria: (1) find the feature-feature or feature-concept relevance
(2) eliminate any redundancy

Unique problems for temporal sequence mining:

Unsupervised ——  No target concept
defined a priori

Temporal Temporal samples not i.i.d.

sequence
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Feature Selection for
‘w-- Temporal Pattern Mining

Feature pool

Multiple consistent
feature sets

[Koller96] [Xing'01]
[Xie et al. ICIP'03]

Ranked feature sets with
redundancy eliminated

o o e © - 1l ¢ o 2
° o 0o Wrapper R oo OO filter g oo OO
o v e

OO o® o® 3

Feature sequences 4

I\

i

Label sequences,
q’L

q]

gi="abaaabbb”
q2="BABBBAAA”

I(q',g%)=1

‘ >

Mutual information
I(QZ;Q?) = . |
H(Q") + H(Q)-H@Q,Q")

Markov Blanket

x"1LqQl|x,

~N—
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{X?I Xb}
= ql="abaaabbb”

{Xo}

= ql'="abaaabbb"=
q 1

- Eliminate X?




a-- Results: on Sports Videos

videos
| baseball

S.-F. Chang, Columbia U.

—p

features

visual: dominant
color ratio, camera
translation motion
audio: energies,
Zero-crossing rate,
spectral rolloff

| d
HHMM
q1.7

g,

»
‘ ‘ ]

patterns

HHMM top-level
label sequence

21
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"m-+ A Simple Test: Mining Baseball Videos

videos
| basebaH

Ranking

—
—

HHMM + feature selection

(1) dominant color ratio
%@ horizontal motion
(vertical motion)
2) audio volume
%C% low-band energy

(3)

based on BIC

S.-F. Chang, Columbia U.
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Semantics of
patterns?

Correspond to
play/break with
82.3% accuracy




Unsupervised Mining not less
‘s - - Effective than Supervised Learning

Fixed features {DCR, MI}, MPEG-7 Korean Soccer video

Model Supervised? | Model Selection |Correspondence w. Play/Break
HHMM N Y 75.24+1.3%
HHMM N N 75.0+1.2%
HMM Y N 75.5+1.8%
LR-HHMM N N 73.1+1.1%
K-Means N N 64.0+10.%

Automatic selection of both model and features

Test clip | Feature Set | # “events'’ |Correspondence w. Play/Break
Korea DCR,Mx 2~4 I 5%
Spain | DCR,Volume 2~3 R

Baseball DCR,Mx 2 I 23

* DCR='dominant-color-ratio’, MI="motion-intensity’, Mx="horizontal-camera-pan’

S.-F. Chang, Columbia U. 23 w dvm.g
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= HHMM seems promising in finding
statistical temporal patterns.

= But how to find the meanings of the
patterns?

= Approach - fuse the metadata streams
when available.

S.-F. Chang, Columbia U. 24



‘a-- Outline

= The problem

= Unsupervised pattern
discovery with HHMM

= Finding meaningful patterns

[ |
= By multi-modal fusion
= Summary
I&g’; @ |
20 5
e L, O,
politics snqug, goal!
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‘a-- TOwards Meaningful Patterns

= Manual association feasible only if meanings are few
and known.

= Metadata come to the rescue.

? ?

s
/ 7
s
s, / pid
7 / s
7 / //
,/ / e
s / il
7 / -
7 / //
s / -
7 / e
s e
4 o

peter jennings lint food - time
. . clinton iraq 00d" snow  nasda win
tonight lawyer Juri accus comput damag )

> ASR/VOCR
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*-- Associating Patterns with Text

videos |/ | AV features HAMM | patterns
and concepts

OO label-word

words (ASR/VOCR) . | association
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Co-Occurrence of HHMM Labels & Words

Conditional prob.

word
Iab& 5 o 5 strong 1+ C(g|lw)=C(g,w)/C(q,.)
correlation C(W| q) — C(q, W) / C(., W)

UIM
yBiuoy
MOUS
Jodal
bepseu
pueib
pooj
abewep
uojuIP

Aan[

B NN

Likelihood ratio:

independentfy1 C(q,w)
0 L(q,w) =
O(Q7')C('aw)
- strongl] |
exclusion
| HHMM labels from
@ﬂ% —— Language "X
=0 mjennings nasdaq dqw temparaturtﬂf( od CIintgr?m Ute... darnag\gin > Words
| from English

“correlation’’ between HHMM labels and words
- COo-occurrence counts.



Refining the Co-occurrence Statistics

“observed” “true
Srorv# - : . : | 3 unsmoothed”
News Video | | . 5 1 g
HHMM label ~ q, 4 a . [ ]
ASR token Wi W, W, W, 0 2
Machine : :
Translation Her dog |si typing on my computer. f\ e computer
Bromss—— || | | | |
Son chien dactylographie sur mon ordinateur. chien
dactylograph*
[Dyugulu et. al. 2002] mon/ma
ordinateur —
Image son/sa
~{by, ..., b} sur

~{Wy, ..., W}

c(f,e)? t(f|e)!




The problem:

Co-occurrence “un-smoothing”.

know: C(q,w);
seek: t(wlq), t(q|w).

Solve with EM [Brown93]

qu(q,w) (assume W s are |nd )

Ir I_"Ihl r n Ith.IJhII'IIrII
¥
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‘m . Translation between AV Tokens & Words

Lt (g, w) (assume q’s are ind.)

"'. -":r’ qui}"i ".-.'-'r'.'.4 uh.-.'
' rliilﬁ-'l ﬁp -J:I Hr +

strong 1+
correlation

independentf 1




"a: - EXperiments

= TRECVID2003 news
= 44 half-hour videos, ABC/CNN

= 12 visual concepts for each shot [IBM-TREC'03]
(weather, people, sports, non-studio, nature-vegetation, outdoors,
news-subject-face, female speech, airplane, vehicle, building, road)

= ASR transcript

= HHMM on concept confidence scores

= 10 models from hierarchical clustering in feature
selection, size automatically determined

= Co-occurrence with story boundaries

S.-F. Chang, Columbia U. 31




[Xie et al. ICIP'04]

"a-- ExXample Correspondences

HHMM Visual Words Topic
label Concept groundtruth
(6,3) people, storm, rain, forecast, flood, coast, El-nino

non-studio- | el, nino, administer, water, cost, Storm ‘98
setting weather, protect, starr, north, (recall 80%)
plane, ...
(9,1) | indoor, news-% raardar-iewiaski, congress, aIIege‘| Clinton-lcnes
subject-face, |jury, judge, clinton, preside, (Recdl™45%,
building politics, saddam, lawyer, accuse, | Precision 15%)
independent, monica, charge, ... | lragi-weapon

(Recall 25%,

Precision 15%)

(m, q): Obtained with Lexicon obtained by shallow
model # m SVM classifiers parsing of keywords from

state gh&g, columpikIPBM03] speech recgzgnition output.




_ Can't we find such patterns using conventional clustering?
..' m- (HHMM vs. K-means comparison)

L(q,w)
' HHMM:
more meaningful

associations, less
randomness.

1-59

labels g

L=

strong 1+
correlation

1-59

independenti 1

labels g

tokens w = 001-155




‘o Outline

= The problem

= Unsupervised pattern Versatile

discovery with HHMM Multi-modal

= Finding meaningful patterns | - Meaningful
Knowledge-adaptive

= With text association

= Summary
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"a-- IS MT the right paradigm?

videos |~ | features HAMM | patterns
T audio-visual ﬁ label-word
£ [ LR =0 association

news —— | words from ASR . E

= Potential Problems:
= Words #meanings

= Temporal correspondence between words
and pattern labels may not exist.
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= - - Change to Joint AVT Pattern Mining

features multi-modal
audio g iMLr | meta- pattern
= .8 o inference sequen Ce
text  tonight i engine? z1-T

clinton nasdaq —

= Instead, both the pattern labels and words jointly
support some hidden semantic states.

= A multi-modal data fusion problem [AVSR, multi-modal
interaction]

= Aiming at recovering the semantics [TDT 1998-2004]
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Multi-modal Fusion for Produced Videos

tokenization = meaningful
observations patterns?

V|sual—» O O O O

aud'oﬁT 000000 | g .

time
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Extracting High-level Concepts from Text — pLSA

= Use data-driven analysis to find concept association and latent semantic
topics

= Use the syntactic story structures of video to define co-occurrence

= Use graphics model statistical inferencing to discover latent semantics
= Not just counting occurrences

stories

> t

| |
) A v e A Ve e A A e . " "

latent
semantics y,

. . however news
jenningsnasdaq jurlaccus news tories d
tonight clinton lawyer
a

; p(ylz,d) o p(y)p(z|y)p(dly)

jenningsnasdaq, accus
uri

tonight cIint0|J1 lawyer :U = arg ryT]Ea);(p(y|wad)

«—— .
>



Some semantic clusters from text pLSA

“financial”
dow
nasdaq
I ndustri al
aver age
wal |
j ones
gain
trade

“olympics”
gol d
ol ynpi cs

\\iraqll
saddam
I raqg
baghdad
weapon
hussei n
strike
secure

“Iinvestigation”
jury

| ew nski

starr

gr and
accusation
sexual

| ndependent
wat er

noni ca

| nvestigation
presi dent

“weather”

t enperature
rain
coast
snow

el

heavy
nort hern
storm

f or ecast
t or nado
pressure
east
florida
ni no
gul f
weat her

“bad” clusters

cancer

| NCr ease
secure

t enperature
t exas
accusati on
chance
nasdaq
pressure
center

cancer
africa

t enperature
novi e

coast

cent er
heavy
research
rain

stri ke



Hierarchical Mixture Model

high-level clusters Z

[Xie'TRO4]

[Oliver'02]
[Stork™96]
[Nefian'02]

mid-level labels Y
visual

audio

%

Inference: EM

' \/l U/ \J U / U
observations X ;
i time

Example: z ~ “weather”; y ~ ... ;
chonpcet ~“graph|cs”, Xaudio ~ “SpeeCh"/
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. . EXperiments

= News videos [TRECVID2003]
= ABC, CNN : 30 min x 151 clips
= Training/testing on same channels

modality | feature elements granularity | bottom-
level model

audio pitch, pause, audio-class | .5 sec

color histogram (15-d) 1 sec

: : HHMM

motion camera translation (2-d) | 1 sec

visual 22 concepts every shot

text ASR word-stems tf-idf every story

S.-F. Chang, Columbia U.
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" » - FUsion Results Evaluated by Text TDT Topics & Metrics

= http://www.nist.gov/speech/tests/tdt/

*"NIST TDT research develops algorithms
for discovering and threading together
topically related material in streams of
such as newswire and broadcast news in
both English and Mandarin Chinese. ™

|
|
|

Y y Y Y

e Current TDT use text or ASR only.

TDT Tasks

1. - Detect changes between topically cohesive sections

2. - Keep track of stories similar to a set of example stories

3. - Build clusters of stories that discuss the same topic

4. - Detect if a story is the first story of a new, unknown topic
5.

- Detect whether or not two stories are topically linked
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Hierarchical Mixture Model

high-level clusters Z

[Xie'TRO4]

[Oliver'02]
[Stork™96]
[Nefian'02]

mid-level labels Y
visual

audio

%

Inference: EM

' \/l U/ \J U / U
observations X ;
i time

Example: z ~ “weather”; y ~ ... ;
chonpcet ~“graph|cs”, Xaudio ~ “SpeeCh"/
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Linking Multi-Source Videos, Web Pages

News Video Sources

Threading/

News Stories ) _
Question: does the discovered

d thread correspond to distinct
— semantics?

e no ground truth
e tentatively use TDT topics
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Evaluate the MM patterns against TDT topics

Detection
cost * i | ’
. T Auto-story
1.2 . T . py boundary,
. X * 32 clusters
1 SR 4 ; . | C,er @Mong
| e X IR the CNN
0.8 = videos fo_r
e o i each topic
|
06 =
v —+ _ fusion
better 0.4 - Eec)c()tnceptl
€ < > ° vconcept2
: vcotncept3
motion
0.2 : coIor0
audi
A
[e)
N O < . L. < <2 2,
T ORRRE IR IRR 8RB 05 UBRARDS TR IRAG
N N5 h T 9% 0, B A 25 % & =
A e A R A ORI R A Y
2 % 0% T A LRV e R e . %

topics more accurately
Such topics tend to be rich in non-textual cues



Example: Cluster #28

) trecvid news browser - Mozilla Firefox == =]
File Edit wiew Go Bookmarks Tools Help L% 3
@ v ‘[@ % ||_"| file: £ T fdernosfsemisup_auto_z_trom_CMMa_CHMNb_tmm_hhmmplsasz_32_w1l1fz8.htrl j I@_
| 1ahoo | Hotmal | ]Gmal | ]EE Mal | Jxix | ] dvmm st Columbia UGDDEHE! L 1M-w | 7| Babel Fish [Syreference [Sjnews [[5)IE Favorites
Ifar him to hear _I Rl i =
19980520_CHN W
£9.60,122.19 satellit that i

1 ma lfunct
yesterdal sai
some serwvic have
bheen restor but LI i

19980520_CNN investor take =
964.46,75.48 in some profit

1 in the tech

sector and

valeri mworri is

at the c. n. n. LI el
19980525_ChN mErger mania is 4 |
935.33,123.18 stronger than -
{1 ever thi year

for the stori

and the latest
busi new thi LI
19980530_CHN hollywood is -
1487.06,152.92 SEe green as it .-r 3
1 roll out it T
summer hlockbust

palmer canads
lonk at hom thi | B L s ; oz

Unique aud10—v1sual + text terms + temporal transmon
« AV concepts: graphics, music, anchor speech, subject etc
e textual terms: financial
e temporal structure: stat1stlcal con31stence but Varlatlon allowed

sasha salama ha
the stori and a
check of the LI 1 un TORTICARS vrev, @ wALTE 7]

19980813_CNN a showdown brew
30.53,2.30 [] between showtim

41
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Example: SpOrtS demo

) trecvid news browser - Mozilla Firefox =] x|

] Fle Edit Wiew Go Bookmarks Tooks Help \,{
| | - )
. S ‘tcg 4 @ IU file:/#{ T: fdemos/semisup_auto_z_tmm_CHNa_CHMb_trm_hhmmplsa22_22_w1l1/20.html j |Gl,

| ¥ahoo | Hotmal | Grnal | EE Mail _Jxbx | Jdvmm # Columbia | ] Google | M- | ] Babel Fish [ reference IE Favarites
" |tDmm1 boyd into x| ..

19920613_CMMN m
1215.78,38.597 russel but in

271 the n. b. a.
championship is
head back to

salt lake citi j

198980613_CNN final which get A|
1255.15,54.19 back underwai

1 tonight check

out cnnsi dock

on fridai night
the big leagu LI
19920615_CMM W
1258.29,538.77 |pu11 pick up

271 their sixth

world titl

sundai with an
eighti seven to j

19980615_CMN
1336.87,18.65

we go back to -~
salt lake citci

in game =six of

the n. b. a.

final where
chicago trail LI

Iplace on earth _I

19930621_CHH W
1246.74,109.28 | Ly 0t 1 have to

1 go out and plai e
the same wail

that i hawve been
plasi i have to LI

19980623_CHN michael collin 3
1302.70,40.21 ey man to beat

[ effort to ground
of the cat like
the n. £. 1.
senior golf LI

19980628_CMN
1470,07.143.14 1.

[Jjﬁw B LR

scienc fiction
] action

0 1i fun
= tiyoid(0)
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Example: Advertisements demo

- ¥ trecvid news browser - Mozilla Firefox == x|
] File Edit Wew Gn Bookmarks Tools Help ‘\4
'® - = "Eg_) 4 @ ||_"| file: f{I T2 fdernos fsemisup_auto_z_trm _CNKb_CNMNa_trm_hhrmplsa32_32_w1l1/04.htrl j I@,
L W | Jvahoo | JHotmal | ]Gmail | JEE Mal | Gl | Jdvmm <fe Columbia | ] Google | M- | ] Babel Fish [Sreference [ynews [IE Favorites
n 2 03.html stats a&.html > 32.html >> =

o when . : s ¥
T ———
nili's =| iz , j T i

second
pEevent

o Audio-visual dominate in this thread.

nnah
headlin

~ * NO consistent text terms.

ng that -|

at you

noomn
and
that

Fou

—_l_“_——_“ ‘-_l_l

S.F. ChaF O s o 'mm

0 ‘!!!!" D @ MULTIMEDIA LAB

Columbia University
inihe City of New Verk




‘a-- Conclusions

Theme: Media Pattern Mining for Semantics Discovery

= Patterns abound in multimedia data

= Mining facilitates auto discovery of salient or novel
concepts - scalability

= Current results shown in
= Multi-level temporal patterns mining through HHMM
= Fusion between pattern labels and ASR metadata

= Challenging Issues

= Mining of patterns of different types or complex patterns at
higher levels

= Detection of alerts and novel events
= Evaluation - Redefine TDT for Multimedia TDT?

= Visualization
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