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ABSTRACT

Video classi�cation and segmentation are fundamen-
tal steps for e�cient accessing, retrieving and browsing
large amount of video data. We have developed a scene
classi�cation scheme using a Hidden MarkovModel (HMM)-
based classi�er. By utilizing the temporal behaviors of
di�erent scene classes, HMM classi�er can e�ectively clas-
sify video segments into one of the prede�ned scene classes.
In this paper, we describe two approaches for joint video
classi�cation and segmentation based on HMM, which
works by searching for the most likely class transition
path utilizing the dynamic programming technique.

1. INTRODUCTION

Video classi�cation and segmentation are fundamental
steps for e�cient accessing, retrieving and browsing large
amount of video data. Recently, several research groups
have developed algorithms to detect scene change by in-
corporating audio and visual information. Most of these
works [1, 2, 3] are based on some prior scene models,
(e.g. dialog, setting, etc.) and accomplish scene segmen-
tation and classi�cation simultaneously. Such techniques
are however very dependent on the particular de�nition
of scene classes and are not easy to generalize.

Previously we have developed a scene segmentation
scheme which identify scene breaks based on co-occurrence
of signi�cant changes in audio and visual characteristics[4].
We also developed a scene classi�cation scheme using a
Hidden Markov Model (HMM)-based classi�er[5, 6]. By
utilizing the temporal behaviors of di�erent scene classes,
HMM classi�er can e�ectively classify video segments into
one of the prede�ned scene classes, namely, commercial,
basketball games, football games, news, and weather fore-
cast. In the classi�cation work, it is assumed that seg-
mentation has been accomplished previously and the in-
put segment to the HMM classi�er belongs to only one
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scene class. The di�erence between our approach and
some other works [2, 3] is that our segmentation scheme is
based on general audio-visual features that are not tuned
to identify particular scenes. Our classi�cation scheme
is on the other hand totally driven by probabilistic mod-
els generated based on training data instead of heuristic
rules. The same approach can be applied to identify any
scene type.

Our previous segmentation scheme is based on audio-
visual features observed over a short interval, and the
scene break is detected when the relative change of these
features at any time instance exceeds a certain preset
threshold. One problem with this approach is that it can
lead to spurious breaks when a scene contains di�erent
segments that have very di�erent audio-visual character-
istics. Another di�culty lies in the selection of proper
thresholds.

Here, we propose two approaches for joint video scene
classi�cation and segmentation by taking advantage of
HMM. In the �rst approach, we compute the likelihood
that a short video segment belongs to a particular scene
class for every video segment. The likelihood values are
used as intermediate values. We reconstruct an optimum
scene transition path for the entire input video sequence
that has the highest accumulative likelihood. In the sec-
ond approach, we build a super HMM by concatenating
HMM's for di�erent scene classes. The scene class tran-
sition path is obtained by searching the path within a
class and between classes using the dynamic program-
ming technique.

The outline of the paper is as follows: In Sections 2
and 3, we describe the two approaches for joint video clas-
si�cation and segmentation based on the Hidden Markov
Model. Simulation results are given in Section 4. Sec-
tion 5 concludes the paper.

2. APPROACH I

In an ideal case in which each video short segment is
correctly identi�ed using an HMM classi�er, the scene



transition can be easily spotted. However, in reality, the
likelihood value for the correct class can be temporally
plunged due to the mismatch between the audio-visual
features over a short time interval and the model while the
likelihood for some incorrect classes take over. An exam-
ple is shown in Figure 1. At clips 420{450, the likelihood
for the commercial model are lower than that for news
and basketball models. However, this portion of program
belongs to a commercial. One way to solve this problem
is by basing the decision on an accumulative likelihood
that a segment belongs to a particular scene class from
the staring point, with a penalty assigned to a transition
from one class to another to suppress false transitions.
This idea can be realized by dynamic programming.

Here, we introduce four variables:

� Lt(j): accumulative likelihood for class j ends at
time t;

� At(j): class backtrack pointer for class j ends at
time t;

� C(i; j): penalty for transition from class i to class
j;

� lt(j): the likelihood value for class j at time t; This
value is computed from the audio-visual feature vec-
tor computed over a �xed-length segment, known as
an observation sequence.

The dynamic programming technique tries to �nd the
optimum path, which maximizes the accumulative likeli-
hood at every time t, such as, Lt(j) = maxifLt�1(i) +
C(i; j)g + lt(j). The search algorithm is outlined as fol-
lowing:

� Initialization:

L1(i) = l1(i) and A1(i) = 0:

� Recursion:

Lt(j) = max
1�i�N

fLt�1(i) + C(i; j)g+ lt(j);

At(j) = arg max
1�i�N

fLt�1(j) + C(i; j)g:

� Termination:

L� = max
1�i�N

LT (i) and C�
T = arg max

1�i�N
LT (i)

� Class Backtracking:

C�
t = At+1(C

�
t+1); t = T � 1; T � 2; � � � ; 1:

3. APPROACH II

In this approach, we use a technique developed for speech
recognition. To hypothesize a scene class sequence C =
c1; � � � ; cL, where L is the number of segments, we can
imagine a super HMM that is obtained by concatenat-
ing the HMM's for di�erent classes. The search space
can be described as a huge network where the best state

transition path has to be found. The search has to be
performed at two levels: at the state level and at the
class level. The paths at the two levels can be searched
e�ciently by dynamic programming.

We use the one-pass dynamic programming search [7]
to �nd the optimal class sequence for a given observation
sequence X = fx1; x2; � � � ; xT g. The algorithm requires
two arrays:

� Q(t; s; c) : score of the best path up to time t that
ends in state s of class c.

� B(t; s; c): start time of the best path up to time t
that ends in state s of class c.

As illustrated in Figure 2, the path is searched within
the class and among the classes. Within the class, the
recurrence equation is as following:

Q(t; s; c) = max
0�s0�N(c)

fp(xt; sjs
0; c) �Q(t� 1; s0; c)g;

B(t; s; c) = B(t� 1; smax(t; s; c); c); 1 � s � N(c);

where N(c) is number of states in class c, smax(t; s; c) is
the optimum predecessor state for the hypothesis (t; s; c),
i.e., smax(t; s; c) = argmaxs0fp(xt; sjs

0; c) �Q(t�1; s0; c)g:
To hypothesize the potential scene class boundary, the

termination quantity (H(c; t)), a class traceback pointer
(R(c; t)), and a time traceback pointer (F (c; t)) are intro-
duced as:

H(c; t) = max
1�b�K;b6=c

fp(cjb) �Q(t; Sb; b)g;

R(c; t) = arg max
1�b�K;b6=c

fp(cjb) �Q(t; Sb; b)g;

F (c; t) = B(t; Sb; R(c; t));

with Sb = arg max
1�s�N(b)

Q(t; s; b);

where K is the total number of reference classes, p(cjb)
is the class transition probability of class b to class c. To
allow for successor classes to be started, a special state
s = 0 is introduced and passed on both the score and the
time index:

Q(t� 1; s = 0; c) = H(c; t� 1)

B(t� 1; s = 0; c) = t� 1:

Figure 2 (a) illustrates the time alignment, which gives
the optimal scene sequence. In this example, the se-
quence is (2;K; 1) and transitions occur at t1 and t2.
As illustrated in Figure 2 (b) , Q(t; s; c) and B(t; s; c)
are determined for every state within each class at every
time instance t. Then, H(t; c) is computed, and R(t; c)
and F (t; c) are recorded for all K classes. Before com-
pute Q(t; s; c), the score value and the backtrack time
value for the potential scene change Q(t�1; s = 0; c) and
B(t � 1; s = 0; c)) are set. The solid dot in Figure 2 (b)
indicates a possible scene transition for state 2 at class



b to class c. The process starts at time t = 1 and ends
at t = T in a strictly left-right fashion. When time T

is reached, the optimum scene sequence C�
l and the time

for the scene transition T �l can be found by tracing back
R(c; t) and F (c; t), respectively, as following

C�
L = argmax

c
Q(T; Sc; c)

with Sc = argmax
s

Q(T; s; c);

T �L = F (T;C�
L);

C�
l = R(T �l+1; C

�
l+1); l = L� 1; : : : ; 1;

T �l = F (T �l+1; C
�
l+1); l = L� 1; : : : ; 1:

4. SIMULATION RESULTS

As described in our early studies [5, 6], we focus on �ve
scene classes: commercial, live basketball game, live foot-
ball game, news, and weather forecast. We gathered 10
minutes of video for each scene class to train the HMM pa-
rameters. We also digitized several video segments which
included various scene transitions, such as from news to
commercials, basketball game to commercials. In the pre-
liminary study, we used the fourteen audio features de-
veloped for scene classi�cation [5, 6]. The features are
extracted for every audio clip, which has length of 1.5
seconds and is overlapped with the previous clip with
1 second. 5-state Ergodic HMM's with 256 observation
symbols are used for each scene class.

The testing sequence we present here includes por-
tions of news program and commercials. It begins with
a news program and then change to commercial at clip
271. Figure 1 shows the result using Approach I. The
likelihoods are calculated for every observation sequences
with length of 20 clips. The next sequence is one-clip
shifted from the current one. The transition from news
to commercials was detected at clip 304 while the true
transition is at clip 271. The misclassi�cation is due to
the dominant speech signal present in the portion from
clips 271 to 304. Notice that at clips 420{450 (in the
commercial potion), the likelihood values for the basket-
ball and the news models are higher than those from the
commercial model. By using dynamic programming, this
portion is correctly identi�ed as commercial.

With Approach II, the transition was detected at clip
317, which is similar to the result from Approach I. Be-
cause the data for collecting scene transition probabilities
are limited, these probabilities are obtained by trial and
error in the current simulation. Larger transition proba-
bilities cause uctuation among classes while smaller one
tends to lead to a delay in detecting transition.

5. CONCLUSION

We proposed two approaches for joint video scene segmen-
tation and classi�cation based on Hidden Markov Model.

Both approaches gave the similar result. The implemen-
tation of Approach I is simpler but it requires more com-
putation because each observation sequence is overlapped
with the previous one. Indeed, this approach can improve
the scene classi�cation accuracy, in which the noisy clas-
si�cation for each short sequence can be eliminated (as
at clips 420-450 in the testing sequence). The Approach
II can be more accurate because it makes decision at the
clip level, but for the same reason, it can lead to a noisier
segmentation.
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