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Abstract

We preseh a learnirg architectue for lexical se-
mantic classificationprodems that supplenents
task-specifitrainingdatawith backgounddataen-
coding geneal “world knowledge”. The model
compiles knowledge contaired in a dictionary-
ontolagy into additioral training data, and inte-
gratestask-speific and backgourd datathrough
anove hierachical learningarchtecture. Expei-
mentsonaword sensalisamliguationtaskprovide
empiricalevidercethatthis “hierarchicalclassifier”
outpeformsa state-of-tie-artstandardflat” one.

1 Intr oduction

There is an increasinginterestin natual langwage pro-

cessing(NLP) and information retrieval (IR) for research
on lexical semantics,in particula with respectto word

sensedisambigiation [Yoong and Hwee, 2002, informa-
tion extraction [Riloff and Jones, 19%], named entity
recognition [Collins, 2004, and automaticthesaurusxten

sion[Hearst,1997. In generhterms,thegoalin thesetasks
is thatof automaticallyassociatingvords in text with seman-
tic labels.In information extradion andnamedentity recog

nition nounphrasesor proper nours areassignedo semantic
catgariessuchas“organizatiori, “persm”, or “location”. In

word sensalisambigiationandthesaure extensionthe goal

is to assignwordsto finergrained cateyories definedby ex-

isting dictionaiesandontolaies.

Lexical semantianformation canbe usefulin mary NLP
andIR applicdions suchastext cateyolization, parsing and
language mockling for speechrecoqiition. Furthemore it
can be crucial for tasksthat requre complex inferercesin-
volving world knowledge, suchasquestionranswering

Oneof the main difficulties in learring semanticannda-
tionsstemsfrom thefactthattraining instancesireoftennar
rowly focusedon very specificclasslabelsandrelatively few

*We would like to thank our colleaguesn the Information Re-
trieval and Machine Learning Group (IRML) and Brown Labora-
tory for Linguistic InformationProcessingBLLIP), aswell asJesse
Hochstadffor his editing advice. This materialis baseduponwork
suppated by the National ScienceFoundationunder Grant No.
0085310.

ThomasHofmann
Brown University
th@s. brown. edu

Mark Johnson
Brown University
mar k_j ohnson@r own. edu

in numter. It thusseemsntuitive to suppementtask-specific
trainingdata for exanple, sense-anrtatedtraininginstances
for a specificword, with backgound dataencodng geneal
“world knawledge”. Thelatteraretypicdly availablein suf-
ficient quantitiesandneednot to be geneatedseparatelyor
eachclassificatiortask. To carryout thisideatwo crucialis-
suemneedo beaddresseddow exactly canworld knowvledge
be comijiled into additioral training data,andhow cantask-
specificandbackgourd databe systematicallyntegrated?

To addessthefirst challengewe proposeto geneatead-
ditional training dataabou broadr semanticcatgyaries by
extractirg training sentencefrom a hierachically structurel
ontolagy, WordNet [Fellbaum,1998. We assumedhateach
exampe sentencassociatedvith alexical entryprovidesev-
idencefor thekind of contets in which thatspecificconcept
andall its ancestorén thehierarcly canappearAs farasthe
secondchallergeis concermd, we introducea nove hierar
chicallearnirg archite¢urefor semanticclassification More
specifically we presentisimpleandefficient on-linetraining
algorithm generalizig the multiclasspercepron of [Cram-
merandSingey 2007.

Finally, we carryoutanexpeimentalevaluation onaword
sensalisambigiationtask,providing empiricd evidencethat
the hierachical classifieroutpeforms a state-of-tle-artstan-
dard“flat” classifierfor thistask.

Thepapeilis structurel asfollows. Section2 introducesthe
mainideain more detail. In Section3 we introduceWordNet
andthe simplified ontdogy derived from it that we usedas
the sourceof world knowledge. Section4 dealswith the ba-
sic multiclassper@ptronandthe propsedhierachical mul-
ticompaentclassifier Finally, Sections and6 describethe
datasetusedandthe empirical results respectiely.

2 Word SenseDisambiguation and World
Knowledge

Word sensedisambigation is the task of assigningto each
occurenceof anambigwuswordin atext oneof its possible
sensesA dictionay is usedto decideif alexical entryis am-
biguaus or not, andto specifyits setof possiblesensesThe
mostwidely usedlexical resoure for this taskis WordNet,
whichwe describdn detailin thenext section.

LIn this paperwe alwaysreferto WordNetversion1.71.
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Figure 1. The simplified two-layer hierarchy for the noun chair.

As anillustrationconside thenoun“chair”, whichaccord
ing to WordNetis ambigwus. Two possiblesensesre ex-
plainedin thefollowing WordNetentries:

e chair, — a seatfor one person with a suppat for the
back;

e chairy — (presignt, chairman, chairmoman, chair,
chairpeson), the officer who presidesat the meetings
of anorganization

Word sensedisambigiation is often framed as a multi-
classpatternclassificationtask. Useful features include co-
occuring words,word bigramsor trigrans, andpropertiesof
thesyntacticcontext thatcortainsthetargetword. Mostcom-
monly systemsretrainedon labeleddatafor a specificword,
for eachandtestecdonunseeritemsof thesameword. Theset
of possibldabelsis the setof sense®f theambigiousword.
Onelimitation of sucha stratyy is thatthe systembasesdts
decisionexclusively onwhatit hasbeenableto learnabou a
few vely specificconcets;e.g.,chair; andchairy. Furthe-
more, sincemanully sense-taggg words for the requirel
trainingdatais slow andexpersive, the datais quite sparse.

A gred deal of information abou objectslike “chairs”
is indirect and can be derived from more geneal world
knowledge through generéization and infererce processes.
Suppae that the task is to disambigiate betweenthe two
simplesense®f chair in thefollowing context:

1) "Here the quality of the finest chair compaments is
meigedwith art”

In this sentencecompmentsis a usefd hint that we are
dealing with the sensechair,. Chairs are artifacts, and
artifacts can have compnents. Corversely even thouch
in principe peoplecould “have commnents”as well, this
sound alittle odd Intuitively, if a word sensedisamligua-
tion systemhad accessto this type of information - that
“chairs” aresubadinatesof broaderconceps like “artifacts”
and “people” - and some knowledge about thesebroader
semanticcatayories, it might achierze a higher accuag in
disambigiatingwords. Notice that the systemmight never
have previously obsened ary instanceof the nown “chair”,
in eithersenseas“having compments”.

The goal henceis to comgement specific but limited
knowledgeabou narraw classeswith richer, if lessspecific,
knowledgeabou moregeneraclassesWe caneasilyrecover
thefactthatchairsarekinds of furniture or peope from dic-
tionariesandhierarchically organizedontdogieslike Word-
Net. Learninginformationabou suchgeneal concets,how-
ever, is comgicated. Onesourceof complicatian is the very
prodem we aretrying to solve, lexical ambiguity. If we do

not know whethe somethingis a persm or an artifact we
canna learnreliable information aboutthosemore geneal
conceps. Oneway of addressingheseproblens is offered
by WordNetitself.

3 The Ontology

3.1 WordNet

WordNetis a broadcoverage,machire-readale dictionay
widely usedin NLP. The Endish versioncontans arourd
150000entriesmostlynours, but alsoverks, adjectves,and
adwerbs. WordNetis organizedas a network of lexicalized
conceps, calledsynsetsthatcomgrise setsof synoryms. For
exampe, thenours {presiden, chairmanchairmoman,chair,
chairersor} form a synset. A word that belongs to several
synsetss ambigwus Synsetsare linked by semanticrela-
tions,themostimportant of which for nours andverts is the
is-arelation,or hyporymy; e.g, “car” is a hyporym of “ve-
hicle”. The verb and noundatabase$orm is-a hierachies
with a few generaconceps at the top and several thousad
specificconceptsattheleaflevel.

Thehierarclical structureof thedatabasbasarousedome
interestin NLP, becage it can suppot interestingcompu
tationallanguag learningmockls, for exanple, in learnirg
prediateselectionapreferaces[Light andGreif, 20(2]. We
aim to use the hierarcly to improve lexical classification
method. The modé we presenterecanin principle make
useof thefull hierachy. However, for the sale of simplicity
we havefocusedon alesscompex hierarcly, which hasbeen
derived from WordNetasdescriked below.

3.2 A simpletwo-level hierarchy

WordNetwas built, andis reguarly updaed, by lexicogra-
phers. Lexicographersgrouyp wordstogethe in synsetsand
individuatethe relevant semanticrelationsbetweensynsets.
This processincludesthe classificatiorof lexical entriesinto
oneof 26 broad semanticclasses.In this paperwe referto
thesebroad classeswith thetermsupesensesA few examt
plesof supersensibelsarepersonanimal,artifact,food, lo-
cation,time, plant,process,attribute, substanceandrelation
This setof labelsis fairly gereral andtherebre small. At
the sametime thelabelsarenottoo abstract.In otherwords,
theseclassesseemnaturl and easilyrecaynizable,andthat
is prokably why lexicograptersusethem. In factthelevel of
geneality is very closeto thatusedin namedentity recogri-
tion (“location”, “person’, “organizatin”, etc.).
Eachsynsetin WordNetis associatedvith onesupersense
label. As aresultthe databasémplicitly definesjn additin
to the full hierachy, a simplertwo-layer hierarcly. Figure



1 aboveillustratesthe synsetsandsupersenseshar belorgs
to.

3.3 The hierarchy asa source of world knowledge

For a few thousad conceps WordNet lists, amongother
types of semanticinformation, one or more examge sen-
tences. For the senseof chair above the exanple sentences
arethefollowing:

e chair; —"he puthis coatover the backof the chairand
satdown”

e chairy —“addressyour remaks to the chairpeson”

Overall thereare 9,258 of thesesentences.Sinceeachone
is associatedvith onesynset,thatis in fact a sense-tagge
instanceof the word. In otherwords, WordNet provides a
few thousad potential sense-tagedtraining instances.
Unfortunately this additioral datain itself would not be of
muchhelp: for mostof the synsetshereare no sentence§
andtypically the sentencearevery shortanddo not provide
muchcontext. However, the situationappearsin a different
light if wetakeinto accountthehierarcly. Considerilg anex-
amplesentencdor a synsetalsoasan exampe sentencdor
its ancestorgsynsetsat higher levels in the hierachy), the
numter of sentencegrows larger at the superodinate lev-
els. If we considerthe supersenskvel, the setof exampe
sentencegonstitutesin fact a small corpis of supersese-
anndateddata. Our hypothesisis that the several hurdred
sentenceassociateavith eachsupersesecanprovide a use-
ful sourceof geneal world knowledge.In thenext sectionwe
describea generaimulticonponen learnirg architectue that
canbeusedto exploit this supplematarytrainingdata.

4 Multicomponent Learning Ar chitecture

The ideaof usingthe hierarclical structue of a domain to

overcomesparseneggrodemshasbeenexploredin text cat-
egolization. Thesemethod shav improvedaccurag andef-

ficiengy [Toutanwa et al., 200L; Dumaisand Chen,20M®].

In NLP the hierarclical structureof WordNethasbeenused
to overcome sparsenesdataproblemsfor estimatingclass
distributions [Clark andWeir, 20Q2], andto exploit morgho-
logicalinformationto improve lexical acquisition[ Ciaramita,
2003.

4.1 Multiclass perceptron

The architectue we proposeis a genealization of “ultra-

conserative” on-line learning[Crammerand Singer 20Q],

whichis itself anextensionof pereptronlearningto themul-

ticlass case. We descrile this “flat” version of the classi-
fier first. For eachnounw we aregiven a trainingsetS =

(i, i), whereeachinstancer; € R* andy; € Y (w).

Y (w) is the setof synsetghat WordNetassigngo w. Thus
S summaizes n instancesf noun w, whereeachinstance
i is repesentedasa vecta of feature x; extractedfrom the
contet in whichw occured;d is thetotal numker of features
andy; is thetruelabelof z;.3

2Therearein total around75,000synsetsn thenoundatabas.
3Sincesomeinstancesrelabeledwith multiple sensesin cases
wherethetaggersvereuncertainy; mayactuallybeasetof labels.

Algorithm 1 MulticlassPercepton

1: input trainingdata(z;,y;)",, V =0
2: repeat

3: fori=1,...,ndo

4: if H, (.’L‘i; V) 75 Yi then

S Vy; € Uy, + T

6: E, ={y € Y(w) : (vy,z;) > (vy;,zi)}
7: fory € E; do

8: Uy & Uy = [T

9: endfor
10: end if
11:  endfor

12: until nomoremistales

In generala multiclassclassifierfor word w is a function
H, : R" - Y(w) that mapsfeatue vectas z to one of
the possiblesenseof w. In the multiclasspercepton, one
introducesa weightvectorv, € IR* for every y € Y (w) and
definesH,, implicitly by theso-calledwinnertake-allrule:

Hy(z; V) = ,Z) . 1
(z; V) argyrerﬁi)(vy z) 1)

HereV e IR**? refersto the matrix of weights,every col-
umncorrespadingto oneof theweightvectos v,,.

Thelearnirg algoithm worksasfollows: Trainingpatterns
arepresentecneat a time in the standardon-line learnirg
setting. Whenever H,,(z;;' V) # y; anupdatestepis per
formed; othemwise the weightvectas remainunctanged.To
perfam the update, onefirst compuesthe erra setE; con-
taining thoseclasslabelsthat have receved a higher score
thanthecorrect class:

Ei ={y € Y(w) : (vy, ) > (vy;, 7i)} )

An ultracansenative updde schemen its mostgeneraform
is thendefinedasfollows: Updatev,, < v, +7,2; with learn-
ing ratesfulfilling the corstraintsr,, =1,% 7, = -1,
andr, = 0fory ¢ E; U {y;}. Hencechargesarelim-
ited to v, fory € E; U {y;}. The sumconstraintensures
thatthe updateis balance, which s crucialto guarareeing
the corvergenceof thelearningprocedure(cf. [Crammerand
Singer 20@]). We have focusedon the simplestcaseof uni-
form upcateweights,r, = —ﬁ fory € E;. Thealgoritim
is summarizd in Algorithm 1.

Notice that the presentednulticlasspercepron algorithm
learnsall weightvectass in a coupledmanrer, in contrastto
method that perform multiclassclassificationby combining
binary classifiers for examge, training a classifierfor each
classin aone-gjainst-therestmanrer.

4.2 Hierar chical multiclassperceptron

The hierachical multiclass percepton is inspired by the
framework for learring over structuredoutpu spacesntro-
ducedin [Hofmannet al., 20@]. The key ideais to intro-
duceaweightvectornotonly for every (leaflevel) class but
alsofor every innernock in a given classtaxoromy. In the
currer applicdion to word sensedisambigation, the inner
nodes correspndto the 26 supersenses andwe will hence



introduce additioral weightvectas v, for s € S(w), where
S(w) refers to the subsetof supersesesinducedby Y (w).

We will usethenotdion s(y) to referto thesupersenseorre-
spondhg to a synsety. Thendiscriminan functions f(z, y)

canbedefinedin anadditive manrer by

f(l";y;v) = <Uy7$> + (Us(y)7x> . (3)
If onethinksof f in termsof acompmtibility functionbetween
anobsevationvectorz andasynsety, thenthecompatilility
scoreis simplythesumof two indepelentcontrikutions,one
stemmingrrom thesupersensievel andtheotheronecomirg
from the moredetailedsynsetievel. The multiclassclassifier
is thenagaindefinedusingthewinnertake-allrule,

Hy(z; V) = arg max f(z,y; V), (4)

Algorithm 2 Hierarchcal MulticlassPercepion
1: input trainingdata(z, s;)72; and(z;,yi)j=,, V=0
2: repeat
forj=1,...,mdo
4 EP ={s € S(w) : (vs, ;) > (vs;,7;)}
5: if E7 # 0 then
6: Vs; ¢ Us; + T
7.
8

for s € E5 do
Vs (-'Us—l—lg—lxj

E;
9: end for
10: endif
11: endfor
12: fori=1,...,ndo
13: if Hw(:ci; V) 75 Yi then
14: Uy, € Uy, + T;
15: E; ={y € Y(w) : (vy, z;) > (vy;, z:)}
16: fory € E; do
17: Vy € Uy — ﬁm,
18: endfor
19: E? = {s € S(w) : (vs,2:) > {vs;,7:)}
20: if £ # 0 then
21: Vg; ¢ Vs; + T
22: for s € EJ do
23: Vg & Vg — |El—s‘;c,
24: endfor '
25: endif
26: endif
27: endfor

28: until nomoremistales

The complée algorithmis summaized in Algorithm 2.
The first part of the algorithm concens the different natue
of the two typesof training data. As we explainad in Sec-
tion 3, the supplemetary dataderived from WordNetonly
providesanndationsat the supersenskevel. We canrot use
thisinformationto perfam update for weightvectos v, but
onlyto adjusttheweightsv,. Hencefor supersese-annotaté
training instances(m], sj) we compute the error seton the
superseselevel as EY = {s : (vs,z;) > (v,;,x;)} and
perfam the standardznultmlassupdatestepfor all vy with
s € E7 U{s;}.

Thesecondpartconcenstrainingonthetaskspecificdata
(x4, 8;). If the classifiermakesa mistale on patternz; erra
setsare computedfor its individual compnentsboth at the
synsetandsupersenskevels (lines 15 and 19 above), which
areupdatel accodingto thestandardnulticlassupdaterule.

As anexample suppsethatgivenapatternz ; of chair the
synseterror setis F; = {CHAIRymiture; CHAIRGeath_chair
while the correctlabelis y; = CHAIRperson, @andthuss; =
PERSON. The updatevecta (1)z; is subtractedrom the
vectos relative to the labelsin E;, while z; is addedto v,,.
If atthe supesensdevel theerra setE;y = {ARTIFACT},
z; is subtractedrom the vecta for ARTIFACT andadda
to v,,. Therefore,throwgh the supesenseveightvectos, the
backgourd dataaffectsclassificatiorat the synsetevel.

5 Data Setand Features

5.1 The Senseal data

We testedour systemon a standardvord sensedisamligua-
tion dataset. Thetrainingandtestdataarethoseusedin the
last Senseal workstop (Sensgal-2/ACL-01, 2001), which

focusedxclusively onwordsensalisambigation. Thetrain-

ing setconsistsof 8,611 paragaphsthatcontainanambigu

ous word whosesensehas beenmanually annotated The
inventory of senseds taken from WordNet. Similarly, the
testset consistsof 4,328 unlakeled pairs. We only ran ex-

perimens on the noundata,which consistsof 3,512 training

instancesind1,754testinstances Eachinstanceconsistsof

a shortpassageaken from one of various sources:e.g.,the

Wall StreetJournd, British NationalCorpusandwebpages.
Thetask-specifidraining data, Ty, is typically smallerthan
thegenerdone,Ts. Theaverag ratio |Ts|/|Ty| is equalto

20.3

5.2 Features

We usedthe samefeaturesetdescribedn [YoongandHwee,
2003, which is compact but includes most of the features
thathave beenfound usefulin this task: surrainding words,

bigrams andtrigrams,andsyntacticinformation. Yoorg and

Hwee repat resultsfor several classifiersbroken down by

partof speechwhich makesit possibleto compae our sys-

tem’s performarce with thatof severalothers.

Therearefour typesof featues. The following sentence
senesto illustratethem: “the dinnertableandchairs areele-
gart yetcomfatable”. Thefeaturesetis describedn greder
detailsin [Yoong andHwee,20@]:

e part of speechof the neightoring words: P _; = CC,
Po = NNS, P+1 == AUX,

¢ singlewordsin the surrowndingcontet: C = elegant,
C = dinner, C = table, C = the, ...

e bigrams and trigramns: Cot41=
C_5,_o2 = table,Cyy 12 = are_elegant, ...

e head of the syntactic phrasethat governs the tar
get: G =are, GPOS=AUX, G.VOICE = active,
G_RELPOS = left.

Syntacticfeatues and part of speechtagswere extractel
from the syntacticparsetreesof the Senseal-2 training and

and_are,
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Figure 2. Test accuracy of the flat multiclass perceptron
(dashed line) and the hierarchical multiclass perceptron (con-
tinuous line) on the word sense evaluation data set.

testdataproducedusingCharni&’s parser[Charniak,2000].

In thisway we createdhetrainingdatal’y fromtheSenseal

data. In exactly the sameway we extractedfeatures from

the exanmple sentencei WordNetto producethe additioral

trainingsetfor thesupersenstevel classes]'s. Overall there
arearourd 250,®0 features.

6 Experiments

6.1 Experimental setup

We testedtwo modelsdescribedn Section4: the flat multi-
classperceptron,trainedandtestedatthesynsetevel, andthe
hierardical one,trainedon boththe standardynseddataand
thetrainingdatafor the supesensegxtractedirom WordNet.
We alsotrainedandtesteda simple“flat” naive Bayesclas-
sifier. A different classifierwastrainedandtestedfor each
word. We treatedcompmundssuchaseasychair andchair as
differentwords.
All theresultswe repot aregivenasaccuray:
number of correct guesses

score = - x 100
number of test items

6.2 Results

Figure2 shavs theperfamanceof theflat pereptron(dated
line) during eachiteration. The percepron in factcorverges
very quickly. This is probably dueto the factthatthereare
relatively few trainingitems: Normally the sizeof T'y is be-
tweenoneandtwo hurdred. To checkwhetheranimprove-
mentwasdueto thealgoithm aloneandnotto the combira-
tion of the algorithm andthe additioral, supersese dataset,
we alsotraineda hierardical percgtron exclusively on the
synsetdata. Figure 2 alsoplotsthe perfamanceof the hier-

archicalpercepron trainedonly on T'y. Thetwo curves are
virtually indistinguishable,meaning that without additioral
informationnotmuchcanbegainedrom usingthehierarcli-

cal classifieralone. In otherwords,with “flat” dataa “flat”

classifieris asgoad asa “hierarclical” one

Accuracy
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Figure 3. Test accuracy of the hierarchical (continuous line)
vs. flat (dashed line) multiclass perceptron. The hierarchical
multiclass perceptron was trained using supplementary super-
sense training data.

Figure 3 plotsthe performanes of the flat andthe hierar
chical percepron whenalsotrainedonT's. Thetwo patterns
arevery different. Thehierarclical modé convergesonly af-
termorethan350iteratiors.

Method Score
Yoonds AdaBoost 692
BestS2 695
Naive Bayes 680
Multiclasspercepron 704
Hierarchicaimulticlasspercepron | 718

Table 1. Test accuracy on the Senseval-2 test data.

This might be dueto severd facts. First, the amount of
datais muchgreaterdueto the additionof T'g, andit takes
longe to learn. Seconl, the supersese dataandthe synset
dataareprobally very differentandnoisy; asa consegence
theweightvectos arecontirually readjustedpossiblyalorgy
very different dimersions. The interestingthing, though, is
thatevenin themidstof very wide oscillationsthereis aclear
improvemen, particdarly betweerb0and100iterations.

We presehalsoa compaative table. Tablel illustratesthe
resultsof our systemsand other state-of-tle-artword sense
disambigiation ones. We setthe nunber of iteratiors to a
fixed numter for all words equalto 100 Giventhatwe set
this value“knowing” thatit is a goad onefor both our sys-
tems, our resultsand thoseof other systemsare not really
comprable. However, it is reasonale to expectthat it is
possibleto setthis stoppingcriterionwell enaighusingheld
outdata. Thusthis comparisongivesusanapprximateidea
of whereour systemsstandwith respectto state-ofthe-art
onesin termsof performarce. AdaBoostis the classifierthat
gave the bestresulton nours in [Yoorg and Hwee, 20(2],
Best S2 [Mihalceaand Moldovan, 2001] refersto the best-
perfamingsystemonnownsamonghe Senseal-2workshg
systemsTheseresultsshav thatour systemsperfamances



noun F H noun F H

stress 487 53.9 | child 63.5 651
churdqh 738 76.9 | bar 734 691
mouth 655 69.0 | day 68.4 691
sense 590 64.1| post 456 515
art 612 57.6| fatigue 81.0 881
chair 819 83.3| bum 73.3 800

Table 2. Example results on a few words. F = flat, H = hierar-
chical.

comparableto that of state-of-tle-artonesandthatour hier
archicalmodeltrainedon baclgrourd andspecificdataout-
perfamstheflat one

Resultfor afew individualwordsarepresentd in Table2.
They shav thatthe improvements arenot uniform, but vary
from word to word. Overall we identified 105 nours. The
greatmajoiity of theseare compaundsthat typically occu
only oncein the testdata. Both systemsachie/e appoxi-
matelythe samescoreon thesedata. On the bulk of the test
data,however, the systemsgerfom differently Of the21 test
words on which the classifiersachieve differentscores,the
hierardical per@ptronis moreaccuatethanthe flat oneon
15words,or 71.5%o0f thetime.

Thisfinding suggests simpleimprovementfor the hierar
chicalsystem.Thecortribution of theindividual commnents
of the classifiercould be weightedsettingthe weights, after
training usingheld out data. In the simplestsettingbinary
weightscould be used;e.g, eitherthe backgoundinforma-
tion is usedor not. Thusthe backgound mocel would be
usedonly whenuseful,otherwiseits contritutionswould be
ignored.

7 Conclusion

We have presented learnirg architectue for lexical seman-
tic classificationthat supplenentstask-specifidraining data
with backgourd dataencaling general‘world knowvledge”
extracted from a widely used broadcoverage, machire-
readake dictionary. The mockl integratestask-specificand
geneal informationthroudh anove hierachicallearningar
chitectue basedon the multiclasspercepton. Experiments
on aword sensealisambigiationtaskshovedthatthe hierar
chicalmockl achievesimprovedperformane over a state-of-
the-artstandardflat” system.

This new framewvork hasa numter of pramising exten
sions. Additiond accuacy gains are expected by using
moresophisticategercepronlearnirg algorithrs suchasthe
voted percgtron [Freundand Schapire, 19%8] andby using
the dual perceppron with non-linear kernels. We have only
madeuse of the simplestpossibleform of hierarcly (two-
stage)jn reality thehierardical structureof WordNetis very
compex andmuchmoreinformative. The modelpresentd
herecanbe exterdedto include this type of structue aswell
as other sourcesof information. In addition the two-layer
modé canbeappliedto all otheropenclasswordsin Word-
Net and a full-hierarchybasedmodel could be appliedto
verbs andnowns. There is also more information to extract
from WordNet,for exanple, from the glosseswhich canpo-
tentially be utilized as additioral training data. Lastly, the

ideaswe presentecheremight be usedwith otherlearnirg
method. We leave thesetopicsfor futureresearch.
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