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INTRODUCTION
Next-generation transport networks must provide cost-effec-
tive transfer of disparate sets of client information, including
multiservice traffic ranging from synchronous traffic (e.g., DS-
1, DS-3, and STS-12) to asynchronous traffic (e.g., IP, Ether-
net, and ATM). Such networks must also be flexible and
responsive in dealing with different bandwidth granularities
(e.g., from DS-1 to STS-192c), and dynamic changes in traffic
demands (e.g., on the order of tens of milliseconds). Achiev-
ing these requirements simultaneously introduces new chal-
lenges to network designers, especially since the architecture
cannot rigidly depend on the mix of clients or the bandwidth
requirements as this information is likely to change in time.

Traditional transport networks are widely based on syn-
chronous optical network (SONET) or syn-
chronous digital hierarchy (SDH) rings [1]. Such
networks rely on add-drop multiplexers (ADMs)
and digital cross-connects (DXCs) to perform
the switching, multiplexing, and demultiplexing
functions of end-to-end connections. Traditional
SONET-based networks are primarily designed
to provide point-to-point connectivities for syn-
chronous traffic, and are not well suited to sup-
porting asynchronous traffic with a variety of
bandwidth granularities or dynamic bandwidth
requirements. Moreover, SONET rings do not
scale gracefully as traffic demands in transport
networks continue to rise.

Figure 1 illustrates two possible contrasting
approaches for building the next-generation mul-
tiservice transport network. In the figure, switch-
ing — in wavelength, time-division multiplexing
(TDM), or packet domain — takes place in the
deeper shaded boxes, while adaptation and
encapsulation take place at other boxes. Since
switching is generally much more expensive than
adaptation and encapsulation, a cost-effective
network should seek a solution with minimal
switching.

The circuit-centric approach adopts the evolu-
tion of a circuit-based transport network by
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FIGURE 1. Candidate data-plane protocol stacks for multiservice transport networks.
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adding new capabilities such as band-
width scaling through wavelength-divi-
sion multiplexing (WDM) and support
for flexible asynchronous traffic. Syn-
chronous traffic and some asynchronous
traffic (e.g., asynchronous transfer
mode, ATM) may be transported direct-
ly over SONET through proper encap-
sulation and adaptation. Other types of
asynchronous traffic (e.g., IP, Ethernet,
storage area networks — SANs) can be
encapsulated using a generic framing
procedure (GFP), which promotes inter-
operability and provides a more efficient
mapping method [2]. Recent extensions
in the SONET specification facilitate a
more flexible bandwidth granularity
through the use of virtual concatenation
and in-service bandwidth adjustment
through the use of the Link Capacity
Adjustment Scheme (LCAS) [3]. Howev-
er, it is unlikely that LCAS can cope with a highly dynamic
environment where bandwidth needs to be frequently adjust-
ed, resulting in frequent setup and teardown of SONET con-
nections and inducing stress on the signaling processor or
management system (i.e., electronic/network management sys-
tem, EMS/NMS). Another problem comes from the fact that
TDM switching at the SONET level inherently requires large
electrical cross-connects, which are expensive and wasteful if
the switch ports already carry a substantial amount of traffic
aggregation. Moreover, an electrical cross-connect requires an
optical-electronic-optical (OEO) converter at each port, which
tends to incur a relatively large portion of the system cost.
Wavelength switching at the WDM layer may switch connec-
tions at coarse granularity cost-effectively. Optical cross-con-
nects based on microelectromechanical system (MEMS)
technology have been proposed as a promising wavelength
switching candidate [4]. Optical cross-connects allow a net-
work architecture that contains islands of transparency where
optical signals are switched transparently (OOO) without the
need for OEO conversion within an island. Due to the low
per-unit cost of capacity for high-rate optical systems, trans-
port network cost could be significantly reduced if the island
boundary could be expanded closer to the clients. In reality,

however, bandwidth requirements closer
to the clients are typically small frac-
tions of a wavelength capacity. Thus, in
today’s networks, electrical cross-con-
nects are still needed, and the introduc-
tion of OOO would entail coexistence of
two types of switching and result in addi-
tional network layering.

The packet-centric approach adopts
the evolution of a multiprotocol label
switching (MPLS)-based network by
adding new capabilities in adaptation
and encapsulation mechanisms and
extending the control plane (via general
MPLS, GMPLS) to include other
switching types (TDM and wavelength
switching). This approach is based on
the premise that the most widely adopt-
ed technology, argued to be MPLS in
this case, deserves placement at the
waist of the hour glass. It is well known

that MPLS can easily transport layer 3 traffic such as IP. New
encapsulation methods (so-called Martini drafts [5]) and
extensions [6] have also been defined to transport various
layer 2 (e.g., Ethernet and ATM) and layer 1 (e.g., SONET)
traffic. Because packet switching is generally not cost effective
for highly aggregated services, TDM and wavelength switching
controlled by GMPLS signaling are generally needed to han-
dle traffic at coarser granularities. Although this approach can
handle both synchronous and asynchronous traffic, observe
that three types of switching are required to achieve flexibility,
thus making the overall solution unnecessarily expensive.
Therefore, what is needed is not more network layering with
switching at each layer and the extra complexities of adapta-
tion, but a transport architecture with reduced network layers
capable of handling both synchronous and asynchronous traf-
fic well.

In this article we introduce a new approach called Time-
Domain Wavelength Interleaved Networking (TWIN), which
addresses the preceding requirements and is intended to be
cost effective over a broad range of operating regions.

TIME-DOMAIN WAVELENGTH
INTERLEAVED NETWORKING

Wavelength switching is indispensable as it is the basic build-
ing block for building future high-capacity scalable architec-
tures. In TWIN, TDM switching and packet switching are
emulated through the use of fast tunable lasers1 capable of
transmitting brief optical signals alternately at different wave-
lengths. Each ingress node of the transport network demulti-
plexes incoming data intended for different egress nodes into
an outgoing optical signal with alternate wavelengths each
associated with a particular egress node. In the network core,
wavelength switching capable of routing optical signals
ensures that each signal of a given wavelength arrives at the
intended egress node. At the egress node, optical signals from
various ingress nodes are multiplexed and converted back to
electrical signals for further processing.

Figure 2 shows the TWIN data plane protocol stack with
switching implemented only at the WDM layer. TWIN utilizes
fast tunable lasers and wavelength switching to perform rout-
ing of various optical signals in the transport network. This
architecture results in a single layer of switching and makes
TWIN protocol stack simpler and cleaner than the preceding

FIGURE 2. TWIN data-plane protocol stack.
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alternatives shown in Fig. 1. Figure 3 illustrates the general
trade-off among OEO (TDM switching), OOO (wavelength
switching), and TWIN as a function of the total traffic demand
from each node (y-axis) and the number of nodes in the net-
work (x-axis) under uniform traffic assumption (a particular
trade-off depends on the particular set of costs). Each region
indicates the technology that is most cost effective. At one
extreme, when each node transmits close to the wavelength
capacity to each other node, OOO is most cost effective as
the network is already well utilized without grooming. At the
other extreme, when the total demand from each node is a
small fraction of the wavelength capacity, OEO is more cost
effective due to its grooming capability. In most cases, when
the demand is moderate to normal, TWIN generally presents
the most cost-effective solution. Because of the unique archi-
tecture in TWIN, some new challenges need to be addressed
to show its feasibility. We briefly outline some of these
notable challenges and discuss them in more detail in the
remainder of the article.

Network architecture: The general idea of using tunable
lasers for switching in wideband optical networks has been
documented in [8, 9]. Optical networks utilizing tunable
lasers have only been applied to a simple physical topology
such as a star or a bus. Support for an arbitrary topology, in
our case, requires a switched network with wavelength-
selective cross-connects capable of merging incoming sig-
nals of the same wavelength to the same outgoing fiber.
Our approach enables network resources to be allocated in
an automated and flexible fashion to match traffic demand
and other conditions. Support for an arbitrary topology pre-
sents new challenges in scheduling, protection, routing, and
signaling, which have not been addressed in this context in
the past.

Framing and encapsulation: TWIN must implement
burst-mode receivers to perform frequency synchronization
to recover the transmitter’s clock rapidly, provide framing
to determine the boundary of a data unit, and encapsulate
client protocol data units (PDUs).

Scheduling: Scheduling traffic between each input-out-
put pair in a single switch is a well studied problem. In
TWIN, however, the scheduling algorithm must deal with
the substantial delays due to propagation of signals across
the network.

Protection: The transport network is expected to be reli-
able in that traffic interruption due to a fault in the net-
work should be restored rapidly. TWIN requires

redundancy in multipoint-to-point trees.
Control plane: TWIN adopts a separate control plane to

perform automatic discovery of resources, routing, and sig-
naling. Routing in TWIN is unique since a bandwidth bot-
tleneck can only occur at the source/destination. The light
intermediate network elements in TWIN also give rise to a
new signaling model.

NETWORK ARCHITECTURE
The transport network consists of a wavelength-selective cross-
connect (WSXC) in the network core and aggregation devices
(ADs) at the edge, as shown in Fig. 4. To provide effective
transport connectivities among the ADs, TWIN makes use of
optical multipoint-to-point trees that are overlaid on top of the
physical topology. Unlike multipoint-to-point trees in packet
switching (e.g., ATM or MPLS) that are solely intended to
minimize labels, the main motivation for using trees in TWIN
is to maximize the utilization of the transmitter/receiver. Fig-
ure 4 provides an example where such trees are associated
with two destinations, and each destination is assigned to a
unique wavelength. Thus, in general, a network with N ADs
would need O(N) wavelengths.2 This requirement is to be
contrasted with a pure OOO solution (with no electronic
grooming), which provides a point-to-point wavelength con-
nectivity between each pair of nodes, resulting in a total of
O(N2) wavelengths. In TWIN, sources that have data to trans-

FIGURE 4. Logical multipoint-to-point trees, one for each of the two destina-
tions, overlaid on top of a physical topology.
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mit to a particular destination use the wavelength assigned to
that destination. The optical signals from various sources to a
particular destination may be merged at the intermediate
nodes. Thus, sources must coordinate their lasers so that colli-
sion will not occur at each merging point (or at the destina-
tion). TWIN relies on fast tunable lasers and scheduling to
prevent such collisions (discussed later).

Each AD functionally consists of ingress AD (source) and
egress AD (destination). The ingress AD aggregates incoming
client traffic flows for each egress AD, encapsulates client
PDUs (e.g., IP packets, ATM cells, MPLS frames) for the
same egress AD into the same TWIN PDUs (or bursts3), and
optically transmits each burst using a fast tunable laser. The
wavelength assigned to each burst is used to route the burst to
its intended destination. The egress AD demodulates the
received optical signal, decapsulates the burst into individual
client PDUs, and forwards these PDUs to the appropriate
client’s ports.

The WSXC performs self-routing of incoming optical sig-
nals to the appropriate outgoing fibers based on the wave-
lengths of the signals. In contrast to the traditional optical
cross-connect, TWIN requires the WSXC to merge incoming
signals of the same wavelength to the same outgoing wave-
length. An example of such a WSXC is shown in Fig. 5a
where full merging is performed by a passive combiner at the
ingress side. The 1 ¥ K switch routes each individual wave-
length to the appropriate output port (fiber) [10]. In certain
cases (e.g., when wavelength reuse is critical), input signals of
the same wavelength may need to be routed to different out-
put ports. Figure 5b shows a WSXC capable of separating
such signals to different output ports. Two important observa-
tions are worth pointing out. First, note that a merging WSXC
can be significantly simpler than a typical WSXC as a merging
WSXC may be implemented by a 1 ¥ K switch, as shown in
Fig. 5a. Second, unlike other approaches that require fast
reconfigurable (every hundreds of nanoseconds to microsec-
onds) cross-connects at the burst level [11], TWIN purposely
avoids fast reconfigurability in the core since our cross-con-
nect reconfiguration is only needed when a new connection
requires a new branch of a tree to be created (typically on the
order of minutes or even much longer once the trees have
been constructed). TWIN relies on fast tunable lasers at the
network edge to emulate fast reconfigurability in the network
core.

FRAMING AND ENCAPSULATION
TWIN requires a burst mode receiver at each destination
since the receiver needs to handle bursts from different trans-
mitters that are clocked asynchronously. Frequency synchro-
nization for a burst mode receiver can be facilitated by a
preamble in each burst so that the receiver’s synchronizer can
lock to the transmitter’s bitstream. Once bit synchronization is
achieved, burst delineation can be accomplished by appending
a start-of-burst delimiter field. A burst mode receiver capable
of performing this synchronization within 50 ns has been suc-
cessfully demonstrated [12].

The TWIN burst format adopts
the GFP specification [13]. Howev-
er, changes are necessary to accom-
modate features unique to TWIN.
Unlike GFP, which uses cyclic
redundancy check (CRC)-based
framing, TWIN relies on framing
based on preamble and start-of-
burst delimiter due to the asyn-

chronous nature of the transmitter-receiver pair. GFP payload
length field, which is 2 bytes long, can be used to accommo-
date payload information of up to 64 kbytes length. This limits
the duration of a burst to about 52 ms with 10 Gb/s transmis-
sion rate or about 13 ms with 40 Gb/s transmission rate For
flexibility, an extension of the payload length field is needed.
Furthermore, TWIN generally maps multiple client PDUs
into a burst. To do so, a PDU length field has been added to
delineate each client PDU within the payload. GFP encapsu-
lation appears flexible enough to handle future extensions
that are provided in the payload header via optional fields for
extensions.

SCHEDULING
Each multipoint-to-point tree can be viewed as a shared medi-
um associated with a given destination. Two basic approaches
for accessing a shared medium are random access and schedul-
ing. Random access is not suitable in the context of TWIN
where propagation delays may be significant and transmission
rate is very high. Thus, TWIN adopts the scheduling approach.

Transmission of typical synchronous traffic to a given desti-
nation is organized in repetitive cycles of duration Tc each. A
cycle consists of Nc slots, each of duration Ts. A slot carries
exactly one burst. Adjacent bursts are interspaced by a guard
time of duration Tg. Each burst consists of an overhead of
duration To and payload of duration Tp = Ts – Tg – To. Sup-
pose TDM frames (e.g., SONET frames) with smallest granu-
larity of size F bits are to be transmitted periodically in one
burst per cycle. Then the number of TDM frames that can be
placed into one slot is Nf = Tp R/F, where R is the optical
transmission rate. Since a TDM frame needs to be repeated

every 125 ms, the slot interval for
this channel, which is equivalent to
Tc, is 125 ¥ Nf ms. Figure 6 shows
the relationship among different
parameters. To handle client traffic
with low transmission rate, we can
extend the periodicity by adding a
supercycle so that such traffic is
transmitted periodically every Tsc.

Table 1 shows an example of how
the slot size (Ts) affects various
parameters such as the frame dura-
tion (Tc), efficiency (h), and buffer
requirement (buffer) for F = 6480

3 A typical length of a burst is explained
later.

FIGURE 6. Scheduling cycles.
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Ts (ms) Nf Tc (ms) Nc h (%) Buffer (kB)
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bits (STS-1), Tg = 200 ns, To = 50 ns, and R = 10 Gb/s.
The purpose of scheduling is to assign appropriate slot(s)

to source-destination pairs to ensure that collisions do not
occur, maximize slot utilization, and ensure a minimum rate
for each node pair. To support both synchronous and asyn-
chronous traffic, TWIN adopts both a centralized scheduler
(CS) and distributed scheduler (DS).

The CS matches the behavior of synchronous traffic, where
client information frames arrive periodically (every 125 ms)
and the bandwidth of a connection is relatively fixed. Since
the CS can gather all necessary information (e.g., traffic
demand matrix) and process this information in a relatively
long time interval (on the order of seconds), the CS can com-
pute the slot allocations to each source-destination pair very
effectively. Unlike the problem of scheduling in a packet
switch, the TWIN scheduler must estimate and incorporate
the scheduling delay information to deal with various propa-
gation delays that exist between various nodes. The scheduling
information computed by the CS is downloaded to each AD
through a data communications network (DCN). The DS is
suitable for asynchronous traffic with dynamic bandwidth
requirements. For faster response time, each DS is associated
with a destination and performs scheduling among the sources
wtih information to send to that destination. The DS assigns
scheduling slot(s) to a source by examining a request sent by a
source and granting certain slots in subsequent (super) cycles.
The request and grant messages are communicated in-band
for fast transmission so that changes in request can be reflect-
ed quickly. To ensure that the DS and CS do not allocate the
same slots, each cycle is divided into a sync period for trans-
mission of synchronous traffic and an async period for trans-
mission of asynchronous traffic. The boundary of the two
periods is flexible and can be negotiated between each CS and
DS pair.

We now consider the CS in more detail. The problem of
scheduling with no propagation delay can be modeled as a
bipartite graph with weighted edges connecting each source i
on the left and each destination j on the right. The edges rep-
resent the traffic demands. Given the traffic demand Dij from
each source i to each destination j in units of time slots per
period, the lower bound for the number of slots required to
schedule all the demands is T* = max {maxj Si Dij, maxi Sj
Dij. In situations where propagation delays are either all equal
or negligible, this lower bound is also sufficient. In general,

this lower bound will be exceeded when the propagation
delays are arbitrary. We present the TWIN Iterative Indepen-
dent Set (TIIS) algorithm whose basic idea is to find the maxi-
mum-weight independent set of edges.4 This is done iteratively
where in each iteration the largest set (in terms of total
weight) of “non-neigboring” edges is selected. The set of
edges and weights are updated until there is no more demand
to schedule. Propagation delays need to be accounted for
appropriately to ensure that a selected set of edges is feasible
(i.e., independent or non-neigboring). To determine a sched-
ule and check feasibility of a given number of slots T, the TIIS
algorithm performs as described in the box.

Figure 7 provides a comparison between TIIS and a greedy
algorithm to schedule synchronous traffic in four different
real network scenarios outlined in Table 2 (real names have
been replaced with network numbers). The results indicate
that TIIS is typically within 10 percent of the lower bound T*,
while a greedy algorithm that blindly selects the highest
demand may need 50 percent more slots. TWIN requires
time-of-day synchronization to ensure that each source uses a
common time reference for assigning bursts into slots. TWIN
relies on a GPS-based timing reference to provide a low-cost
and accurate time-of-day information. Receivers capable of
maintaining time-of-day accuracy within 100 ns to GPS and
satisfying telco requirements (i.e., NEBS compliance) are
available in the marketplace.

FIGURE 7. Scheduling with propagation delays.
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Let dij be the fixed propagation delay between source i and destina-
tion j. Let Sij(k) be one when a burst is sent at slot k from source i to
destination j, zero otherwise, and D = [Dij]. TIIS performs as follows:
1. Set Sij(k) ¨ 0, k = 0, …, T – 1
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PROTECTION
Transport networks must be survivable so that a
failure in the network will only cause disruption
locally and for a short period of time. Survivabili-
ty may be provided through path protection. In
1+1 path protection, traffic is copied on both the
working and protection paths, while the destina-
tion performs the selection between the two
paths based on some criteria (e.g., alarm indica-
tion signal or bit error rate). The restoration time
for 1+1 protection is generally very fast because
failure localization and notification are not
required to perform protection switching. However, 1+1 pro-
tection has a disadvantage in that the bandwidth (slot)
requirement is doubled.

In 1:1 path protection, traffic is sent to the working path
during normal operation. When a failure occurs on the work-
ing path, traffic is automatically switched to the protection
path. 1:1 protection is more bandwidth efficient than 1+1
protection. However, 1:1 protection is not as responsive as
1+1 protection, since a failure needs to be identified at the
destination, and then the associated notification message
needs to be propagated to the affected sources. Unlike typical
protection, we need to consider the impact of TWIN protec-
tion on scheduling efficiency. A joint schedule with 1:1 protec-
tion can be constructed by sharing time slots on the working
and protection paths to increase efficiency. Figure 7 shows the
effect of joint scheduling of working and protection paths

(“TIIS backup”) on the number of time slots required. As can
be seen, the penalty for joint scheduling is relatively small
compared to the case with no protection (“TIIS”).

Path design in TWIN protection presents a new twist since
working and protection paths need to be part of multipoint-
to-point trees. Tree redundancy can be created using edge-
disjoint trees, arc-disjoint trees, or multitrees [15]. Figure 8
shows an example of multitrees using the ear decomposition
approach described in [15]. The dashed and solid trees to des-
tination F are constructed such that each source maintains its
connectivity to the destination for any link or node failure
(other than the destination).

CONTROL PLANE
The main tasks of a control plane are resource discovery,

routing, and signaling. Automatic
neighbor discovery to discover and
maintain the link between neighbors
can be designed by appropriately
modifying the commonly used Hello
protocol. Link management tasks
may follow the approach specified in
Link Management Protocol (LMP).
Network discovery pertains to gath-
ering of data plane topology and
resource information in the entire
network. A reliable flooding proto-
col such as Open Shortest Path First
(OSPF) can be adopted for network
discovery.

Routing in TWIN is unique in
two interesting aspects. First, unlike
traditional transport networks that
may optimize path selection based
on the available bandwidth on each
link, the bandwidth bottleneck in
TWIN only occurs at the source/des-
tination. Thus, choosing different
intermediate links generally will not
affect resource consumption. Sec-
ond, the need for redundant multi-
trees to support survivability implies
that routes for each destination need
to be precomputed. When a source
wishes to establish a connection to a
destination, the source has to follow
the route given by the multitrees
associated with that destination.
These two aspects imply that a cen-
tralized route server presents a com-
pelling case for a simple and efficient
routing implementation.

A signaling protocol is used to set
up, maintain, modify, and tear down
connections. Currently, GMPLS pro-
tocols, such as Resource Reservation

TABLE 2. Network parameters for Fig. 7.

Net1 Net2 Net3 Net4

Nodes 10 11 6 10

Links 16 16 15 16

Distances 150–2000 50–600 1–20 100–2000

Demand pattern Uniform Nonuniform Highly nonuniform Close to uniform

FIGURE 9. Signaling model: a) hop-by-hop model; b) rendezvous model; c) end-to-end model.
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Protocol with Traffic Engineering (RSVP-TE), appear to be
the most widely followed approach to transport network sig-
naling. The propagation of signaling messages in RSVP-TE is
similar to that in many other signaling protocols whereby a
setup request (implemented using the Path message in RSVP-
TE) is propagated from the source hop by hop to the destina-
tion, as shown in Fig. 9a. If the request is granted by the
destination, an acknowledgment (ack), implemented using the
Resv message in RSVP-TE, is propagated hop by hop in the
reverse direction. The ack contains the wavelength and slot
number(s) to be used by the source. Unfortunately, this hop-
by-hop model is generally not efficient for TWIN. The reasons
are twofold. First, unlike traditional transport networks that
have to configure a unique incoming label to a unique outgo-
ing label for a new connection at each node, TWIN uses the
same label (wavelength) assigned to each destination. This
implies that TWIN rarely needs to configure the cross-con-
nects along the path. Second, unlike traditional transport net-
works that have to perform connection admission control
(CAC) at each node, TWIN only has to perform CAC at the
source and destination since the bottleneck can only occur at
the source or the root of a multipoint-to-point tree. Thus, a
more efficient signaling mechanism taking these two aspects
into consideration is needed.

An alternative signaling model, called the rendezvous
model, is illustrated in Fig. 9b. Here the source (node A) first
sends a setup request to a well-known connection server.
Upon receipt of a setup request, the connection server config-
ures the intermediate cross-connects (at nodes B and C), if
not already done, by sending appropriate configuration mes-
sages. The connection server then sends a setup request to the
destination (node D). If the request is accepted, the destina-
tion returns an ack to the server, which in turn replies to the
source. Note that steps 2–5 are skipped when the multipoint-
to-point tree spanning nodes B and C has been built, thereby
resulting in fast signaling time. The rendezvous model is
attractive when routing and scheduling are also performed at
the server where the state of all trees is known. A third signal-
ing model, called the end-to-end model, is illustrated in Fig. 9c.
In this model, the source sends the setup request directly to
the destination. If necessary, the destination would first con-
figure the intermediate cross-connects. Finally, the destination
checks its resource availability, and, if available, returns an
ack to the source. The end-to-end model requires each desti-
nation to maintain the state of the multipoint-to-point trees
rooted to it. Once the trees have been built, the end-to-end
model requires only two exchanges of signaling messages.
Finally, we note that TWIN signaling manages only wave-
length connections, thus removing the complexity of hierarchi-
cal connections in networks having multiple (i.e., packet,
TDM, and wavelength) layers.

CONCLUSION
The current proposed transport network architectures based
on circuit- and packet-centric approaches are not cost effec-
tive and are complicated in layering. A cost-effective and flex-
ible approach is to reduce the amount of layering in the
transport network, keep the core light, and distribute the
intelligence to the edge. By exchanging fast switching in the
network core with fast tunable lasers at the network edge, we
render the network able to function effectively like a switch
whose input/output ports are spread across the network
nodes. We present a new architecture that addresses key
requirements for providing a flexible, cost-effective, multiser-
vice solution. We also discuss new technical challenges that
arise in this unique architecture, and describe possible
approaches.
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