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Abstract— Prior work on sender-receiver-based time synchro-
nization in sensor networks can be categorized into two ap-
proaches: two-way packet exchange and one-way packet dissem-
ination. We provide a comprehensive analysis of synchroniza-
tion errors with these two approaches. We find that one-way
dissemination approach provides good relative drift estimation
and poor drift estimation while the two-way exchange approach
provides accurate drift estimation but imprecise relative drift
estimation. In average, using one-way scheme can result in
significant cumulative propagation error over multiple hops, and
using two-way can lead to high variance of propagation error.
We develop and analyze a hybrid one-way dissemination/two-way
exchange technique, and verify the performance of our hybrid
scheme by experiments. The results suggest that this hybrid
approach can provide bounded average error propagation in
multi-hop settings and significantly lower variance of propagation
error.

I. INTRODUCTION

Many applications in wireless sensor networks have to be
accomplished through collaboration between several nodes.
Accurately synchronized clocks are important in many aspects,
eg TDMA based medium access protocol, sleep scheduling
techniques, and object tracking application.

Because every node in a wireless sensor network operates
independently, clocks within each node may not be syn-
chronous with one another. Thus, a synchronization mecha-
nism is necessary in such environment. In general, due to the
various sources of jitters taking place during synchronization
processes, synchronization protocols suffer from error. Typical
sources of jitter include send time, access time, propagation
time, and receive time. A more detailed explaination can be
found in [2].

Due to the uniqueness of wireless sensor network envi-
ronments, many time synchronization protocols which aim
at the wireless sensor network environments have been pro-
posed. In general, the existing works that involve sender-
receiver synchronization can be categorized into two types.
One can be called one-way dissemination and the other is
two-way exchange. While the former needs a synchronized
node to disseminate packets to unsynchronized nodes, the
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latter achieves synchronization by exchanging packets between
synchronizaed and unsynchronized nodes. The Flooding Time
Synchronization Protocol (FTSP) [2] is one representative
protocol of the one-way packet dissemination scheme. The
Timing-sync Protocol for Sensor Networks (TPSN) [3] is
a representative of the two-way packet exchange scheme,
which requires unsynchronized nodes to exchange packets
with synchronized nodes back-and-forth 1. A more detailed
descriptions of TPSN and FTSP can be found in the next
section.

Drift and relative drift are two critical parameters while
doing time synchronization. Drift refers to the offset of the
two clocks, the clocks within the reference node and the node
that needs synchronization, at the moment of synchronization.
Estimation of the drift thus helps to reset the clocks for re-
synchronization. Relative drift refers to change in this offset
over some period of time. Estimating the rate of this change
can be useful in mitigating further clock drift between syn-
chronization events, especially in a sensor network adopting
low duty cycle. We undertake a comparative analysis of the
synchronization error of the one-way and two-way schemes.
According to our analysis, the one-way packet dissemination
does better on estimating relative drift, but suffers from a
biased drift estimation that can result in unbounded error
propagation over multiple hops in average. While the two-
way exchange does better on estimating drift, but the high
variance of propagation error over multiple hops may not be
acceptable. We propose and analyze a hybrid one-way/two-
way mechanism that performs more gracefully under multi-
hop conditions. From the results of our trace based simu-
lations, the hybrid scheme not only provides bounded error
propagation over multiple hops in average, but also produces
low variance of propagation error.

This paper is organized as follows: we first present some
existing efforts of providing synchronous clocks for sensor
networks in Section II, and analyze the synchronization error
for one-way, two-way and the hybrid mechanism for a single
sender-receiver pair in Section III. We then investigate the
multi-hop synchronization error propagation in Section IV.
Details of our time stamps collecting experiments are stated in
Section V. The three approaches are compared via trace based

1A different approach to such sender-receiver schemes is receiver-receiver
synchronization, exemplified by the Reference Broadcast Synchronization
(RBS) mechanism [4]. We do not analyze receiver-receiver mechanisms in
this work.
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simulations in Section VI. We conclude with a summary and
directions for future work in Section VII.

II. RELATED WORKS

In order to provide synchronization tasks, it is necessary to
do time stamps exchange between synchronized and unsyn-
chronized nodes. The packets transmitted between sensors for
synchronization purpose are called synchronization packets.
Depending on the synchronization packets exchange strategies,
existing works can be categorized into two major types. One is
one-way dissemination scheme, and the other one is two-way
exchange scheme.

In two-way exchange scheme, synchronization packets are
sent back and forth between synchronized and unsynchronized
nodes. One representative work of this scheme is Timing-sync
Protocol for Sensor Networks (TPSN) [3]. TPSN is the first
protocol which does time stamping in MAC layer, and this
time stamping technique is able to reduce medium access time
efficiently. Although some analysis and experiment results are
presented in [3], the performance analysis of TPSN under
multi-hop networks is lacking.

In one-way dissemination scheme, synchronization packets
are only transmitted by synchronized nodes and received by
unsynchronized nodes. The Flooding Time Synchronization
Protocol (FTSP) [2] is one representative protocol of the
one-way packet dissemination scheme. In [2], Maroti et al.
propose a sophisticated time stamping technique, which is
able to reduce various kinds of jitter terms significantly.
Although the authors verify the performance of FTSP mainly
by experiments, it is short of theoretical analysis of either
FTSP or one-way scheme.

Reference Broadcast Synchronization (RBS) [4] is an ex-
ception which does not belong to either one-way or two-way
scheme. In RBS, a reference beacon is broadcasted by a refer-
ence node. Nodes which receive the broadcasted beacon will
record its time of arrival and exchange this information with
others. Because synchronization packets are only exchanged
among reference beacon receivers, one advantage of RBS is
able to get rid of sender side jitter terms [4] [3]. RBS is not
included in this study.

Readers are recommended to see [1] for an excellent survey
of the state of the art in time synchronization and other existing
works which are not mentioned here.

In a multi-hop network, a synchronized node drifts away
from its reference clock before it provides clock information to
its descendent nodes. Consider the following simple example.

There exist a reference node “ref ” that is responsible for
providing reference clock to the whole network, and there are
two nodes, node A and B, which need time synchronization.
The topology of this network is shown in fig 1. Due to the
transmission constraint, node B can only communicate with
node A. Therefore, node B shall not initiate its own synchro-
nization task with node A until node A finishes synchroniza-
tion with node ref. In fig 2, we plot the synchronization events
according to an ideal time axis under this situation. Note that,
because of the usage of sleep scheduling, the duration between
event II and III may be very long. In addition, clock of

Fig. 1. An example topology for doing synchronization in a multihop
network.

Fig. 2. Synchronization events in ideal time axis.
(I): Beginning of A synchronizing with ref.
(II): End of A synchronizing with ref.
(III): Beginning of B synchronizing with A.
(IV): End of A synchronizing with B.

node A keeps drifting away from node ref’s clock due to
the imprecision of oscillator it uses. Therefore, before node
A is ready to provide clock readings to node B, node A may
already posses significant synchronization error corresponding
to the reference node. We call this error as “inter-sync error”.
In practice, skew of oscillator can be as large as 40ppm, and
the duration between event II and III may be as long as 30
minutes. The inter-sync error can be calculated as:

inter-sync error = 2 ∗ 40ppm ∗ 30min = 0.144sec (1)

Therefore, node A may posses 144ms inter-sync error, com-
pared with the error contributed by synchronization process
that is in scale of tens of µs, before it provides its own clock
readings to node B. Clearly, inter-sync error can be a dominant
term in synchronization error under a multihop, low duty cycle
sensor network. However, none of the above works mention
it explicitly. In addition, variance of propagation error over
multiple hops is another issue which is not fully addressed by
existing works. We provide both theoretical analysis and trace
based simulations about concerns of variance.

III. SYNCHRONIZATION ERROR ANALYSIS

We first explain some terminology that will be used in
the following contents. By “ideal clock”, we are referring
to a clock that is capable of measuring time in consistent,
and “ideal clock reading” is a clock reading given by an
ideal clock. If the nominal frequency of a clock generator
i is measured by an ideal clock, than the rate of clock i
“drifting away” from its nominal frequency can be computed
as actual frequency of clock i

nominal frequency of clock i . We denote this ratio as Bi.
In this paper, we assume that every node has the same nominal
frequency. If the clock reading of node i and j at the same
instance tk is Ti and Tj , respectively, then, the “drift” between
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Ti A clock reading (time stamp) generated by a node involved in a synchronization process.
ti The time measured by an ideal clock corresponding to the clock reading Ti.

Dk→l
ti The difference of clock readings of node k and l at ti. We call it drift at time ti in the following contents.

RDk→l
ti→tj RDk→l

ti→tj = Dk→l
ti −Dk→l

tj . We call it relative drift from ti to tj in the following contents.
Γi Total transmission and reception delay corresponding to packet i as measured by an ideal clock.

Tiori A time stamp has not been calibrated.
Tiideal A time stamp that is ideally calibrated.
Tiest A time stamp that is calibrated by estimation of a synchronization scheme.

αk→l
ti→tj The estimation of relative drift between node k and l from ti to tj.

βj→k
ti The estimation of drift between node j and k at ti.
Θj

ti Propagation error up to level j at ti.
Φk→l

ti→tj Error of relative drift estimation αk→l
ti→tj .

Xi Actual frequency of node i’s clock generater.
Bi Ratio of actual and nominal frequency of node i’s clock generater.

TABLE I
NOTATIONS

Fig. 3. Message timelines for one-way synchronization scheme

node i and j at tk is Di→j
tk = Tj − Ti. Similarly, the drift

between i and j at tl can be denoted as Di→j
tl . Because of

the difference between Bi and Bj , we define the “relative
drift” between node i and j from tk to tl as RDi→j

tk→tl =
Di→j

tk −Di→j
tl .

According to [2], the possible sources of delays in packet
transmission include application layer send-receive times, ac-
cess time, link layer transmission and reception time, propa-
gation time, interrupt handling time, encoding and decoding
time, and byte alignment time. In the following we represent
by Γi the total delay taken for packet i to be transmitted from
one node to another, even after some of the component delay
sources are mitigated through sophisticated time stamping
techniques such as those proposed in [2].

We first present an analysis of the drift and relative drift
for the different schemes for the simplest two-node one-hop
setting, and the symbols used in the following contents are
listed in Table I.

A. Analysis of One-way Scheme

An example scenario of doing synchronization by using
one-way scheme is plotted in Figure 3. The arrows in the figure
represent directions of transmitted packets for synchronization
purposes. Without loss of generality, we arbitrarily choose
two packets, which are denoted by I and II in this figure,
for analysis purpose. For clarification, we denote each time
stamp Ti with a subscript ref or A to represent the node

which generates it. The time relations of packet I and II can
be written as follows.

T2A = T1ref + Dref→A
t1 + ΓIBA

≈ T1ref + Dref→A
t1 + ΓI (2)

T4A = T3ref + Dref→A
t3 + ΓIIBA

≈ T3ref + Dref→A
t3 + ΓII (3)

The BA term is the ratio of actual frequency and the
nominal frequency of clock generator used by node A. The
effectiveness of the approximation used in the above equations
can be found in Appendix I. Because Dref→A

t1 −Dref→A
t3 =

RDref→A
t1→t3 , subtracting equation (3) from (2), we have,

RDref→A
t1→t3 ≈ RDref→A

t2→t4

= (T2A − T4A)− (T1ref − T3ref )− (ΓI − ΓII) (4)

Also, from equation (3), we can get,

Dref→A
t3 ≈ Dref→A

t4 = (T4A − T3ref )− ΓII (5)

Because the best drift estimation one-way can achieve under
this two synchronization packets scenario is T4A − T3ref ,
using one-way scheme consistently over-estimates the drift by
ΓII . Note that, people may use linear regression on multiple
synchronization packets to estimate the drift in practice. Since
we choose the packet I and II arbitrarily within many synchro-
nization packets in Figure 3, no matter which two packets we
choose, the drift estimation using one-way scheme is always
larger than actual drift by amount of ΓII . Therefore, we can
conclude that using one-way scheme always over-estimates the
drift.

On the other hand, we notice that the one-way scheme
is capable of providing accurate relative drift estimation. In
equation (4), we see the relative drift estimation is influenced
by jitters in amount of ΓI − ΓII . If the nodes involved in
this synchronization process are using the identical hardware
and software settings, we can expect the mean value of ΓI
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Fig. 4. Message timelines for two-way synchronization schemes

and ΓII are approximately the same. Therefore, the relative
drift estimation calculated by one-way scheme is precise in
average.

B. Analysis of Two-way Scheme

In Figure 4, an example scenario of doing synchronization
by using two-way scheme is plotted. The time relations of
packet I and II can be written as follows.

T2ref = T1A −Dref→A
t1 + ΓI (6)

Note that Dref→A
t3 ≈ Dref→A

t4 ; hence,

T4A = T3ref + Dref→A
t4 + ΓII (7)

Because Dref→A
t1 −Dref→A

t4 = RDref→A
t1→t4 , adding equation

(6) and (7), we have,

RDref→A
t1→t4 = (T1A − T2ref ) + (T3ref − T4A)

+(ΓII + ΓI) (8)

Subtracting (6) from (7) and using Dref→A
t1 −Dref→A

t4 =
RDref→A

t1→t4 ,

Dref→A
t4 =

1
2
[(T1A − T2ref )− (T3ref − T4A)

− RDref→A
t1→t4 + (ΓI − ΓII)] (9)

According to [3], the drift estimation can be calculated as,

drift estimation

=
1
2
[(T1A − T2ref )− (T3ref − T4A)] (10)

Therefore, the error of drift estimation by using two-way
scheme is,

error of drift estimation

=
1
2
[RDref→A

t1→t4 − (ΓI − ΓII)] (11)

From equation (8) we notice that, the relative drift estima-
tion is influenced by jitters in amount of ΓI + ΓII . Because
both the ΓI and ΓII are positive, one potential problem of
using two-way scheme is inaccurate relative drift estimation.

(a)

(b)

Fig. 5. Illustration of synchronization errors with (a) one-way and (b) two-
way schemes.

In addition, by equation (11), the drift estimation precision
is also influenced by the duration of a synchronization period
length. The longer the period length is, the lower the precision
of drift estimation of two-way scheme will be. However, from
the same equation we also notice that, if the synchronization
process can be done in a short period of time, then the
error of two-way drift estimation can be approximated by the
difference between two jitter terms.

In [3], the authors do not explicitly propose the method of
relative drift estimation. In order to perform a fair comparison
between different synchronization schemes, we use a similar
way as stated in [3] to find out the corresponding relative drift
estimation under two-way scheme as above.

C. A Hybrid Scheme and its analysis

The synchronization errors observed with both one-way and
two-way are illustrated in Figure 5 (a) and (b). In these figures,
the X-axis and Y -axis represents clock reading of reference
node and node A, respectively. The solid line represents the
real relation of clock readings of reference node and node A.
The measured relation is plotted as dotted lines. If ΓI and ΓII

has the same distribution, then the one-way scheme produces
precise relative drift estimation but over-estimates drift in
average. Again, if ΓI and ΓII have the same distribution,
then we can conclude that the two-way scheme over-estimates
relative drift.
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Fig. 6. Message timelines for hybrid synchronization schemes

We propose a hybrid scheme that attempts to combine the
best features of the one-way and two-way schemes to give
better precision. The basic idea is to obtain a relative drift
estimation expression similar to one-way but use it in the
drift estimation for two-way. An example of synchronization
packet exchange scenario by using hybrid scheme is shown in
Figure 6. The time relations of packet I , II , and III of this
figure can be written as follows.

T2A = T1ref + Dref→A
t1 + ΓI (12)

T4ref = T3A −Dref→A
t3 + ΓII (13)

T6A = T5ref + Dref→A
t5 + ΓIII (14)

Because Dref→A
t5 ≈ Dref→A

t6 , subtracting equation (14)
from (13) and substituting RDref→A

t3→t6 = Dref→A
t3 −Dref→A

t6 ,
we get,

2Dref→A
t6 + RDref→A

t3→t6 =
(T6A − T4ref )− (T5ref − T3A)− (ΓIII − ΓII) (15)

Since Dref→A
t1 − Dref→A

t5 = RDref→A
t1→t5 , after subtracting

equation (14) from (12), we have,

RDref→A
t1→t5 =

(T2A − T6A)− (T1ref − T5ref )− (ΓI − ΓIII) (16)

Because RDref→A
t1→t5 ≈ RDref→A

t2→t6 , and RDref→A
t3→t6 =

RDref→A
t2→t6

T6A−T3A

T6A−T2A
, from equation (16) we can have,

RDref→A
t3→t6 =

T6A − T3A

T6A − T2A
[(T5ref − T1ref )

− (T6A − T2A) + (ΓIII − ΓI)] (17)

Replace the relative drift term in equation (15) with equation
(17) we get,

Dref→A
t6 =

1
2
[(T6A − T4ref )− (T5ref − T3A)

+
T6A − T3A

T6A − T2A
[(T6A − T2A)− (T5ref − T1ref )

− (ΓIII − ΓI)]− (ΓIII − ΓII)] (18)

From equations (17) and (18), if ΓI , ΓII , and ΓIII have
the same distribution, then using hybrid scheme provides
not only precise relative drift estimation, but also accurate
drift estimation in average (Because E[Γi] = constant∀i ∈
I, II, III , all Γ terms are cancelled out.). We will further
evaluate the multihop performance of this hybrid scheme in
the next section.

A brief summary of the above analyses can be found in
Table II.

IV. ANALYSIS OF SYNCHRONIZATION ERROR UNDER
MULTIHOP SITUATIONS

Because of the existence of inter-sync error, a synchronized
node, say node A, may already possess significant error
before another node tries to synchronize with it. If node
A uses relative drift estimation to calibrate its clock before
providing readings to other nodes, the inaccuracy of relative
drift estimation still deteriorates the synchronization precision.
The longer the inter-synchronization period is, the larger the
propagation error will be. Obviously, the inter-sync error is not
a negligible error source when inter synchronization period is
long. In multihop networks with sleep-scheduling which can
increase the inter-synchronization intervals, inter-sync error
may be more severe.

Because we are able to estimate relative drift under different
synchronization schemes, we have options of compensating
inter-sync error by using relative drift estimation or not. We
analyze both cases separately in the following sections. The
symbols used in the following analysis are listed in Table I.
Note that, for simplicity, we make the following assumptions:

1) The inter synchronization period length is the same for
every synchronization instance and every scheme, and
is denoted by Tinter. For example, the duration between
time stamps T4 and T5 in Figure 7 is Tinter.

2) The length of the duration between two consecutive time
stamps of the same node within one synchronization
process is a constant for every synchronization instance
and every scheme, and its value is denoted as Tintra.
For example, the duration between time stamps T2 and
T4 in Figure 7 is Tintra.

3) Every node is equipped with identical hardware and
software, and the distance between each pair of nodes is
approximately the same. Consequently, all jitter terms,
ie Γ, have the same distribution.

4) Every synchronization instance is independent with each
other.

5) Every clock generator’s actual frequency remains con-
stant, and is independent with each other.

For brevity, we only present the main conclusions under
different scenarios in this section, and the detail derivations
can be found in Appendix III.

A. Propagation error without relative drift compensation

1) One-way scheme: Consider a synchronization scenario
as plotted in Figure 7. From Appendix III-A, the propagation
error Θi+1

t4 and Θi+2
t8 thus becomes,
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one-way drift estimation βref→A
t4 = T4A − T3ref

error of one-way drift estimation −ΓII

one-way relative drift estimation αref→A
t1→t3 = (T2A − T4A)− (T1ref − T3ref )

error of one-way relative drift estimation −(ΓI − ΓII)

two-way drift estimation βref→A
t4 = 1

2
[(T1A − T2ref )− (T3ref − T4A)

error of two-way drift estimation 1
2
[−RDref→A

t1→t4 + (ΓI − ΓII)]

two-way relative drift estimation αref→A
t1→t4 = (T1A − T2ref ) + (T3ref − T4A)

error of two-way relative drift estimation (ΓII + ΓI)

hybrid drift estimation βref→A
t6 = 1

2
[(T6A − T4ref )− (T5ref − T3A) + T6A−T3A

T6A−T2A
[(T6A − T2A)− (T5ref − T1ref )]]

error of hybrid drift estimation 1
2
[−T6A−T3A

T6A−T2A
(ΓIII − ΓI)− (ΓIII − ΓII)]

hybrid relative drift estimation αref→A
t1→t5 = (T2A − T6A)− (T1ref − T5ref )

error of hybrid relative drift estimation −(ΓI − ΓIII)

TABLE II
CONCLUSIONS OF PAIR-WISE ANALYSIS

Fig. 7. An example scenario for doing synchronization in a multihop network
using one-way scheme.

Θi+1
t4 = T4ideal − T4est

= (T4ori −Di→i+1
t4 )− (T4ori − βi→i+1

t4 )
= −Di→i+1

t4 + βi→i+1
t4

= T3ideal − T3est + ΓII (19)

Θi+2
t8 = Θi+1

t4 + RDi→i+1
t4→t8 + ΓIV (20)

From equation (20), the propagation error up to i + 2 hop
is composed of the error generated in prior hop Θi+1

t4 , relative
drift RDi→i+1

t4→t8 , and a jitter term ΓIV . From equation (19), if
the reference node is located in level i, then T3ideal = T3est.
Therefore, the propagation error up to i+1 hop is merely the
jitter term. In addition, as shown in Appendix II, the expected
value of RDi→i+1

t4→t8 is zero if Tinter and Tintra are constants for
every synchronization iterations. Therefore, the expected value
of propagation error of one-way scheme without inter-sync
error compensation will be linearly increasing with respect to
hop count distance.

2) Two-way scheme: Consider a synchronization scenario
as plotted in Figure 8. From Appendix III-B, the propagation
error can be computed as,

Fig. 8. An example scenario for doing synchronization in a multihop network
using two-way scheme.

Θi+1
t4 = T4ideal − T4est = −Di→i+1

t4 + βi→i+1
t4

=
1
2
[(T2ideal − T2est) + (T3ideal − T3est)

+ RDi→i+1
t1→t4 − (ΓI − ΓII)] (21)

Θi+2
t8 =

1
2
[−2(Di→i+1

t4 − βi→i+1
t4 ) + RDi→i+1

t4→t6

+ RDi→i+1
t4→t7 + RDi+1→i+2

t5→t8 − (ΓIII − ΓIV )]

=
1
2
[2Θi+1

t4 + RDi→i+1
t4→t6 + RDi→i+1

t4→t7

+ RDi+1→i+2
t5→t8 − (ΓIII − ΓIV )] (22)

From equation (22), the propagation error in prior hop will
be carried to the next hop. According to Appendix II and the
assumption 2), the mean value of RDi→i+1

t1→t4 in equation (21)
will be zero. Thus, by the assumption 3), the mean value of
Θi+1

t4 will also be zero if the reference node is located in level
i. In other words, the expected value of error that will be
propagated to further hops is zero. Consequently, the expected
value of propagation error up to i + 2 is also zero. However,
one potential problem of using two-way without inter-sync
compensation is the high variance of propagation error. As
we can see from equation (22), two-way scheme is highly
influenced by relative drift terms, and the impact of variance
caused by relative drift terms can be found in Appendix IV.
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Fig. 9. An example scenario for doing synchronization in a multihop network
using hybrid scheme.

Although the mean value of propagation error is zero, but we
may end up with huge propagation error in some instances.

3) Hybrid scheme: Consider a synchronization scenario as
plotted in Figure 9. From Appendix III-C, the propagation
error can be computed as,

Θi+1
t6 = T6ideal − T6est = −Di→i+1

t6 + βi→i+1
t6

≈ 1
2
[(T4ideal − T4est) + (T5ideal − T5est)

+
Tintra

2Tintra
[(T5ideal − T5est)

− (T1ideal − T1est) + (ΓIII − ΓI)]
+ (ΓIII − ΓII)] (23)

Θi+2
t12 = T12ideal − T12est

= −Di+1→i+2
t12 + βi+1→i+2

t12

≈ 1
2
[(T10ideal − T10est) + (T11ideal − T11est)

+
Tintra

2Tintra
[(T11ideal − T11est)

− (T7ideal − T7est) + (ΓV I − ΓIV )] + (ΓV I − ΓV )]

≈ 1
2
[2Θi+1

t6 + (RDi→i+1
t6→t10 +

3
2
RDi→i+1

t6→t11)

− 1
2
RDi→i+1

t6→t7 + (
3
2
ΓV I −

1
2
ΓIV − ΓV )] (24)

For the same reason as prior analysis, if the reference node
is located in level i, we can expect the average propagation
error up to i+1 hop will be zero by observing equation (23). In
addition, we can also conclude the expected propagation error
up to i+2 is also zero from equation (24). However, it is also
noticeable that using hybrid scheme without inter-sync error
compensation may also lead to high variance of propagation
error because of several relative drift terms in equation (24).

B. Propagation error with relative drift compensation

1) One-way scheme: Consider the scenario plotted in Fig-
ure 7. From Appendix III-D, the propagation error and error
of relative drift estimation can be calculated as,

Θi+1
t4 = T4ideal − T4est

= (T4ori −Di→i+1
t4 )− (T4ori − βi→i+1

t4 )
= −Di→i+1

t4 + βi→i+1
t4

= T3ideal − T3est + ΓII (25)

Φi→i+1
t2→t4 = RDi→i+1

t2→t4 − αi→i+1
t2→t4

= (T3ideal − T3est)− (T1ideal − T1est)− (ΓI − ΓII) (26)

Θi+2
t8 = T8ideal − T8est

= T7ideal − T7est + ΓIV

≈ (T3ideal − T3est) + ΓII

+
Tinter + Tintra

Tintra
[(T3ideal − T3est)

− (T1ideal − T1est)− (ΓI − ΓII)]

= Θi+1
t4 +

Tinter + Tintra

Tintra
Φi→i+1

t2→t4 + ΓIV (27)

Φi+1→i+2
t6→t8 = RDi+1→i+2

t6→t8 − αi+1→i+2
t6→t8

= Φi→i+1
t2→t4 − (ΓIII − ΓIV ) (28)

If the reference node is located in level i, then the mean
propagation error up to i + 1 hop becomes E[Γ] by taking
expectation on equation (25). Taking expectation on equa-
tion (26), the mean of Φi→i+1

t2→t4 becomes zero. Consequently,
from equation (27), the expected propagation error up to i+2
hop is 2E[Γ]. By induction, using one-way with inter-sync
error compensation will lead to linearly increasing average
propagation error.

2) Two-way scheme: Refer to an example scenario plotted
in Figure 8. From Appendix III-E, the propagation error and
error of relative drift estimation can be calculated as,

Θi+1
t4 = T4ideal − T4est = −Di→i+1

t4 + βi→i+1
t4

=
1
2
[(T2ideal − T2est) + (T3ideal − T3est)

+ RDi→i+1
t1→t4 − (ΓI − ΓII)] (29)

Φi→i+1
t1→t4 = RDi→i+1

t1→t4 − αi→i+1
t1→t4

= (T2est − T2ideal) + (T3est − T3ideal)
+ (ΓI + ΓII) (30)

Θi+2
t8 = −Di+1→i+2

t8 − βi+1→i+2
t8

=
1
2
[(T6ideal − T6est) + (T7ideal − T7est)

+ RDi+1→i+2
t5→t8 − (ΓIII − ΓIV )]

≈ Θi+1
t4 − 2Tinter + Tintra

2Tintra
Φi→i+1

t1→t4

+
1
2
RDi+1→i+2

t5→t8 +
1
2
(ΓIV − ΓIII) (31)
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Φi+1→i+2
t5→t8 = RDi+1→i+2

t5→t8 − αi+1→i+2
t5→t8

= (T7ideal − T7est)− (T6ideal − T6est)
+ (ΓIII + ΓIV )
= Φi→i+1

t1→t4 + (ΓIII + ΓIV ) (32)

By observing the above equations we have two findings.
First, drift estimation error in current hop will be carried to
the next hop. Second, the relative drift estimation keeps adding
error in every hop and also deteriorates the drift estimation
in next hop. Therefore, multihop propagation error will keep
accumulate quadratically.

3) Hybrid scheme: Consider the synchronization scenario
as plotted in Figure 9. From Appendix III-F, the propagation
error and error of relative drift estimation can be computed as,

Θi+1
t6 = T6ideal − T6est = −Di→i+1

t6 + βi→i+1
t6

≈ 1
2
[(T4ideal − T4est) + (T5ideal − T5est)

+
Tintra

2Tintra
[(T5ideal − T5est)

− (T1ideal − T1est) + (ΓIII − ΓI)]
+ (ΓIII − ΓII)] (33)

Φi→i+1
t3→t6 = RDi→i+1

t3→t6 − αi→i+1
t3→t6

=
Tintra

2Tintra
[(T5ideal − T5est)

− (T1ideal − T1est) + (ΓIII − ΓI)] (34)

Θi+2
t12 = −Di+1→i+2

t12 + βi+1→i+2
t12

=
1
2
[(T10ideal − T10est)

+ (T11ideal − T11est)(1 +
T12ori − T9ori

T12ori − T8ori
)

− (T7ideal − T7est)
T12ori − T9ori

T12ori − T8ori

+ (
T12ori − T9ori

T12ori − T8ori
(ΓV I − ΓIV ) + ΓV I − ΓV )]

≈ 1
2
[2Θi+1

t6 + 3Φi→i+1
t3→t6

+ (
Tintra

2Tintra
(ΓV I − ΓIV ) + ΓV I − ΓV )] (35)

Φi+1→i+2
t9→t12 = RDi+1→i+2

t9→t12 − αi+1→i+2
t9→t12

=
Tintra

2Tintra
[(T11ideal − T11est)

− (T7ideal − T7est) + (ΓV I − ΓIV )]

=
1
2
[(ΓV I − ΓIV ) + 2Θi→i+1

t3→t6 ] (36)

If the reference node is located in level i, from equa-
tion (24), the expected value of Φi→i+1

t3→t6 is zero. In addition,
the mean of Θi→i+1

t6 is also zero. Thus, propagation error

generated in one hop will not be carried to next hop in average.
The expected value of propagation error up to i+2 hop is zero
again.

V. EXPERIMENTS

A. Experiment Setup

In order to verify the performance of the hybrid scheme,
we collect time stamps on wireless sensors and simulate
three different synchronization schemes (One-way, Two-way,
and Hybrid) offline using simulation tools. Comprehensive
data analysis was done by calculating and comparing the
synchronization errors over multiple hops across different
schemes.

Detailed descriptions of experimental environment are given
as follows,
• We use 20 Tmote and mark each of them with a unique

physical ID number, from 1 to 20. Every mote is within
the transmission range of others. Therefore, every mote is
capable of communicating directly with any other mote
in our experiment.

• Each synchronization packet includes the following infor-
mation: Round Number, Sender ID, Receiver ID, Sender
Time Stamp, and Receiver Time Stamp, which are ex-
plained as follows:

1) Sender ID and Receiver ID: They are the same as
the Physical ID assigned to each node.

2) Round Number: A round is consisted of a sequential
synchronization packets sent through Node ID 1 to
Node ID 20. Each Round number consists of 20
sending cycles. Explained in more details in data
collection section.

3) Time Stamp: The clock reading when a sender
node transmits a synchronization packet. The dif-
ference between Sender Time Stamp and Receiver
Time Stamp is the drift estimation between two
nodes. However, there are error in time stamps. A
detailed error analysis in time stamp is available
in [3]. In our experiments, we do time stamping
in application layer. In other words, we record the
clock reading when a synchronization packet is
sent by application layer, and the reading when
application layer is notified of the arrival of a
synchronization packet. Therefore, a non-negligible
time delay between the recorded time and actual
time is expected [3]. According to [3] and [2],
this delay could be significantly decreased by using
MAC layer time stamp and other sophisticated tech-
niques. Application layer time stamp will result an
error of millisecond, while MAC layer time stamp is
capable of achieving an error of microsecond level.
The purpose of this experiment is to compare three
different schemes. Therefore, as long as time stamp
technique is consistent, the result should reveal the
same conclusion using either time stamp technique.

Our data collection experiment proceeds as follows:
1) At time T=0, the node with physical ID 1 starts to

broadcast ten synchronization packets to the rest of
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One-way w/o inter-sync error compensation Θi+2
t8 = Θi+1

t4 + RDi→i+1
t4→t8 + ΓIV

One-way w/ inter-sync error compensation Θi+2
t8 ≈ Θi+1

t4 + Tinter+Tintra
Tintra

Φi→i+1
t2→t4

Two-way w/o inter-sync error compensation 1
2
[2Θi+1

t4 + RDi→i+1
t4→t6 + RDi→i+1

t4→t7 + RDi+1→i+2
t5→t8 − (ΓIII − ΓIV )]

Two-way w/ inter-sync error compensation Θi+2
t8 ≈ Θi+1

t4 − 3
2
Φi→i+1

t1→t4

Hybrid w/o inter-sync error compensation 1
2
[2Θi+1

t6 + RDi→i+1
t6→t10 + 3

2
RDi→i+1

t6→t11 −
1
2
RDi→i+1

t6→t7 + ( 3
2
ΓV I − 1

2
ΓIV − ΓV )]

Hybrid w/ inter-sync error compensation Θi+2
t12 ≈

1
2
[2Θi+1

t6 + 3Φi→i+1
t3→t6 + ( 1

2
ΓV I − ΓIV + ΓV I − ΓV )]

TABLE III
SUMMARY OF MULTIHOP ANALYSIS CONCLUSIONS UNDER DIFFERENT SYNCHRONIZATION SCHEMES. ALL PROPAGATION ERRORS ARE PRESENTED IN

ITERATIVE FORM.

Fig. 10. An illustration of sending round for a 5-node network.

nodes at an interval of 10 ms. The transmission of ten
packets at each node consists one sending cycle.
If a node receives a synchronization packet, it will
record the sending time stamp, sender ID, and the
corresponding local receive time stamp for that packet.

2) Nodes in the network transmit packets in sequence of
their physical ID. The node with physical ID i + 1 will
start its sending cycle after 150 ms of the first received
packet from node i to avoid overlapping with previous
node packet transmission. Each receiver will only accept
the first uncorrupted synchronization packet it receives,
discarding the following redundant packets within the
same sending cycle.

3) When the node with physical ID 20 finishes its sending
cycle, one sending round completes. To avoid overlap-
ping of packet transmission, after the node with physical
ID 1 receives synchronization packets sent by the node
with physical ID 20, ID 1 node will wait one minute
and start over another sending round.

4) Repeat the above steps. In our experiments, we have
collected 80 sending rounds of data.

B. Illustrations of Data Collection Procedure

Figure 10 illustrates one sending round of a 5-node network
example. Observe the leftmost column first. We denote the
physical ID of each node from 1 to 5, starting from the bottom
one toward the top one, respectively. In the beginning, the node

Fig. 11. Topology of the simulated network.

with physical ID 1 broadcasts 10 synchronization packets,
with inter-broadcast period of 10 ms. Other nodes, which
receive any of these packets, record the sending time stamp
embedded in the first synchronization packet they receive and
disregard others. After the node with physical ID 1 completes
broadcasting 10 packets, the node with physical ID 2 waits
for 150ms, and starts broadcasting 10 synchronization packets
as plotted in the second column in Figure 10. The remaining
nodes repeat the above process according to their physical ID
until every one finishes broadcasting synchronization packets,
thus finishing one sending round.

C. Multihop Error Calculation

The scheme of data collection makes it possible to manip-
ulate the data to simulate various combinations of real-world
time synchronization. Only a small percentage of data is used
in the calculation for each permutation. We used a Matlab
program to simulate all three synchronization schemes based
on the traces we acquired.

In our simulations, we simulate a network hierarchy of
19 hops with exactly one node in each level as depicted in
Figure 11. Therefore, each node can be uniquely identified
by its level position in the virtually formed network. The
node which provides the reference clock for all other nodes
is located in level 0. Synchronization task is taken placed
according to the level number.

Since we only have 20 Tmote, in order to simulate the
situation of doing synchronization experiments by different
devices with the same network topology many times, we
shuffle the physical ID and randomly form a 19-hop linear
network every time we proceed our error calculation. For
example, the level 1 node in the virtual network may be the
physical ID 5 node in the first iteration, but becomes the
physical ID 15 node in other iteration. Every shuffle operation
is independent. In the beginning of each iteration, we first
determine the formation of a virtual network. Because a node
may receive more than one synchronization packet in each
sending cycle, we choose the first one, which is commonly
received by all nodes, within each sending cycle to proceed the
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following computations. All other successful reception within
the same sending cycle will be disregarded, and only one
packet per sending cycle, per transmitter will be recorded.
Based on the way we choose a synchronization packet, in
order to guarantee the existence of at least one such packet in
each sending cycle, every node broadcast 10 packets, instead
of 1, within its sending cycle. Thus, the robustness to possible
failure of transmission during data collection procedure is
ensured.

In addition, if we want to synchronize the level i and i + 1
node, which correspond to physical ID l and m, the k-th packet
in this synchronization task is the one transmitted between
node l and m, from 2(i− 1) + k sending round. An example
can be found in the next section.

The synchronization error contributed by level i is computed
by the clock difference between calibrated level i clock reading
and the corresponding reference node clock reading at the
same instance.

Whenever we finish synchronizing a pair of nodes, we know
the relative drift estimation between these two nodes by using
formulas stated in Sections III. Therefore, we have choices
of using relative drift estimation to calibrate clock readings
or not, before a synchronized level i node needs to provide
time stamps to the node resided in its immediate descent level,
i + 1. In order to verify the impact of inter-sync error under
different scenario, we adopt both strategies in later sections.

We repeat the above process for the remaining nodes, and
consider the completion of synchronization tasks of every node
in a virtually formed network as one iteration of synchroniza-
tion simulation. The above procedure is repeated for 100 times,
and choice of packets are made independently every time. The
propagation error in every level is then calculated by averaging
the outcomes of 100 synchronization iterations within the same
level.

D. Illustrations of Multihop Error Calculation

Consider a simple scenario as follows. Suppose we only use
6 Tmote, with physical ID from A to F , and have already col-
lected 12 sending rounds of data by following the previously
stated procedure. In the beginning, we first randomly shuffle
the physical ID and the resulting virtual network is listed in
Table IV. One-way synchronization scheme is adopted in this
example.

In Figure 12, we plot the packets exchange scheme of
our example. The X-axis and the Y -axis represent the ideal
time and the level number in our virtually formed network,
respectively. The reference node is located in level 1 in
this example. Each arrow represent a synchronization packet
transmission, while the head and tail of a arrow is attached
to the receiver and the sender for that packet, respectively.
Take the two packets between level 2 and 3 in Figure 12 for
example. The first and second of these two packets is chosen
from the 2×(2−1)+1 = 3-th and 2×(2−1)+2 = 4-th sending
round, respectively. Then, do linear regression on the sender
and receiver time stamps retrieved from these two packets to
calculate the drift and relative drift estimation between E and
A. Thereafter, we use the calculated drift and relative drift

Fig. 12. Example packet exchange scenario for calculating propagation error
using one-way scheme.

estimation to predict node A clock reading after calibration
under one-way scheme. Since both these two packets are also
received by the reference node, which has physical ID C, we
use the time the reference node receives these packets as an
approximation to the ideal time and find out the multihop
propagation error in this level by computing clock difference
between the calibrated A reading and the corresponding node
C clock reading. We call this error as “2-hop propagation
error”.

Note that, base on this method, we can thus have several
virtually formed 19-hop linear networks by randomly shuffling
physical ID in the data we collected from our experiments. The
results presented later are calculated by averaging propagation
errors acquired from 100 randomly formed networks.

VI. RESULTS AND DISCUSSION

A. Predicted outcomes

In the trace based simulations, we have the following
conditions which are relevant to our analysis models:
• The time periods between two consecutive packets within

the same synchronization task are approximately the
same. In other words, Tintra is a constant throughout
the whole experiments.

• The time period between two consecutive synchronization
process, i.e. the duration between the end of a synchro-
nization process and the beginning of the next immediate
process, is approximately the same. In other words, Tinter

is a constant throughout the whole experiments.
• Tinter ≈ Tintra.
By applying the above conditions to our analysis, we

can predict the outcomes of our experiments as listed in
table VI and V. The former adopts relative drift estimation
to compensate for inter-sync error under different schemes,
whereas the later does not.

B. Experiment Results

The average 19-hop propagation error with relative drift
compensation of all three synchronization schemes are listed in
table VI and plotted in figure 14. The outcomes presented are
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Level number 1 2 3 4 5 6
Physical ID C E A F B D

TABLE IV
AN EXAMPLE OF VIRTUALLY FORMED NETWORK.

One-Way Two-Way Hybrid
Measured Average Overall Propagation Error 167.4 ms - 0.2 ms 0.38 ms
Predicted Average Overall Propagation Error (Θ19) 19× (E[Γ]) ≈ 0 ≈ 0
Measured Average Per-hop Propagation Error 8.8 ms - 0.0105 ms 0.02 ms
Predicted Average Per-hop Propagation Error (Θ19/19) E[Γ] ≈ 0 ≈ 0

TABLE V
PROPAGATION ERROR UNDER DIFFERENT SYNCHRONIZATION SCHEMES WITHOUT INTER-SYNC ERROR COMPENSATION

One-Way Two-Way Hybrid
Measured Average Overall Propagation Error 176 ms 4535 ms -0.18 ms
Predicted Average Overall Propagation Error (Θ19) 19× (E[Γ]) 510× (E[Γ]) ≈ 0
Measured Average Per-hop Propagation Error 9.26 ms 238.7 ms -0.0.095 ms
Estimated Average Per-hop Propagation Error (Θ19/19) E[Γ] 26.8× (E[Γ]) ≈ 0

TABLE VI
PROPAGATION ERROR UNDER DIFFERENT SYNCHRONIZATION SCHEMES WITH INTER-SYNC ERROR COMPENSATION

variance
Two-way without inter-sync error compensation at 19-hop 220.8
Hybrid with inter-sync error compensation at 19-hop 19.4

TABLE VII
VARIANCE OF PROPAGATION ERROR COMPARISON

averaged over 100 synchronization iterations. For comparison
purpose, we list the results side by side to the predicted
outcomes. In table V and figure 13, we present the average 19-
hop propagation error without relative drift compensation of all
three synchronization schemes. Again, the outcomes presented
are also averaged over 100 synchronization iterations, and we
list the analysis results for reference.

As listed in table VI, the hybrid scheme possesses the
lowest error, while two-way scheme performs the highest error.
A more interesting conclusion can be made by observing
figure 14. One-way scheme maintains a linearly increasing
trend with respect to the hop distance to the reference node,
and propagation error of two-way scheme raises quadratically.
Both schemes suffer from unbounded error. On the other hand,
hybrid scheme not only performs significantly better precision
comparing to the other two schemes under the same settings,
most importantly, our hybrid scheme is capable of providing
bounded propagation error.

By comparing the one-way scheme with our predicted value,
the average of Γ thus can be computed as 167ms/19 ≈ 8.8ms.
Similarly, the average value of Γ calculated from two-way
scheme can be computed as 4535ms/510 ≈ 8.9ms, which is
very close to what we get from one-way calculation. For the
hybrid case, while the predicted value is 0, our experiment
outcomes show fluctuated propagation error at different hop
distance. The reason of this unmatched results is also caused
by the high jitter nature of how we do time stamping. In
figure 15 we plot the distribution of Γ we calculated from the
traces. While the mean of Γ is around 8.9 ms, the standard

deviation is 2.3. In both one-way and two-way scheme, since
the mean propagation error is large, the fluctuation caused
by the variance is not obvious at all. However, the hybrid
scheme is very precise such that little fluctuations will be
easily observed. Based on the above discussions, all these
experiment outcomes verify our analysis conclusions.

In table V, although one-way and hybrid scheme still per-
forms similarly as they do in previous setting, two-way scheme
possesses considerably lower propagation error comparing
with the prior settings. Especially, two-way scheme, as hybrid
scheme, shows no obvious trend of increasing propagation
while hop distance goes up in Figure 13, and the synchro-
nization precision of both two-way and hybrid schemes are
comparable. This results also match our prediction. From the
one-way side, because of the precise relative drift estimation,
most of the inter-sync error can be eliminated efficiently. Thus
only the drift estimation error will propagate hop by hop. By
calculating the average value of E[Γ] from the experiment
outcomes, we get 171ms/19 ≈ 8.9ms, which is the same as
prior value. For the hybrid scheme, because it is capable of
providing accurate drift and relative drift estimations simulta-
neously, the results presented also match our expectation. For
the two-way scheme, due to the precise drift estimation we
can get from it, the remaining error sources are the relative
drift taken place during inter and intra synchronization period.
However, because of the equal probability that the actual
clock frequency of one node is faster or slower than the
other clock that intends to synchronize with itself, it can be
expected that the relative drift terms are equally likely to get
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(a) One-way

(b) Two-way

(c) Hybrid

Fig. 13. Trace based simulation results showing multi-hop error propagation
for one-way, two-way and hybrid schemes without inter-sync error compen-
sation.

(a) One-way

(b) Two-way

(c) Hybrid

Fig. 14. Trace based simulation results showing multi-hop error propagation
for one-way, two-way and hybrid schemes with inter-sync error compensation.
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Fig. 15. Distribution of Γ.

Fig. 16. Distribution of Γ vs. normal distribution.

positive and negative values. In addition, the value of Tinter

and Tintra is a constant in our trace based simulations, it is
also reasonable to expect the relative drift will cancel each
other throughout different synchronization iterations. A more
detailed descriptions can be found in Appendix II.

C. More comparisons between hybrid and two-way scheme

In our data collection process, because of the small value
of Tinter and Tintra, the advantage of compensating inter-
sync error, which is the major difference between hybrid and
two-way scheme, can not be fully revealed. In order to verify
the efficiency of hybrid scheme, we do one more trace based
simulation to simulate the situation such that the inter-sync
error dominates the overall propagation error.

Consider the following scenario.
• We generate 20 clocks, each with frequency 32000 Hz

and bias of δppm , to form a 19-hop linear network. δ has

Fig. 17. Comparison between standard deviation of two-way propagation
error without inter-sync error compensation and hybrid propagation error with
inter-sync error compensation.

a uniform distribution between ±40ppm. Each level has
only one node, thus each node can be uniquely identified
by it is level location as before. The reference node is
located at level 0.

• We set the Tintra and Tsync to be 10 minutes, ie 19.2
million ticks, in our subsequent simulations. Because we
are able to figure out the probability distribution of the
jitter term (Γ) from the traces we acquire, every time
we create a time stamp from the above 20 clocks, a
random variable generated from the distribution of Γ is
added to each clock reading corresponding to different
synchronization schemes.

• We do propagation error analysis exactly as before, and
continue the above process for 100 times to calculate the
average.

Figure 17 is the standard deviation of propagation error of
two-way without inter-sync error compensation and hybrid
with inter-sync error compensation. In equation (102), the
variance of two-way scheme without inter-sync error compen-
sation demonstrates a linearly increasing trend with respect to
hop count distance to the reference node. Because standard
deviation is the square root of variance, the result plotted in
figure (17) matches our prediction. On the other hand, the
variance of hybrid scheme with inter-sync error compensation
can be computed by equation (101), and is only consisted
of variance of Γ terms. Because the variance of Γ terms is
significantly smaller than the variance of relative drift terms
whenever the value of Tinter and Tintra are large, it is also
reasonable to see lower variance of propagation error of hybrid
with inter-sync error compensation comparing with two-way
without inter-sync error compensation. The results presented
in figure (17) also verify this estimation.

VII. SUMMARY AND FUTURE WORK

The major contributions of this work are as follows. First,
we have presented a thorough comparison of two-way packet
exchange, and one-way dissemination schemes, whereby we
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find that, while one-way dissemination performs worse in
estimating drift, two-way dissemination performs worse in es-
timating relative drift. Second, we have proposed a hybrid one-
way dissemination/two-way exchange synchronization scheme
that can provide substantially better accuracy, bounded error
propagation over multiple hops, and low variance of propaga-
tion error. Such a strategy would be most useful for very large
scale network deployments. Third, we implement a series of
experiment to collect time stamps from real T-motes. From the
trace-based simulation results, we get the same conclusions as
we make in our analysis.

In the future, we hope to extend this work by doing fine-
grained time stamping in practical experiments. In addition,
we plan to develop a time synchronization protocol based on
the hybrid scheme that will be suitable for multi-hop settings.
It would then be of great value to compare the different
approaches in detail through real implementations on wireless
devices.
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APPENDIX I
EFFECTIVENESS OF APPROXIMATION

In order to verify the influence of using the approximation
in equation (4) and all similar terms, consider the packet I in
figure 3.

Claim: Dref→A
t1 ≈ Dref→A

t2

Proof:Due to the fact that imprecision of the clock generater
used in T-motes can be as loose as 40ppm, in the extreme case,
the relative drift generated within 1 second can be as large as:

relative drift = 40ppm× 2× 1second× 32000Hz

≈ 0.256ticks (37)

According to [2], the typical value of ΓI is hundreds of ms.
Therefore, the approximation of Dref→A

t1 ≈ Dref→A
t2 hardly

influences analysis outcomes.
As a immediate result, RDref→A

t1→t3 ≈ RDref→A
t2→t4 , ΓIBA ≈

ΓI , and so the other similar approximations used in the
context.

APPENDIX II
INFLUENCE OF RELATIVE DRIFT TERMS

Take equation (11) for example, precision of drift estimation
is influenced by one relative drift term, RDref→A

t1→t4 . It will be
of interest to understand the impact caused by relative drift in
average.

If we denote the actual clock frequency of a node i by Xj ,
then the relative drift between node a and b taken place from
time t1 to t2 can be computed as,

RDa→b
t1→t2 = (Xa −Xb) ∗ (t2− t1)

If the value of (t2 − t1) is fixed throughout every syn-
chronization iteration, by the fact that Xi are IID (identically,

independently distributed) and (t2− t1) and Xi are indepen-
dent, the expected value of the relative drift term in the above
equation can be computed as,

E[RDa→b
t1→t2] = E[(Xa −Xb) ∗ (t2− t1)]

= E[(Xa −Xb)] ∗ E[(t2− t1)] = 0

Thus, the relative drift taken place during t1 to t2 will
not deteriorate the mean of synchronization error. The same
conclusion will be hold if similar conditions are satisfied.

APPENDIX III
DETAIL DERIVATION OF PROPAGATION ERROR UNDER

DIFFERENT SCENARIOS

A. One-way scheme without inter-sync error compensation

Consider a synchronization scenario as plotted in Figure 7.
The drift estimation and actual drift can be calculated as,

βi→i+1
t4 = T4ori − T3est (38)

Di→i+1
t4 = T4ori − T3ideal − ΓII (39)

Therefore, the propagation error up to i + 1 hop can be
computed as,

Θi+1
t4 = T4ideal − T4est

= (T4ori −Di→i+1
t4 )− (T4ori − βi→i+1

t4 )
= −Di→i+1

t4 + βi→i+1
t4

= T3ideal − T3est + ΓII (40)

Similarly,

Θi+2
t8 = T7ideal − T7est + ΓIV (41)

However,

T7ideal = T7ori −Di→i+1
t4 + RDi→i+1

t4→t7 (42)

T7est = T7ori − βi→i+1
t4 (43)

The propagation error up to i + 2 hop thus becomes,

Θi+2
t8 = Θi+1

t4 + RDi→i+1
t4→t8 + ΓIV (44)

B. Two-way scheme without inter-sync error compensation

Consider a synchronization scenario as plotted in Figure 8.
The drift estimation and its actual value can be computed as,

βi→i+1
t4 =

1
2
[(T1ori − T2est)− (T3est − T4ori)] (45)

Di→i+1
t4 =

1
2
[(T1ori − T2ideal)− (T3ideal − T4ori)

− RDi→i+1
t1→t4 + (ΓI − ΓII)] (46)

Thus, the propagation error up to hop i + 1 is,

Θi+1
t4 = T4ideal − T4est = −Di→i+1

t4 + βi→i+1
t4

=
1
2
[(T2ideal − T2est) + (T3ideal − T3est)

+ RDi→i+1
t1→t4 − (ΓI − ΓII)] (47)
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Again,

βi+1→i+2
t8 =

1
2
[(T5ori − T6est)− (T7est − T8ori)] (48)

Di+1→i+2
t8 =

1
2
[(T5ori − T2ideal)− (T7ideal − T8ori)

− RDi+1→i+2
t5→t8 + (ΓIII − ΓIV )] (49)

Θi+2
t8 = T8ideal − T8est

= −Di+1→i+2
t8 + βi+1→i+2

t8

=
1
2
[(T6ideal − T6est) + (T7ideal − T7est)

+ RDi+1→i+2
t5→t8 − (ΓIII − ΓIV )] (50)

Because T6ideal, T6est, T7ideal, and T7est can be com-
puted as,

T6ideal = T6ori −Di→i+1
t4 + RDi→i+1

t4→t6 (51)

T6est = T6ori − βi→i+1
t4 (52)

T7ideal = T7ori −Di→i+1
t4 + RDi→i+1

t4→t7 (53)

T7est = T7ori − βi→i+1
t4 (54)

Thus, Θi+2
t8 becomes,

Θi+2
t8 =

1
2
[−2(Di→i+1

t4 − βi→i+1
t4 ) + RDi→i+1

t4→t6

+ RDi→i+1
t4→t7 + RDi+1→i+2

t5→t8 − (ΓIII − ΓIV )]

=
1
2
[2Θi+1

t4 + RDi→i+1
t4→t6 + RDi→i+1

t4→t7

+ RDi+1→i+2
t5→t8 − (ΓIII − ΓIV )] (55)

C. Hybrid scheme without inter-sync error compensation

Consider a synchronization scenario as plotted in Figure 9.
The drift estimation and its actual value can be computed as,

βi→i+1
t6 ≈ 1

2
[(T6ori − T4est)− (T5est − T3ori)

+
Tintra

2Tintra
[(T6ori − T2ori)− (T5est − T1est)]] (56)

Di→i+1
t6 ≈ 1

2
[(T6ori − T4ideal)− (T5ideal − T3ori)

+
Tintra

2Tintra
[(T6ori − T2ori)− (T5ideal − T1ideal)

− (ΓIII − ΓI)]− (ΓIII − ΓII)] (57)

Thus, the propagation error up to hop i + 1 is,

Θi+1
t6 = T6ideal − T6est = −Di→i+1

t6 + βi→i+1
t6

≈ 1
2
[(T4ideal − T4est) + (T5ideal − T5est)

+
Tintra

2Tintra
[(T5ideal − T5est)

− (T1ideal − T1est) + (ΓIII − ΓI)]
+ (ΓIII − ΓII)] (58)

Again,

βi+1→i+2
t12 ≈ 1

2
[(T12ori − T10est)− (T11est − T9ori)

+
Tintra

2Tintra
[(T12ori − T8ori)− (T11est − T7est)]] (59)

Di+1→i+2
t12 ≈ 1

2
[(T12ori − T10ideal)− (T11ideal − T9ori)

+
Tintra

2Tintra
[(T12ori − T8ori)− (T11ideal − T7ideal)

− (ΓV I − ΓIV )]− (ΓV I − ΓV )] (60)

Because the calibrated clock readings are,

T7est = T7ori − βi→i+1
t6 (61)

T7ideal = T7ori −Di→i+1
t6 + RDi→i+1

t6→t7 (62)

T10est = T10ori − βi→i+1
t6 (63)

T10ideal = T10ori −Di→i+1
t6 + RDi→i+1

t6→t10 (64)

T11est = T11ori − βi→i+1
t6 (65)

T11ideal = T11ori −Di→i+1
t6 + RDi→i+1

t6→t11 (66)

therefore, propagation error up to i + 2 hop becomes,

Θi+2
t12 = T12ideal − T12est

= −Di+1→i+2
t12 + βi+1→i+2

t12

≈ 1
2
[(T10ideal − T10est) + (T11ideal − T11est)

+
Tintra

2Tintra
[(T11ideal − T11est)

− (T7ideal − T7est) + (ΓV I − ΓIV )] + (ΓV I − ΓV )]

≈ 1
2
[2Θi+1

t6 + (RDi→i+1
t6→t10 +

3
2
RDi→i+1

t6→t11)

− 1
2
RDi→i+1

t6→t7 + (
3
2
ΓV I −

1
2
ΓIV − ΓV )] (67)

D. One-way scheme with inter-sync error compensation
Consider the scenario plotted in Figure 7. βi→i+1

t4 , Di→i+1
t4 ,

and Θi+1
t4 are identical to equation (38), (39), and (40). αi→i+1

t2→t4

and RDi→i+1
t2→t4 can be calculated as,

αi→i+1
t2→t4 = (T2ori − T4ori)− (T1est − T3est) (68)

RDi→i+1
t2→t4 = (T2ori − T4ori)

−(T1ideal − T3ideal)− (ΓI − ΓII) (69)

Therefore, Φi→i+1
t2→t4 is,

Φi→i+1
t2→t4 = RDi→i+1

t2→t4 − αi→i+1
t2→t4

= (T3ideal − T3est)− (T1ideal − T1est)− (ΓI − ΓII) (70)

Because T7ideal and T7est is,

T7ideal = T7ori −Di→i+1
t4 + RDi→i+1

t4→t7

≈ T7ori − T4ori + T3ideal + ΓII

+
Tinter + Tintra

Tintra
[(T2ori − T4ori)

− (T1ideal − T3ideal)− (ΓI − ΓII)] (71)
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T7est = T7ori − βi→i+1
t4 + αi→i+1

t4→t7

≈ T7ori − T4ori + T3est

+
Tinter + Tintra

Tintra
[(T2ori − T4ori)

− (T1est − T3est)] (72)

thus, propagation error up to i + 2 hop can be computed as,

Θi+2
t8 = T8ideal − T8est

= T7ideal − T7est + ΓIV

≈ (T3ideal − T3est) + ΓII

+
Tinter + Tintra

Tintra
[(T3ideal − T3est)

− (T1ideal − T1est)− (ΓI − ΓII)] + ΓIV

= Θi+1
t4 +

Tinter + Tintra

Tintra
Φi→i+1

t2→t4 + ΓIV (73)

In addition,

Φi+1→i+2
t6→t8 = RDi+1→i+2

t6→t8 − αi+1→i+2
t6→t8

= Φi→i+1
t2→t4 − (ΓIII − ΓIV ) (74)

E. Two-way scheme with inter-sync error compensation

Refer to an example scenario plotted in Figure 8. βi→i+1
t4 ,

Di→i+1
t4 , and Θi+1

t4 are identical to equation (45), (46), and
(47). αi→i+1

t1→t4 , RDi→i+1
t1→t4 , and Φi→i+1

t1→t4 can be calculated as,

αi→i+1
t1→t4 = (T1ori − T2est) + (T3est − T4ori) (75)

RDi→i+1
t1→t4 = (T1ori − T2ideal)

+(T3ideal − T4ori) + (ΓI + ΓII) (76)

Φi→i+1
t1→t4 = RDi→i+1

t1→t4 − αi→i+1
t1→t4

= (T2est − T2ideal)− (T3est − T3ideal)
+ (ΓI + ΓII) (77)

Similarly, we can have,

βi+2
t8 =

1
2
[(T5ori − T6est)− (T7est − T8ori)] (78)

αi+1→i+2
t5→t8 = (T5ori − T6est) + (T7est − T8ori) (79)

The value of clock readings compensated by relative drift
estimation thus becomes,

T6est = T6ori − βi→i+1
t4 + αi→i+1

t1→t4

T6ori − T4ori

T4ori − T1ori
(80)

T7est = T7ori − βi→i+1
t4 + αi→i+1

t1→t4

T7ori − T4ori

T4ori − T1ori
(81)

And the error of these calibrated readings,

T6ideal − T6est

= −Di→i+1
t4 + βi→i+1

t4 + RDi→i+1
t4→t6 − βi→i+1

t4→t6

≈ Θi→i+1
t4 +

Tinter

Tintra
Φi→i+1

t1→t4 (82)

T7ideal − T7est

= −Di→i+1
t4 + βi→i+1

t4 + RDi→i+1
t4→t7 − βi→i+1

t4→t7

≈ Θi→i+1
t4 +

Tinter + Tintra

Tintra
Φi→i+1

t1→t4 (83)

We can thus calculate Θi+2
t8 and Φi+1→i+2

t5→t8 as follows,

Θi+2
t8 = −Di+1→i+2

t8 − βi+1→i+2
t8

=
1
2
[(T6ideal − T6est) + (T7ideal − T7est)

+ RDi+1→i+2
t5→t8 − (ΓIII − ΓIV )]

≈ Θi+1
t4 − 2Tinter + Tintra

2Tintra
Φi→i+1

t1→t4

+
1
2
RDi+1→i+2

t5→t8 +
1
2
(ΓIV − ΓIII) (84)

Φi+1→i+2
t5→t8 = RDi+1→i+2

t5→t8 − αi+1→i+2
t5→t8

= (T7ideal − T7est)− (T6ideal − T6est)
+ (ΓIII + ΓIV )
= Φi→i+1

t1→t4 + (ΓIII + ΓIV ) (85)

F. Hybrid scheme with inter-sync error compensation

Consider the synchronization scenario as plotted in Figure 9.
βi→i+1

t6 , Di→i+1
t6 , and Θi→i+1

t6 is identical to equation (56),
(57), and (58), respectively.

The drift and relative drift estimations and their ideal values
are then,

βi+1→i+2
t12 ≈ 1

2
[(T12ori − T10est)− (T11est − T9ori)

+
Tintra

2Tintra
[(T12ori − T8ori)− (T11est − T7est)]] (86)

Di+1→i+2
t12 ≈ 1

2
[(T12ori − T10ideal)− (T11ideal − T9ori)

+
Tintra

2Tintra
[(T12ori − T8ori)− (T11ideal − T7ideal)

− (ΓV I − ΓIV )]− (ΓV I − ΓV )] (87)

αi→i+1
t3→t6 ≈

Tintra

2Tintra
[(T5est − T1est)− (T6ori − T2ori)] (88)

RDi→i+1
t3→t6 ≈ Tintra

2Tintra
[(T5ideal − T1ideal)

− (T6ori − T2ori) + (ΓIII − ΓI)] (89)

Therefore,

Φi→i+1
t3→t6 = RDi→i+1

t3→t6 − αi→i+1
t3→t6

=
Tintra

2Tintra
[(T5ideal − T5est)

− (T1ideal − T1est) + (ΓIII − ΓI)] (90)

In addition, the calibrated clock readings can be computed as,

T7est ≈ T7ori − βi→i+1
t6 + αi→i+1

t3→t6

Tinter

Tintra
(91)

T7ideal ≈ T7ori −Di→i+1
t6 + RDi→i+1

t3→t6

Tinter

Tintra
(92)
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T10est ≈ T7ori − βi→i+1
t6 + αi→i+1

t3→t6

Tinter + Tintra

Tintra
(93)

T10ideal ≈ T10ori −Di→i+1
t6 + RDi→i+1

t3→t6

Tinter + Tintra

Tintra
(94)

T11est ≈ T11ori − βi→i+1
t6 + αi→i+1

t3→t6

Tinter + 2Tintra

Tintra
(95)

T11ideal ≈ T11ori −Di→i+1
t6 + RDi→i+1

t3→t6

Tinter + 2Tintra

Tintra
(96)

Therefore, the propagation error up to i + 2 hop becomes,

Θi+2
t12 = −Di+1→i+2

t12 + βi+1→i+2
t12

=
1
2
[(T10ideal − T10est)

+ (T11ideal − T11est)(1 +
T12ori − T9ori

T12ori − T8ori
)

− (T7ideal − T7est)
T12ori − T9ori

T12ori − T8ori

+ (
T12ori − T9ori

T12ori − T8ori
(ΓV I − ΓIV ) + ΓV I − ΓV )]

≈ 1
2
[2Θi+1

t6 + 3Φi→i+1
t3→t6

+ (
Tintra

2Tintra
(ΓV I − ΓIV ) + ΓV I − ΓV )] (97)

αi+1→i+2
t9→t12 , RDi+1→i+2

t9→t12 , and Φi+1→i+2
t9→t12 can also be calculated

as,

αi+1→i+2
t9→t12 ≈ Tintra

2Tintra
[(T11est − T6est)

− (T12ori − T8ori)] (98)

RDi+1→i+2
t9→t12 ≈ Tintra

2Tintra
[(T11ideal − T6ideal)

− (T12ori − T8ori) + (ΓV I − ΓIV )](99)

Φi+1→i+2
t9→t12 = RDi+1→i+2

t9→t12 − αi+1→i+2
t9→t12

=
Tintra

2Tintra
[(T11ideal − T11est)

− (T7ideal − T7est) + (ΓV I − ΓIV )]

=
1
2
[(ΓV I − ΓIV ) + 2Θi→i+1

t3→t6 ] (100)

APPENDIX IV
VARIANCE ANALYSIS OF TWO-WAY AND HYBRID SCHEME

WITHOUT INTER-SYNC ERROR COMPENSATION

Assume the reference node is located in level i in both
schemes.

Consider hybrid with inter-sync error compensation scheme
first. In equation (58) and (90), because the only random
variables are ΓI , ΓII and ΓIII , the variance of Θi+1

t6 and
Φi→i+1

t3→t6 is,

V AR[Θi+1
t6 ] ≈ [(

1
4
)2 + (

1
4
)2 + (

1
2
)2 + (

1
2
)2]V AR[Γ]

=
5
8
V AR[Γ]

V AR[Φi→i+1
t3→t6 ] ≈ [(

1
2
)2 + (

1
2
)2]V AR[Γ]

=
1
2
V AR[Γ]

Thus, the variance of propagation error in i + 2-hop can be
computed from (97),

V AR[Θi+2
t12 ] ≈ V AR[Θi+1

t6 ] + (
3
2
)2V AR[Φi→i+1

t3→t6 ]

+ [(
1
4
)2 + (

1
2
)2 + (

1
2
)2 + (

1
2
)2]V AR[Γ]

= V AR[Θi+1
t6 ] +

9
4
V AR[Φi→i+1

t3→t6 ] +
13
16

V AR[Γ]

= V AR[Θi+1
t6 ] +

31
16

V AR[Γ] (101)

Because Xi are IID. The variance of Θi+1
t4 for two-way

without inter-sync error compensation (equation (47)) is,

V AR[Θi+1
t4 ]

= (
1
2
)2V AR[RDi→i+1

t1→t4 ] + [(
1
2
)2 + (

1
2
)2]V AR[Γ]

=
1
4
V AR[(Xi −Xi+1)Tintra] +

1
2
V AR[Γ]

=
1
2
V AR[Γ] +

T 2
intra

2
V AR[X]

Therefore, the variance of Θi+2
t8 (equation (55)) becomes,

V AR[Θi+2
t8 ] = V AR[Θi+1

t4 ] + (
1
2
)2(V AR[RDi→i+1

t4→t6 ]

+ V AR[RDi→i+1
t4→t7 ] + V AR[RDi+1→i+2

t5→t8 ])

+ [(
1
2
)2 + (

1
2
)2]V AR[Γ]

≈ V AR[Θi+1
t4 ] +

1
4
((Tinter)2 + (Tinter)2)V AR[X]

+
1
4
((Tinter + Tintra)2 + (Tinter + Tintra)2)V AR[X]

+
1
4
((Tintra)2 + (Tintra)2)V AR[X] +

1
2
V AR[Γ]

= V AR[Θi+1
t4 ] +

1
2
V AR[Γ]

+ V AR[X](T 2
intra + T 2

inter + TinterTintra) (102)

Propagation error of two-way without inter-sync error com-
pensation always carries high variance to next hop whenever
Tintra and Tinter are large. The situation becomes worse when
either of Tintra and Tinter increases. On the other hand, hybrid
scheme with inter-sync error compensation always carries a
fixed amount of variance to next hop. Therefore, we can expect
to see huge propagation error by using two-way without inter-
sync error more frequently than using hybrid scheme with
inter-sync error compensation.
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