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ABSTRACT

In this technical report, we give an overview of our technical
developments in the story segmentation task in TRECVID
2004. Among them, we propose an information-theoretic
framework, visual cue cluster construction (VC3), to auto-
matically discover adequate mid-level features. The prob-
lem is posed as mutual information maximization, through
which optimal cue clusters are discovered to preserve the
highest information about the semantic labels. We extend
the Information Bottleneck framework to high-dimensional
continuous features and further propose a projection method
to map each video into probabilistic memberships over all
the cue clusters. The biggest advantage of the proposed
approach is to remove the dependence on the manual pro-
cess in choosing the mid-level features and the huge labor
cost involved in annotating the training corpus for train-
ing the detector of each mid-level feature. When tested in
TRECVID 2004 news video story segmentation, the pro-
posed approach achieves promising performance gain over
representations derived from conventional clustering tech-
niques and even the mid-level features selected manually;
meanwhile, it achieved one of the top performances, F1=0.65,
close to the highest performance, F1=0.69, by other groups.
We also experiment with other promising visual features
and continue investigating effective prosody features. The
introduction of post-processing also provides practical im-
provements. Furthermore, the fusion from other modalities,
such as speech prosody features and ASR-based segmenta-
tion scores are significant and have been confirmed again in
this experiment.

1. INTRODUCTION

In large video databases, the news story is a basic unit for
browsing, summarization, and understanding. Automatic
segmentation of continuous video programs into constituent
story units is challenging due to the diversity of story types

and the complex composition of attributes in various types
of stories. We excerpt some of the common story types in
Figure 5. Review of existing approaches and definition of
news stories can be found in [1]. In this experiment, we
try to discover adaptive and automatic visual and audio fea-
tures and utilize them through effective multi-modal fusion
approaches.

News channels are diverse and usually have different
visual production events, across channels and over time,
which are statistically relevant to story boundaries. These
production events might be correlated to some “mid-level”
features. Recent research in video analysis has shown a
promising direction, in which mid-level features (e.g., peo-
ple, anchor, indoor) are abstracted from low-level features
(e.g., color, texture, motion, etc.) and used for discrimina-
tive classification of semantic labels [2, 3].

For years, researchers have tried different ways to man-
ually enumerate all these mid-level features through inspec-
tion, and then train the specific classifiers for each. For
example, in [2], 17 domain-specific detectors are trained
as mid-level features such as Intro/Highlight, Anchor, 2An-
chor, People, Speech/Interview, Live-reporting, Sports, Text-
scene, Special, Finance, Weather, Commercial, LEDS, TOP,
SPORT, PLAY, and HEALTH. 1 The work requires intensive
annotations and classifier training, which are usually limited
to the designated channel. Another work in [4] uses specific
anchor, commercial detectors, and clustering algorithms to
determine classes of “visual delimiters,” where human in-
tervention is required. In recent work [5], authors manu-
ally train “section-”dependent classifiers to determine the
story boundaries. The sections are similar to the mid-level
features such as Top Stories, Dollar and Sense, start and
end of Headline sports, and long anchor shots, etc. Most
of them are detected by specific jingle spotting. Gener-
ally, researchers try to derive those mid-level representa-
tions, which deliver semantic meanings or are statistically

1See [2] for more explanations.
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relevant to the target event, story boundaries, and then apply
a discriminative or Bayesian approach to classify the story
boundaries.

These prior approaches are intuitive but not feasible for
extension to multiple channels. For example, if we hope
to deploy the approach worldwide on 100 channels and for
each channel we assume requiring 5 mid-level classifiers,
the cost is overwhelming since we would have to totally an-
notate and train these mid-level classifiers about 500 times.
Even worse, before that, human inspection is required to
define domain-specific mid-level representations.

Such intensive work can be eased through other rigorous
and automatic approaches. Motivated by cue word cluster-
ing or selection in information retrieval, we try to automat-
ically and adaptively discover these mid-level representa-
tions while avoiding human inspection and time-consuming
annotations, given the target or auxiliary labels, i.e. story
boundaries.

Most of all, in this story boundary segmentation exper-
iment, we propose an information-theoretic framework, vi-
sual cue cluster construction (VC3), to automatically dis-
cover adequate mid-level features that are relevant to story
boundary detection. The problem is posed as mutual in-
formation maximization, through which optimal cue clus-
ters are discovered to preserve the highest information about
the semantic labels. We extend the Information Bottleneck
framework [6, 7, 8] to high-dimensional continuous fea-
tures and further propose a projection method to map each
video into probabilistic memberships over all the cue clus-
ters. The biggest advantage of the proposed approach is to
remove the dependence on the manual process in choosing
the mid-level features and the huge labor cost involved in
annotating the training corpora for training the detector of
each mid-level feature. The proposed VC3 framework is
general and effective, leading to exciting potential in solv-
ing other problems of semantic video analysis. When tested
in news video story segmentation, the proposed approach
achieves promising performance gain over representations
derived from conventional clustering techniques and even
our prior manually-selected mid-level features.

In this experiment, we focus on the automatic approach
to construct salient mid-level visual cue clusters. To ex-
ploit the support from other modalities, we also statistically
fuse other features, such as speech prosody features [1] and
ASR-based segmentation scores [9], which have been shown
highly relevant to story boundary detection in the broad-
cast news videos. We adopt the Support Vector Machines
(SVM) [10] as the major fusion approach.

The computational model and fusion approach is briefed
in Section 2. The investigated feature set are presented in
Section 3. In Section 4, we proposed two post-processing
techniques for TRECVID 2004. The performance and multi-
modal fusion are discussed in Section 5, followed by con-

clusions and future work in Section 6.

2. DISCRIMINATIVE MODEL FOR STORY
BOUNDARY DETECTION

News videos from different channels usually have differ-
ent production rules or dynamics. We choose to construct
a model that adapts to each different channel. According to
our research in [11], the fusion capability of the discrimina-
tive model, such as SVM [10], is more effective than other
generative or ensemble models. We train a SVM classifier
to classify a candidate point as a story boundary or non-
boundary. The features fed to the SVM classifier include the
membership probabilities of the induced VC3 clusters, ASR
based segmentation scores [9], and speech prosody features
[1], etc.

As our prior work [1], we take the union of shot bound-
aries and audio pauses as candidate points but remove dupli-
cations within 2.5-second fuzzy window. Our study showed
these two sets of points account for most of the story bound-
aries in news. The issues of fusing heterogeneous and asyn-
chronous features are solved with the same approaches ad-
dressed in our prior work [1].

2.1. Support Vector Machines

SVM has been shown to be a powerful technique for dis-
criminative learning [10]. It focuses on structural risk min-
imization by maximizing the decision margin. We applied
SVM using the Radial Basis Function (RBF) as the kernel,

K(xi, xj) = exp(−γ ‖ xi − xj ‖
2), γ > 0.

In the training process, it is crucial to find the right param-
eters C (tradeoff on non-separable samples) and γ in RBF.
We apply five fold cross validation with a grid search with
varying (C, γ) on the training set to find the best parameters
achieving the highest accuracy.

3. FEATURES

The major visual features we adopt in this experiment are
the VC3 features projected from low-level visual features
towards those induced cue clusters for CNN and ABC chan-
nels (See Section 3.1 and [12]). The required low-level vi-
sual features for VC3 are discussed in Section 3.5. We con-
tinue investigating prosody features in Section 3.2. Addi-
tionally, there are other features inherited from prior work
[1]; for example,commercial detection is used in post-processing
(Section 4.2); speech rapidity, speech change, and motions
are later fused respectively.
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3.1. Visual Cue Cluster Construction (VC3) Features

In the research of video retrieval and analysis, a new inter-
esting direction is to introduce “mid-level” features that can
help bridge the gap between low-level features and seman-
tic concepts. Examples of such mid-level features include
location (indoor), people (male), production (anchor), etc.,
and some promising performance due to such mid-level rep-
resentations have been shown in recent work in news seg-
mentation and retrieval [2, 13]. It is conjectured that mid-
level features are able to abstract the cues from the raw fea-
tures, typically with much higher dimensions, and provide
improved power in discriminating video content of differ-
ent semantic classes. However, selection of the mid-level
features is typically manually done relying on expert knowl-
edge of the application domain. Once the mid-level features
are chosen, additional extensive manual efforts are needed
to annotate training data for learning the detector of each
mid-level feature.

Our goal is to automate the selection process of the mid-
level features given defined semantic class labels. Given a
collection of data, each consisting of low-level features and
associated semantic labels, we want to discover the mid-
level features automatically. There is still a need for label-
ing the semantic label of each data sample, but the large
cost associated with annotating the training corpus for each
manually chosen mid-level feature is no longer necessary.
In addition, dimensionality of the mid-level features will be
much lower than that of the low-level features.

Discovery of compact representations of low-level fea-
tures can be achieved by conventional clustering methods,
such as K-means and its variants. However, conventional
methods aim at clusters that have high similarities in the
low-level feature space but often do not have strong correla-
tion with the semantic labels. Some clustering techniques,
such as LVQ [14], take into account the available class la-
bels to influence the construction of the clusters and the
associated cluster centers. However, the objective of pre-
serving the maximum information about the semantic class
labels was not optimized.

Recently, a promising framework, called Information
Bottleneck (IB), has been developed and applied to show
significant performance gain in text categorization [6, 7, 8].
The idea is to use the information-theoretic optimization
methodology to discover “cue word clusters” which can be
used to represent each document at a mid level, from which
each document can be classified to distinct categories. The
cue clusters are the optimal mid-level clusters that preserve
the most of the mutual information between the clusters and
the class labels.

In the visual features of this experiment, we propose
new algorithms to extend the IB framework to the visual
domain, specifically video. Starting with the raw features
X such as color, texture, and motion of each shot, our goal

is to discover the cue clusters C that have the highest mu-
tual information or the least information loss about the final
class labels Y , such as video story boundary or semantic
concepts. Note that X and Y are given in advance. The
optimization criteria given some constrain R under IB prin-
ciple can be form as the following:

C∗ = argmin
C|R

{I(X;Y )− I(C;Y )},

where I(X;Y ) =
∑

y

∑
x p(x, y) log p(x,y)

p(x)p(y) is the mu-
tual information between two discrete-valued random ran-
dom variables X and Y as defined in [15]. For continu-
ous high-dimensional feature variables, the approximation
is proposed in [12].

Our work addresses several unique challenges. First, the
raw visual features are continuous (unlike the word counts
in the text domain) and of high dimensions. We propose a
method to approximate the joint probability of features and
labels using kernel density estimation (KDE) [16]. Second,
we propose an efficient sequential method to construct the
optimal clusters and a merging method to determine the ad-
equate number of clusters. Finally, we develop a rigorous
analytic framework to project new video data to the visual
cue clusters by taking into account the cluster prior prob-
abilities and feature likelihood for each of the specific cue
clusters. The probabilities of such projections over the cue
clusters are then used for the final discriminative classifica-
tion of the semantic labels or fused with other modalities
such as text or speech prosody features.

The fusion results with other modalities and the com-
parison with our prior work [1], where a set of manually se-
lected mid-level features are used, are presented in Section
5. More details regarding the VC3 framework are addressed
in [12].

3.2. Prosody features

In story segmentation tasks in broadcast news video, the
timing and intonation (or prosody) of the news anchor’s
speech have been shown to be powerful cues for the de-
tection of story-change cues. For example, many anchors
exhibit a behavior at the end of a story where they lower
their pitch, slow their speech and pause. They then indi-
cate the start of the next story by resetting their pitch to a
high level and speeding up their speech. This behavior has
been leveraged in previous works on story segmentation and
has been shown to be independent of language and gender
[17, 18, 19, 20, 1].

To further investigate prosody features, we devise a set
of low-level speech features which can be extracted auto-
matically from audio signals in fixed windows around can-
didate topic change points and use SVM to learn the char-
acteristics of story boundary points.
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Tax  increase.         The  independent  counsel…Tax  increase.         The  independent  counsel…Tax  increase.         The  independent  counsel…

Fig. 1. Preprocessing of pitch features.

The LIMSI ASR transcripts [21] of the news broadcasts
are used to determine candidate topic change points. The
beginning of each new word is taken to be a candidate topic
change point and the features are calculated within a fixed
window of each candidate point. An SVM is then learned to
distinguish between the story boundary and non-boundary
points. The normalized SVM margins at each candidate and
its associated time code are later fused with other modali-
ties.

3.2.1. Word Rate

Word rate is determined by counting the number of tokens
appearing in the ASR transcript within a 5 second window
before and after each candidate point.

3.2.2. Pause Duration

Pause duration is calculated by statistically characterizing
the lengths of the pauses within 1 second and 5 second win-
dows before and after each candidate point. The lengths of
the pauses are determined by subtracting the end time of
each token appearing in the ASR transcript within the win-
dow from the start time of the following token. The mean,
variance, minimum, and maximum of the pause lengths in
each of the two window sizes are then used as the pause
duration features.

3.2.3. Pitch

We extract pitch estimates for each 10 ms segment of au-
dio in the data set using the ESPS method in the Snack
Sound Toolkit [22]. The pitch estimates are then converted
into an octave scale and then normalized according to the
mean and variance of the active speaker’s pitch. The ac-
tive speaker is determined by using the speaker turn annota-
tions from the speech recognizer. Each segment is only nor-
malized locally, within each same-speaker turn. Continuous

voiced segments (contiguous estimates with accuracy prob-
abilities higher than a certain threshold) are then fit with a
first-degree polynomial regression line to smooth out irreg-
ularities in the pitch estimates. This preprocessing of the
pitch estimates is shown in Figure 1.

• pitch features: The smoothed and normalized pitch
estimates are then used to determine some pitch fea-
tures within 1 second and 5 second windows before
and after each candidate point. The mean, variance,
minimum, and maximum of the smoothed pitch esti-
mates are calculated in each window size before and
after each candidate point and taken to be the set of
pitch features.

• pitch slope features: The slopes of the smoothed and
normalized pitch estimates are then used to determine
some additional features of the pitch contour. The
mean, variance, minimum and maximum of the the
slopes of the pitch estimates in the 1 second and 5
second fixed windows are again used to determine the
values of the pitch slope features for each candidate
point.

3.2.4. Duration of Voiced Segments

The duration of the voiced segments is determined by statis-
tically characterizing the lengths of continuous voiced seg-
ments as shown in the output of the pitch estimator. The
pitch estimator tends to give pitch estimates for voiced vowel
segments of speech and does not give estimates for noise
caused by non-vowel phonemes and silence. We take each
set of consecutive pitch estimates, which is not interrupted
by a non-estimate, to be a voiced segment. The duration
of each voiced segment is then just the time in seconds for
which it is sustained. The duration features are then de-
termined by examining the durations of voiced segments
within 1 second and 5 second windows before and after each
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Fig. 2. Performance of SVM using rich prosody features
and single “significant pause” feature.

candidate point and taking the mean, variance, minimum
and maximum of the voiced segment lengths in each of the
two window sizes and the duration of voiced segments fea-
tures.

3.2.5. Prosody performance

To demonstrate the effectiveness of the rich prosody fea-
tures, we train SVM for classifying each candidate point as
a story boundary or a non-story boundary by using the fea-
tures described in the previous section. We also compare
the performance of this system with the “significant pause”
features, which are an ad hoc combination of long pauses
and jumps in pitch, from our previous work [1]. The results
are shown in Figure 2.

We see that our current method shows significant im-
provement over our previous methods. Some trends, such
as the tendency to underperform on the ABC broadcasts
by a considerable margin are still present in our current
approach. This may be due to the lack of story bound-
aries which occur without visual cues. These types of story
boundaries are abundant on CNN, but less so on ABC. These
are the cases where the anchor tends to give extra emphasis
to the topic change with his or her pauses and intonation.

Further work should attempt to verify some properties
of these prosody features, mainly, their invariance to gender,
speaker, and language.

3.3. Text

Like our prior work [1], we adopt the text segmentation
scores from the same text segmentation method [9] except
that the maximum entropy (ME) and decision tree approaches
are delivered separately and not fused as a single score. The
performance evaluation in the held-out validation set and
the comparison with the text segmentation in our prior work

Table 1. Boundary evaluation text segmentation only and
the comparison with our prior work [1].

ABC (F1) CNN (F1)
[1] 0.59 0.59

decision tree 0.51 0.52
maximum entropy 0.61 0.57

[1] is shown in Table 1. Apparently ME approach has per-
formance gain over decision tree.

3.4. Superimposed text spotting

According to our experiments, one of the most challenging
portions is the short dynamic sport stories in CNN channel.
The background speech is usually loud and noisy and video
is usually high-motion. An interesting observation is that
there usually appears superimposed text “courtesy of ...” at
seconds after switching to a new sports topic. We hypoth-
esize that it might be a good indicator to augmenting our
decision making in this challenging portion.

To spot the superimposed text, we can take the video
OCR outputs from CMU or Columbia. However, due to
the low resolution in recorded videos, this portion is usually
not detected or incurs lots of errors. We then turn to another
approach to spot the superimposed text by extracting rele-
vant low-level features from the region of interest of each
key frame. The first feature we adopted is time index of the
key frame since the sports section usually appears in certain
time locations. The other is 181-dimensional Zernike mo-
ments [23] which have been shown effective in OCR prob-
lems.

The processing steps of Zernike moment extraction is
presented in Figure 3. We first extract the region of interest
from certain locations and convert the region into greyscale,
which is then smoothed by a Gaussian kernel. The image bi-
narization is thresholded by the value of mean plus one stan-
dard deviation of the smoothed grey region. Before extract-
ing Zernike moments [24], we need centralize the words,
crop margins, and square the region.

For measuring the similarity towards the superimposed
text, a sample set S of manually annotated features are pre-
pared in advance as templates. The superimposed text simi-
larity to courtesy of each key frame is represented by JS(x),
the similarity of its extracted feature x to set S, and ex-
pressed with KDE as the following:

JS(x) =
1

Z(S)

∑

xi∈S

Kσ(x− xi), (1)

where Kσ is the high-dimensional kernel and σ is the band-
width. The feature representation and the similarity mea-
sure is quite promising. By evaluating on a small set (ran-
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domly selected), the detection of existence of courtesy in
the superimposed text has F1 ≈ 0.91

Similar approach is used to detect the session of “top
news of the day” in CNN channel, where anchors are brief-
ing 3-6 top news in the background and a purple logo is
shown in the left-bottom area over the news footage. The
low-level features used for similarity measure with Equa-
tion 1 are time index, color moments, and Gabor texture
of the region of interest. The detection result for the top
news session is high as well but it does not improve the story
boundary detection as prosody is introduced in the A+V fu-
sion.

3.5. Low-level image features

We try to induce the cue clusters from visual raw features,
which should provide a good similarity measures in the ker-
nel space. According to rich literatures in content-based im-
age retrieval, we select color autocorrelogram, Gabor tex-
ture, and color moments.

3.5.1. Color autocorrelogram

The color correlograms [25] include the spatial correlation
of colors and can be used to describe the global distribu-
tion of local spatial correlation of colors. We consider the
HSV color space with 36 quantized color bins and then cal-
culate the autocorrelogram with the pixel distance 1, 3, 5,
and 7. Finally, it results in 144 continuous features in each
key frame.

3.5.2. Gabor texture

Gabor functions are Gaussians modulated by complex sinu-
soids. The Gabor filter masks can be considered as orien-
tation and scale-tunable edge and line detectors. The statis-
tics of these micro-features in a given region can be used
to characterize the underlying texture information [26]. We
take 4 scales and 6 orientations of Gabor textures and fur-
ther use their mean and standard deviation to represent the
whole key frame and result in 48 textures.

3.5.3. Color moments

We store the first three moments of each color channel of
HSV images and result in 9-dimensional features [27].

4. POST-PROCESSING APPROACHES

4.1. Time-dependent Viterbi smoothing

According to our observation, both in CNN and ABC news
channels, the story length L depends on the time T where
the story starts. We can model the 2-D (T vs. L) data in
Gaussian Mixture Model (GMM) which is penalized with
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Fig. 4. Samples of story length (Y-axis) and story starting
time from 60 TRECVID videos respectively from ABC (a)
and CNN (b). Their corresponding GMM components are
represented in red ellipses and there are 13 components for
ABC and 26 for CNN.

minimum description length (MDL) and derive p(T,L) =∑
πiN (µi,Σi), whereN is the Gaussian process, µi is the

mean of the i’th Gaussian component with its diagonal co-
variance matrix Σi. The story length and story starting time
from 60 ABC and CNN video clips are exemplified respec-
tively in Figures 4(a) and 4(b). For example, in the CNN
videos, the commercials usually start around 800 seconds
from the video clip and right followed by top news brief-
ings; the other short stories start around 1300 second with
series sports briefings.

The conditional probability p(L = y|T = τ) can be
derived from p(T,L), a GMM form from discrete samples,
and represents the probability of story length equals y if the
programs starts at τ .

P (L = y|T = τ) =

∑
πipT (τ)pL(y)∑

πipT (τ)
, (2)

where pT and pL are probability density function of T and
L and can be derived through marginalization of p(T,L).
Note that we assume a diagonal covariance matrix in each
GMM component. Due to its diagonal simplicity, we can
directly use their corresponding variance directly and con-
vert to 1-D GMM model for both random variables T and L.
Equation 2, a time-dependent story length distribution, can
be used to define the penalty function or transition cost for
Viterbi decoding as the same approach mentioned in Sec-
tion 3 of [28]. The only difference is that the prior work
utilizes a time independent story distribution, whereas we
extend that in a time-dependent fashion.

We do not finish the result before the test set submis-
sion, but it is still a promising post-processing technique
according to our observation in the TRECVID data set and
the experiments conducted in [28].

6



region of interest
      extraction

  adaptive 
binarization

Gaussian
smoothing

grayscale
conversion

Zernike moment 
extraction

binary image adjustment: 
centralized and square

Fig. 3. Processing steps for Zernike moment extraction.

4.2. Best K-score decoding

According to our story segmentation error case analysis from
the development set and test sets of TRECVID 2003. A
fixed and single decision threshold for the classifier output,
e.g., SVM margins on candidate points, does not work well
for all video clips since in some video clips the best deci-
sion thresholds tend to be higher or lower due to the change
of visual or audio production styles; for example, in a few
ABC videos, the anchor background is replaced with White
House rather than the blue graphics or studio setups. One of
the solution to this problem is through the Viterbi decoding
approach which determines the best decision path consider-
ing accumulated confidence scores within the video clip.

Another observation is that the number of story bound-
aries within CNN or ABC news is almost fixed with small
variances. It is reasonable since these are news videos with
predefined production rules. According to this observation,
we constrain the number of the hypothesized (positive) story
boundaries within some ranges. We then select the top spe-
cific number of the candidate points based on their classi-
fication confidence. Such constrains are parameterized by
mean µb and standard deviation σb of the number of story
boundaries. Within a video clip, if the number of hypoth-
esize story boundaries based on the global threshold is less
than µb − σb or larger than µb + 4σb, we choose the top
µb candidates of highest classification confidence as story
boundaries. We call this approach “best K-score decoding,”
represented with F . According to the calculations in the
development set, the story boundary number pair (µb, σb)
for CNN is (34.49, 4.37) and (18.2, 2.01) for ABC. This
approach contributes slightly in the validation set. The per-
formance in the test set is discussed in Section 5.4.

4.3. Commercial filter

Anther post-processing is to apply commercial filter and re-
move the hypothesized story boundaries within the detected
commercial regions. The commercial detection approach is
the same in our prior work [1]. We represent the commercial
filter with C.

: visual anchor shots


(h)
(g)
 (i)


(d)
 (e)
 (f)


: weather


(a)
 (b)
 (c)


: commercial


: music/animation


: story unit


: sports unit


A1
 A1
A2


C


C
W


W


A1
A1


A1
 A1
 A1


A1


A1


A2


C


Fig. 5. Common CNN story types seen in the TRECVID
2003 data set. A1 and A2 represent segments showing vi-
sual anchor persons; (a) two stories both starting with the
same visual anchor; (b) the second story starts with a dif-
ferent visual anchor; (c) multiple stories reported in a single
visual anchor shot; (d) a sports section constitutes series of
briefings; (e) series of stories that do not start with anchor
shots; (f) two stories that are separated by long music or an-
imation representing the station id; (g) weather report; (h) a
non-story section consists of a anchor lead-in followed by a
long commercial; (i) a commercial comes right after a sports
section.

5. EXPERIMENTS

5.1. Data Set

In this work, we use 218 half-hour ABC World News Tonight
and CNN Headline News broadcasts recorded by the Lin-
guistic Data Consortium from late January 1998 through
June 1998. The video is in MPEG-1 format and is packaged
with associated files including automatic speech recognition
(ASR) transcripts and annotated story boundaries. In gen-
eral, a video is roughly 30 minutes long and is composed of
news stories and commercials.

In TRECVID tasks, a news story is defined as a segment
of a news broadcast with a coherent news focus which con-
tains at least two independent declarative clauses. A story
can be composed of multiple shots; e.g., an anchorperson
introduces a reporter and the story is finished back in the
studio-setting. On the other hand, a single shot can contain
multiple story boundaries; e.g., an anchorperson switching
to the next news topic (See more examples in Figure 5).
The evaluation metrics in terms of precision and recall are
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The ME approach uses both audio and visual modalities; VCs uses visual cue clusters only. The ’ratio’ group is the percentage
of stories in each type. All the numbers shown are the recall values, with the precision of each experiment fixed at 0.71.

defined in [1].
For the discovery of VC3 features, the number of visual

cue clusters is determined by observing the break point of
accumulated mutual information loss as described in [12]
and is 60 both for ABC a CNN videos. To induce the visual
cue clusters, 15 videos for each channel are used; 30 videos,
with key frames represented in the cue cluster features, for
each channel are reserved for SVM training; the validation
set is composed of 22 CNN and 22 ABC videos. Another
28 CNN and 23 ABC videos are reserved for training multi-
modal feature fusion. They are all from TRECVID 2004
development set.

5.2. Boundary detection with VC3 features

We compare the VC3 only results with our previous work
in Figure 6, where performance breakdowns are listed for
different types of video stories (as defined in Figure 5). The
left-most bar is the percentage of data in each story type
(among the 759 stories of 22 annotated CNN video pro-
grams). The second bar is the recall rate achieved by our
prior work [1], where specific classifiers of anchors, com-
mercials, and prosody-related features are fused through the
Maximum Entropy approach, denoted as ME. Note that the
ME approach uses both the audio and visual features. The
VC3 feature is shown in the third bar from the left, and in-
cludes visual features only. It is interesting that even with
an automatic method to discover the salient visual features,
the VC3 approach can match our previous method (ME) that
uses a specific detector like anchor, and uses features from
multiple modalities. Meanwhile, the new VC3 adaptive ap-
proach also improves detection performance of some story
types by being able to discover unique visual features such
as the second anchor in story type (b), specific station ani-
mations in type (f), weather stories in type (h), and transition
from the end of story to commercials in type (i).

As the case in our prior work [1], we further add other
features such as prosody to the visual-only approach to achieve
more performance improvement. The prosody features have
been shown to be effective for detecting syntactically mean-
ingful phrases and topic boundaries [1, 19]. By adding simi-
lar feature set, we can see the improvement for several story
types, especially when topic changes are correlated with the
appearance of reporters or anchors such as type (a). Those
challenging types such as type (c), multiple stories within
a single anchor shot, or type (e), continuous short briefings
without studio or anchor shots, benefit the most from adding
the prosody features. The improvements can be clearly seen
in the right-most bar, denoted by “VCs+prosody/audio,” in
Figure 6.

5.3. Discussion: multi-modal fusion

The performance through the fusion of audio and visual
modalities (ABC/CNN-A+V), text segmentation through max-
imum entropy (ABC/CNN-mT), and the fusion of all modal-
ities (ABC/CNN-A+V+mT) are shown in Figure 7(a). We
find that the A+V modalities are more effective than text
only. Unlike our prior work [1], CNN-A+V performs better
than ABC-A+V. It might be that the introduction of VC3 dis-
covers those adequate cue clusters which catch the visual
dynamics of the CNN channel. The fusion of text in Figure
7(a) is not normal and seems over-fitted. It is due to that
we adopted late fusion approach to find an non-linear com-
bination (through SVM) of the confidence scores of A+V,
T, and some other audio features again. The original idea is
to emphasize the audio features to boost those short brief-
ing portions. However, the result gets worse. That’s, taking
SVM as function Ψ(·), the fusion approach we originally
used is Ψ(Ψ(A + V) + A + T). After the formal test set
submission, we discover the problem and revise the fusion
approach, Ψ(V + A + T), as early fusion and derive the
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Fig. 7. Performances from maximum entropy text segmentation (mT), A+V, and A+V+mT on the held-out validation set
for ABC and CNN channels. The A+V+mT fusion approach in (a) is Ψ(Ψ(A + V) + A + mT), which causes over-fitting
problems, and is later revised in (b) with Ψ(V+ A+mT). Please see Table 2 for the explanations of symbols.

new result in Figure 7(b), showing salient improvement by
introducing text segmentation scores.

The previous problem occurs due to limited fusion train-
ing time caused by text feature availability but can be avoided
if some validation metrics are conducted by observing the
PR curves or the average precisions (APs) used in [12] since
they will provide performance over all recall areas rather
than by looking at a single decision threshold only. For
example, in Figure 7(a), the A+V+mT result actually has
lower AP than that of A+V only and appears as a worse
fusion configuration.

From Figure 7(b), the fusion gain through text is salient
in ABC but only slightly in CNN comparing with our prior
work [1]. We hypothesize that the error cases remaining in
CNN A+V are those short briefing portions which still can
not be addressed well by text modality.

5.4. Performance in the TRECVID 2004 test set

The submitted 10 runs of story segmentation are listed in
terms of F1 measures in Figure 8, where the abbreviations
for different experiment configurations are explained in Ta-
ble 2. Among the participants, the submitted runs are ranked
the second and the best result is F1=0.69 (BOA of Figure 8).

Among 10 submitted runs, dT and mT, text segmenta-
tion performances have only minor degradation from those
in our validation set (Table 1). However, the degradations in
A+V and A+V+T are more significant. One reason is that
the visual quality in 2004 test set is much better than those in
the development set. Our major visual features come from
VC3 whcih which requires feature projection into the visual
cue clusters induced in the development. The inconsistent
visual quality might incur low-level feature instability. Such

observations are also reported from other TRECVID teams.
The other problems suffers from the late fusion strat-

egy mentioned in Section 5.3. The approach was applied on
all A+V and A+V+T runs except in “AV fc+fc” and causes
overfitting problems. That is why in A+V experiments, “AV fc+fc”
performs better than “AV efc+efc” and “AV efc+fc.” The
detailed configurations and fusion steps are described in Ta-
ble 2.

Generally, the post-processing through commercial fil-
tering C is effective since “AVmT” is slightly boosted by
adding commercial filters. However, best K-score approach
degrades the CNN performance by reducing the recall in the
test set of CNN, according to the comparison of “AVmT fc+c
and “AVmT fc+fc” of Figure 8. The effects of best K-score
on ABC is not clear according to the test submissions.

Other prospective performance improvement might come
from taking temporal dependence of the boundary candidate
points which is not utilized in TRECVID 2004 story bound-
ary submissions. The time-dependent Viterbi smoothing
(Section 4.1) is worthy of further investigations.

6. CONCLUSION AND FUTURE WORK

We have proposed an information-theoretic VC3 framework,
based on the Information Bottleneck principle, to associate
continuous high-dimensional visual features with discrete
target class labels. We utilize VC3 to provide new represen-
tation for discriminative classification, conduct feature se-
lection, and prune “non-informative” feature clusters. The
proposed techniques are general and effective. Most im-
portantly, the framework avoids the manual procedures to
select features and greatly reduces the amount of annotation
in the training data.
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Some extensions of VC3 to induce audio cue clusters,
support multi-modal news tracking and search are under-
way. Other theoretic properties such as automatic band-
width selection for KDE and performance optimization are
also being studied.

We also experiment other promising features and con-
tinue investigating effective prosody features. The intro-
duction of post-processing also provides practical improve-
ments. Furthermore, the fusion from other modalities, such
as speech prosody features and ASR-based segmentation
scores are significant and have been confirmed again in this
experiment.
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