FINDING LOW-RANK SOLUTIONS OF SPARSE LINEAR MATRIX INEQUALITIES USING CONVEX OPTIMIZATION
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Abstract. This paper is concerned with the problem of finding a low-rank solution of an arbitrary sparse linear matrix inequality (LMI). To this end, we map the sparsity of the LMI problem into a graph. We develop a theory relating the rank of the minimum-rank solution of the LMI problem to the sparsity of its underlying graph. Furthermore, we propose three graph-theoretic convex programs to obtain a low-rank solution. Two of these convex optimization problems need a tree decomposition of the sparsity graph, which is an NP-hard problem in the worst case. The third one does not rely on any computationally-expensive graph analysis and is always polynomial-time solvable. The results of this work can be readily applied to three separate problems of minimum-rank matrix completion, conic relaxation for polynomial optimization, and affine rank minimization. The results are finally illustrated on two applications of optimal distributed control and nonlinear optimization for electrical networks.

1. Introduction. Let $\mathbb{S}^n$ denote the set of $n \times n$ real symmetric matrices and $\mathbb{S}_+^n$ denote the cone of positive semidefinite matrices in $\mathbb{S}^n$. Consider the linear matrix inequality (LMI) problem

\begin{align}
\text{trace}\{M_k X\} &\leq a_k \quad \text{for } k = 1 \ldots p \quad \text{(1.1a)} \\
X &\succeq 0 \quad \text{(1.1b)}
\end{align}

with the variable $X \in \mathbb{S}^n$, where $\succeq$ represents the positive semidefinite sign and $M_1, \ldots, M_k \in \mathbb{S}^n$ are sparse matrices. The objective of this paper is twofold. First, it is aimed to find a low-rank solution $X_{\text{opt}}$ of the above LMI (feasibility) problem using a convex program. Second, it is intended to study the relationship between the rank of such a low-rank solution and the sparsity level of the matrices $M_1, \ldots, M_k$.

To formulate the problem, let $P \subseteq \mathbb{S}^n$ denote the convex polytope characterized by the linear inequalities given in (1.1a). In this work, the goal is to design an efficient algorithm to identify a low-rank matrix $X_{\text{opt}}$ in the set $\mathbb{S}_+^n \cap P$. The special case where $P$ is an affine subspace of $\mathbb{S}^n$ has been extensively studied in the literature [1, 2, 3]. In particular, the work [2] derives an upper bound on the rank of $X_{\text{opt}}$, which depends on the dimension of $P$ as opposed to the sparsity level of the problem. The paper [3] develops a polynomial-time algorithm to find a solution satisfying the bound condition given in [2]. However, since the bound obtained in [2] is independent of the sparsity of the LMI problem (1.1), it is known not to be tight for several practical examples [4, 5].

The investigation of the above-mentioned LMI has direct applications in three fundamental problems: (i) minimum-rank positive semidefinite matrix completion, (ii) conic relaxation for polynomial optimization, and (iii) affine rank minimization. In what follows, these problems will be introduced in three separate subsections, followed by an outline of our contribution for each problem.
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1.1. Low-rank Positive Semidefinite Matrix Completion. The LMI problem (1.1) encapsulates the low-rank positive semidefinite matrix completion problem, which is as follows: given a partially completed matrix with some known entries, the positive semidefinite matrix completion problem aims to design the unknown (free) entries of the matrix in such a way that the completed matrix becomes positive semidefinite. As a classical result, this problem has been fully addressed in [6], provided the graph capturing the locations of the known entries of the matrix is chordal. The positive semidefinite matrix completion problem plays a critical role in reducing the complexity of large-scale semidefinite programs [7, 8, 9, 10, 11, 12]. In the case where a minimum-rank completion is sought, the problem is referred to as minimum-rank positive semidefinite matrix completion. To formalize this problem, consider a simple graph \( G = (V_G, E_G) \) with the vertex set \( V_G \) and the edge set \( E_G \). Let \( gd(G) \) denote the Gram dimension of \( G \) defined as the smallest positive integer \( r \) such that for every \( \hat{X} \in S_{|V_G|}^{+} \), there exists a matrix \( X \in S_{|V_G|}^{+} \) satisfying the inequality \( \text{rank}\{X\} \leq r \) and the equations

\[
X_{ij} = \hat{X}_{ij} \quad \text{for} \quad (i, j) \in E_G \quad (1.2a)
\]

\[
X_{kk} = \hat{X}_{kk} \quad \text{for} \quad k \in V_G. \quad (1.2b)
\]

According to the above definition, every arbitrary positive semidefinite matrix \( \hat{X} \) can be turned into a matrix \( X \) with rank at most \( gd(G) \) by manipulating those off-diagonal entries of \( \hat{X} \) that correspond to the non-existent edges of \( G \). The paper [13] introduces the notion of Gram dimension and shows that \( gd(G) \leq \text{tw}(G) + 1 \) (for real-valued problems), where \( \text{tw}(G) \) denotes the treewidth of the graph \( G \).

There is a large body of literature on a graph-theoretic parameter named the minimum semidefinite rank of a graph \([14, 15, 16]\). This parameter, denoted as \( \text{msr}(G) \), is equal to the smallest rank of all positive semidefinite matrices with the same support as the adjacency matrix of \( G \). The notion of OS-vertex number of \( G \), denoted by \( \text{OS}(G) \), has been recently proposed in [17] that serves as a lower bound on \( \text{msr}(G) \). The paper [17] also shows that \( \text{OS}(G) = \text{msr}(G) \) for a chordal graph \( G \) and conjectures the validity of this relation for an arbitrary graph.

The matrix completion problem (1.2) can be cast as the LMI problem (1.1). Hence, the minimum-rank positive semidefinite matrix completion problem amounts to finding a minimum-rank matrix in the convex set \( S_n^{+} \cap P \). In this work, we will utilize the notions of tree decomposition, minimum semidefinite rank of a graph, and OS-vertex number to find low-rank matrices in \( S_n^{+} \cap P \) using convex optimization. Let \( G \) denote a graph capturing the sparsity of the LMI problem (1.1). Consider the convex problem of minimizing a weighted sum of an arbitrary subset of the free entries of \( X \) subject to the matrix completion constraint (1.2). We show that the rank of every solution of this problem can be upper bounded in terms of the OS and msr of some supergraphs of \( G \). Our bound depends only on the locations of the free entries minimized in the objective function rather than their coefficients. In particular, given an arbitrary tree decomposition of \( G \) with width \( t \), we show that the minimization of a weighted sum of certain free entries of \( X \) guarantees that every solution \( X^{\text{opt}} \) of this problem belongs to \( S_n^{+} \cap P \) and satisfies the relation \( \text{rank}\{X^{\text{opt}}\} \leq t + 1 \), for all possible nonzero coefficients of the objective function. This result holds for both real and complex-valued problems. The problem of finding a tree decomposition of minimum width is NP-complete [18]. Nevertheless, for a fixed integer \( t \), the problem of checking the existence of a tree decomposition of width \( t \) and finding such a decomposition (if
any) can be solved in linear time [19, 20]. Whenever a minimal tree decomposition is known, we offer infinitely many optimization problems such that every solution of those problems satisfies the relation \( \text{rank}\{X^{\text{opt}}\} \leq \text{tw}(G) + 1. \)

In the case where a good decomposition of \( G \) with small width is not known, we propose a polynomial-time solvable optimization that is able to find a matrix in \( S^n_+ \cap P \) with rank at most \( 2(n - \text{msr}(G)) \). Note that this solution can be found in polynomial time, whereas our theoretical upper bound on its rank is hard to compute. The upper bound \( 2(n - \text{msr}(G)) \) is a small number for a wide class of sparse graphs [21].

1.2. Sparse Quadratically-Constrained Quadratic Program. The problem of searching for a low-rank matrix in the convex set \( S^n_+ \cap P \) is important due to its application in obtaining suboptimal solutions of quadratically-constrained quadratic programs (QCQPs). Consider the standard nonconvex QCQP problem

\[
\begin{align*}
\min_{x \in \mathbb{R}^{n-1}} & \quad f_0(x) \\
\text{s.t.} & \quad f_k(x) \leq 0 \quad \text{for } k = 1, \ldots, p
\end{align*}
\]

where \( f_k(x) = x^T A_k x + 2b_k^T x + c_k \) for \( k = 0, \ldots, p \). Every polynomial optimization can be cast as problem (1.3) and this also includes all combinatorial optimization problems [22, 23]. Thus, the above nonconvex QCQP “covers almost everything” [23]. To tackle this NP-hard problem, define

\[
F_k \triangleq \begin{bmatrix} c_k & b_k^T \\ b_k & A_k \end{bmatrix}.
\]

Each \( f_k \) has the linear representation \( f_k(x) = \text{trace}\{F_k X\} \) for the following choice of \( X \):

\[
X \triangleq [1 \quad x^T][1 \quad x^T].
\]

It is obvious that an arbitrary matrix \( X \in S^n \) can be factorized as (1.5) if and only if it satisfies the three properties \( X_{11} = 1, X \succeq 0, \) and \( \text{rank}\{X\} = 1. \) Therefore, problem (1.3) can be reformulated as follows:

\[
\begin{align*}
\min_{X \in S^n} & \quad \text{trace}\{F_0 X\} \\
\text{s.t.} & \quad \text{trace}\{F_k X\} \leq 0 \quad \text{for } k = 1, \ldots, p \\
& \quad X_{11} = 1 \\
& \quad X \succeq 0 \\
& \quad \text{rank}\{X\} = 1.
\end{align*}
\]

In the above representation of QCQP, the constraint (1.6e) carries all the nonconvexity. Neglecting this constraint yields a convex problem, known as the semidefinite programming (SDP) relaxation of QCQP [24, 25]. The existence of a rank-1 solution for the SDP relaxation guarantees the equivalence of the original QCQP and its relaxed problem.

The SDP relaxation technique provides a lower bound on the minimum cost of the original problem, which can be used for various purposes such as the branch and bound algorithm [23]. To understand the quality of the SDP relaxation, this lower bound is known to be at most 14% less than the minimum cost for the MAXCUT problem [20]. In general, the maximum possible gap between the solution of a graph
optimization and that of its SDP relaxation is defined as the Grothendieck constant of the graph \[27, 28\]. This constant is calculated for some special graphs in \[29\]. If the QCQP problem and its SDP relaxation result in the same optimal objective value, then the relaxation is said to be exact. The exactness of the relaxation is substantiated for various applications \[30, 31, 32, 33\].

By exploring the optimal power flow problem, we have shown in \[34\] that the exactness of the relaxation could be heavily formulation dependent. Indeed, we designed a practical circuit optimization with four equivalent QCQPs, where only one of them had an exact SDP relaxation. In the same context, we have also verified in \[34\] that the SDP relaxation may have a hidden rank-1 solution that could not be easily found. The reason is that the SDP relaxation of a sparse QCQP problem often has infinitely many solutions and the conventional numerical algorithms would find a solution with the highest rank. Hence, a question arises as to whether a low-rank solution of the SDP relaxation of a sparse QCQP can be found efficiently. To address this problem, let \(\hat{X}\) denote an arbitrary solution of the SDP relaxation. If the QCQP problem \((1.3)\) is sparse and associated with a sparsity graph \(G\), then every positive semidefinite matrix \(X\) satisfying the matrix completion constraint \((1.2)\) is another solution of the SDP relaxation of the QCQP problem. Now, the results spelled out in the preceding subsection can be used to find a low-rank SDP solution.

1.3. Affine Rank Minimization Problem. Consider the problem

\[
\begin{align*}
\min_{W \in \mathbb{R}^{m \times r}} & \quad \text{rank}\{W\} \\
\text{s.t.} & \quad \text{trace}\{N_k W\} \leq a_k \quad \text{for} \quad k = 1, \ldots, p
\end{align*}
\]

where \(N_1, \ldots, N_p \in \mathbb{R}^{r \times m}\) are sparse matrices. This is an affine rank minimization problem without any positive semidefinite constraint. A popular convexification method for the above non-convex optimization is to replace its objective with the nuclear norm of \(W\) \[35\]. This is due to the fact that the nuclear norm \(\|W\|_*\) is the convex envelop for the function \(\text{rank}\{W\}\) on the set \(\{W \in \mathbb{R}^{m \times r} | \|W\| \leq 1\}\) \[36\]. A special case of Optimization \((1.7)\), known as low-rank matrix completion problem, has been extensively studied in the literature due to its wide applications \[37, 38, 35, 39\]. In this problem, the constraint \((1.7)\) determines what entries of \(W\) are known.

A closely related problem is the following: can a matrix \(W\) be recovered by observing only a subset of its entries? Interestingly, \(W\) can be successfully recovered by means of a nuclear norm minimization as long as the matrix is non-structured and the number of observed entries of \(W\) is large enough \[38, 40, 39\]. The performance of the nuclear norm minimization method for the problem of rank minimization subject to general linear constraints has also been assessed in \[41\]. Based on empirical studies, the nuclear norm technique is inefficient in the case where the number of free (unconstrained) entries of \(W\) is relatively large. In the present work, we propose a graph-theoretic approach that is able to generate low-rank solutions for a sparse problem of the form \((1.7)\) and for a matrix completion problem with many unknown entries.

Optimization \((1.7)\) can be embedded in a bigger problem of the form \((1.1)\) by associating the matrix \(W\) with a positive semidefinite matrix variable \(X\) defined as

\[
X \triangleq \begin{bmatrix} X_1 & W \\ W^T & X_2 \end{bmatrix},
\]

where \(X_1\) and \(X_2\) are two auxiliary matrices. Note that \(W\) acts as a submatrix of \(X\) corresponding to its first \(m\) rows and last \(r\) columns. More precisely, consider the
nonconvex problem

\[
\min_{X \in \mathbb{S}^{m \times m}_+} \text{rank}\{X\} ~ \text{s.t.} \quad \text{trace}\{M_k X\} \leq a_k \quad \text{for} \quad k = 1, \ldots, p
\]

(1.9)

where

\[
M_k \triangleq \begin{bmatrix}
0_{m \times m} & \frac{1}{2}N_k^T \\
\frac{1}{2}N_k & 0_{r \times r}
\end{bmatrix}
\]

(1.10)

For every feasible solution \(X\) of the above problem, its associated submatrix \(W\) is feasible for (1.7) and satisfies

\[
\text{rank}\{W\} \leq \text{rank}\{X\}.
\]

(1.11)

In particular, it is well known that the rank minimization problem (1.7) with linear constraints is equivalent to the rank minimization (1.9) with LMI constraints [36, 42]. Let \(\hat{X}\) denote an arbitrary feasible point of optimization (1.9). Depending on the sparsity level of the problem (1.7), some entries of \(\hat{X}\) are free and do not affect any constraints of (1.9) except for \(X \succeq 0\). Let the locations of those entries be captured by a bipartite graph. More precisely, define \(B\) as a bipartite graph whose first and second parts of vertices are associated with the rows and columns of \(W\), respectively. Suppose that each edge of \(B\) represents a constrained entry of \(W\). In this work, we propose two convex problems with the following properties:

1. The first convex program is constructed from an arbitrary tree decomposition of \(B\). The rank of every solution to this problem is upper bounded by \(t + 1\), where \(t\) is the width of its tree decomposition. Given the decomposition, the low-rank solution can be found in polynomial time.

2. Since finding a tree decomposition of \(B\) with a low treewidth may be hard in general, the second convex program does not rely on any decomposition and is obtained by relaxing the real-valued problem (1.9) to a complex-valued convex program. The rank of every solution to the second convex problem is bounded by the number \(2(r + m - \text{msr}(B))\) and such a solution can always be found in polynomial time.

1.4. Simple Illustrative Examples. To illustrate some of the main ideas to be discussed in this work, three simple examples will be provided below in the context of low-rank positive semidefinite matrix completion.

**Example 1.** Consider a partially-known matrix \(X \in \mathbb{S}^n_+\) with unknown off-diagonal entries and known strictly positive diagonal entries \(X_{11}, \ldots, X_{nn}\). The aim is to design the unknown off-diagonal entries of \(X\) to make the resulting matrix as low rank as possible. It can be shown that there are \(2^n\) rank-1 matrices \(X \in \mathbb{S}^n_+\) with the diagonal entries \(X_{11}, \ldots, X_{nn}\), each of which can be expressed as \(xx^T\) for a vector \(x\) with the property that \(x_i = \pm \sqrt{X_{ii}}\). A question arises as to whether such matrix completions can be attained via solving a convex optimization. To address this question, consider the problem of finding a matrix \(X \in \mathbb{S}^n_+\) with the given diagonal to minimize an arbitrary weighted sum of the subdiagonal entries of \(X\), i.e., \(\sum_{i=1}^{n-1} t_i X_{i+1,i}\) for arbitrary nonzero coefficients \(t_1, \ldots, t_{n-1}\). It can be verified that every solution of this optimization problem results in one of the aforementioned \(2^n\) rank-1 matrices \(X\). In
other words, there are $2^n$ ways to fill the matrix $X$, each of which corresponds to infinitely many easy-to-characterize continuous optimization problems.

**Example 2.** Consider a $3 \times 3$ symmetric block matrix $X$ partitioned as

$$
X = \begin{bmatrix}
X_{11} & X_{12} & X_{13} \\
X_{21} & X_{22} & X_{23} \\
X_{31} & X_{32} & X_{33}
\end{bmatrix}
$$

(1.12)

where $X_{11} \in \mathbb{R}^{\alpha \times \alpha}$, $X_{22} \in \mathbb{R}^{\beta \times \beta}$ and $X_{33} \in \mathbb{R}^{\gamma \times \gamma}$, for some positive numbers $\alpha$, $\beta$ and $\gamma$. Assume that the block $X_{13}$ is unknown while the remaining blocks of $X$ are known either partially or completely. Suppose that $X$ admits a positive definite matrix completion, which implies that $\text{rank}\{X\} \geq \max\{\alpha + \beta, \beta + \gamma\}$. The goal is to perform the completion of $X$ via convex optimization such that $\text{rank}\{X\} = \max\{\alpha + \beta, \beta + \gamma\}$.

Consider first the scenario where $\alpha = \gamma$. Let $\{(i_1, j_1), ..., (i_s, j_s)\}$ denote an arbitrary set of entries of $X_{13}$ with $s$ elements. Consider the optimization problem of minimizing $\sum_{k=1}^{s} t_k X_{13}(i_k, j_k)$ subject to the constraint that $X$ is a positive semidefinite matrix in the form of (1.12), where $t_1, ..., t_s$ are nonzero scalars and $X_{13}(i_k, j_k)$ denotes the $(i_k, j_k)$ entry of $X_{13}$. Let $X^{\text{opt}}$ be an arbitrary solution of this problem. In this work, we derive an upper bound on the rank of $X^{\text{opt}}$, which depends only on the set $\{(i_1, j_1), ..., (i_s, j_s)\}$ and is independent of $t_1, ..., t_s$. In particular, if $\{(i_1, j_1), ..., (i_s, j_s)\}$ corresponds to $s = \alpha$ entries of $X_{13}$ with no two elements in the same row or column, then it is guaranteed that $\text{rank}\{X^{\text{opt}}\} = \max\{\alpha + \beta, \beta + \gamma\}$ for all nonzero values of $t_1, t_2, ..., t_s$. Figure 1.1(a) shows the blocks of matrix $X$, where the two $2 \times 2$ blocks of $X$ specified by dashed red lines are known while the block $X_{31}$ is to be designed. As a special case of the above method, minimizing a weighted sum of the diagonal entries of $X_{31}$ with nonzero weights leads to a lowest-rank completion.

Consider now the scenario where $\alpha > \gamma$. We add $\alpha - \gamma$ rows and $\alpha - \gamma$ columns to $X$ and denote the augmented matrix as $\tilde{X}$. This procedure is demonstrated in Figure 1.1(b), where the added blocks are labeled as $\tilde{X}_{14}$, $\tilde{X}_{24}$, $\tilde{X}_{34}$, $\tilde{X}_{41}$, $\tilde{X}_{42}$, $\tilde{X}_{43}$ and $\tilde{X}_{44}$. Note that the first $\alpha + \beta + \gamma$ rows and $\alpha + \beta + \gamma$ columns of $\tilde{X}$ are exactly the same as those of the matrix $X$. We also set all diagonal entries of $\tilde{X}_{44}$ to 1. The matrix $\tilde{X}$ has two partially-known $2 \times 2$ blocks of size $\alpha + \beta$ as well as a square non-overlapping block containing $\tilde{X}_{31}$ and $\tilde{X}_{41}$. The problem under study now reduces to the matrix completion posed in the previous scenario $\alpha = \gamma$. More precisely, consider the problem of minimizing an arbitrary weighted sum of the diagonal entries of the non-overlapping block $(\tilde{X}_{31}, \tilde{X}_{41})$ with nonzero weights over all positive semidefinite
partially-known matrices $\tilde{X}$. Every solution $\tilde{X}^{opt}$ of this optimization has rank at most $\alpha + \beta$, and so does its submatrix $X^{opt}$.

**Example 3.** Consider the $4 \times 4$ symmetric block matrix $X$ shown in Figure 1.1(c) with partially-known blocks $X_{11}, X_{22}, X_{33}, X_{44}$ and totally-unknown blocks $X_{31}, X_{41}, X_{42}$. The goal is to fill the matrix to a minimum-rank positive semidefinite matrix. For simplicity, assume that the matrix $X$ admits a positive definite completion and that all 16 blocks $X_{ij}$ have the same size $\alpha \times \alpha$. It can be verified that the matrix $X$ admits a positive semidefinite completion with rank $2\alpha$. To convert the problem into an optimization, one can minimize the weighted sum of certain entries of $X_{31}, X_{41}, X_{42}$. It turns that if the weighted sum of the diagonal entries of one or all of these three blocks is minimized, the rank would be higher than $2\alpha$. However, the minimization of the diagonal entries of the two blocks $X_{31}$ and $X_{42}$ always produces a lowest-rank solution.

2. Notations and Definitions. The symbols $\mathbb{R}$ and $\mathbb{C}$ denote the sets of real and complex numbers, respectively. $\mathbb{S}^n$ denotes the space of $n \times n$ real symmetric matrices and $\mathbb{H}^n$ denotes the space of $n \times n$ complex Hermitian matrices. Also, $\mathbb{S}_+^n \subset \mathbb{S}^n$ and $\mathbb{H}_+^n \subset \mathbb{H}^n$ represent the convex cones of real and complex positive semidefinite matrices, respectively. The set of notations $(\mathbb{F}^n, \mathbb{F}_+^n, \mathbb{F})$ refers to either $(\mathbb{S}^n, \mathbb{S}_+^n, \mathbb{R})$ or $(\mathbb{H}^n, \mathbb{H}_+^n, \mathbb{C})$ depending on the context (i.e., whether the real or complex domain is under study). $\text{Re}\{\cdot\}$, $\text{Im}\{\cdot\}$, $\text{rank}\{\cdot\}$, and $\text{trace}\{\cdot\}$ denote the real part, imaginary part, rank, and trace of a given scalar/matrix. Matrices are shown by capital and bold letters. The symbols $(\cdot)^T$ and $(\cdot)^*$ denote transpose and conjugate transpose, respectively. Also, “1” is reserved to denote the imaginary unit. The notation $\angle x$ denotes the angle of a complex number $x$. The notation $W \succeq 0$ means that $W$ is a Hermitian and positive semidefinite matrix. The $(i,j)$ entry of $W$ is denoted as $W_{ij}$, unless otherwise mentioned. Given scalars $x_1, \ldots, x_n$, the notation $\text{diag}([x_1, \ldots, x_n])$ denotes a $n \times n$ diagonal matrix with the diagonal entries $x_1, \ldots, x_n$.

The vertex set and edge set of a simple undirected graph $G$ are shown by the notations $V_G$ and $E_G$, and the graph $G$ is identified by the pair $(V_G, E_G)$. $N_G(k)$ denotes the set of all neighbors of the vertex $k$ in the graph $G$. The symbol $|G|$ shows the number of vertices of $G$.

**Definition 2.1.** For two simple graphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$, the notation $G_1 \subseteq G_2$ means that $V_1 \subseteq V_2$ and $E_1 \subseteq E_2$. $G_1$ is called a subgraph of $G_2$ and $G_2$ is called a supergraph of $G_1$. A subgraph $G_1$ of $G_2$ is said to be an induced subgraph if for every pair of vertices $v_i, v_m \in V_1$, the relation $(v_i, v_m) \in E_1$ holds if and only if $(v_i, v_m) \in E_2$. In this case, $G_1$ is said to be induced by the vertex subset $V_1$.

**Definition 2.2.** For two simple graphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$, the subgraph of $G_2$ induced by the vertex set $V_2 \setminus V_1$ is shown by the notation $G_2 \setminus G_1$.

**Definition 2.3.** For two simple graphs $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$ with the same set of vertices, their union is defined as $G_1 \cup G_2 = (V, E_1 \cup E_2)$ while the notion $\setminus$ shows their subtraction edge-wise, i.e., $G_1 \setminus G_2 = (V, E_1 \setminus E_2)$.

**Definition 2.4.** The representative graph of an $n \times n$ symmetric matrix $W$, denoted by $\mathcal{G}(W)$, is a simple graph with $n$ vertices whose edges are specified by the locations of the nonzero off-diagonal entries of $W$. In other words, two arbitrary vertices $i$ and $j$ are connected if $W_{ij}$ is nonzero.

3. Connection Between OS and Treewidth. In this section, we study the relationship between the graph parameters of OS and treewidth. For the sake of
completeness, we first review these two graph notions.

**Definition 3.1 (OS).** Given a graph $G$, let $O = \{o_k\}_{k=1}^s$ be a sequence of vertices of $G$. Define $G_k$ as the subgraph induced by the vertex set $\{o_1, \ldots, o_k\}$ for $k = 1, \ldots, s$. Let $G'_k$ be the connected component of $G_k$ containing $o_k$. $O$ is called an OS-vertex sequence of $G$ if for every $k \in \{1, \ldots, s\}$, the vertex $o_k$ has a neighbor $w_k$ with the following two properties:

1. $w_k \neq o_r$ for $1 \leq r \leq k$
2. $(w_k, o_r) \notin E_G$ for every $o_r \in V_{G'_k} \setminus \{o_k\}$.

Denote the maximum cardinality among all OS-vertex sequences of $G$ as $\text{OS}(G)$.

Figure 2.1 shows the construction of a maximal OS-vertex sequence for the Petersen graph. Dashed lines and bold lines highlight nonadjacency and adjacency, respectively, to demonstrate that each $w_i$ satisfies the conditions of Definition 3.1.

**Definition 3.2 (Treewidth).** Given a graph $G = (V_G, E_G)$, a tree $T$ is called a tree decomposition of $G$ if it satisfies the following properties:

1. Every node of $T$ corresponds to and is identified by a subset of $V_G$. Alternatively, each node of $T$ is regarded as a group of vertices of $G$.
2. Every vertex of $G$ is a member of at least one node of $T$.
3. For every edge $(i, j)$ of $G$, there exists a node in $T$ containing vertices $i$ and $j$ simultaneously.
4. Given an arbitrary vertex \( k \) of \( G \), the subgraph induced by all nodes of \( T \) containing vertex \( k \) must be connected (more precisely, a tree). Each node of \( T \) is a bag (collection) of vertices of \( H \) and therefore it is referred to as a bag. The width of a tree decomposition is the cardinality of its biggest bag minus one. The treewidth of \( G \) is the minimum width over all possible tree decompositions of \( G \) and is denoted by \( \text{tw}(G) \).

Note that the treewidth of a tree is equal to 1. Figure 2.3 shows a graph \( G \) with 6 vertices named \( a, b, c, d, e, f \), together with its minimal tree decomposition \( T \) with 4 bags \( V_1, V_2, V_3, V_4 \). The width of this decomposition is equal to 2.

**Definition 3.3 (Enriched Supergraph).** Given a graph \( G \) accompanied by a tree decomposition \( T \) of width \( t \), \( G \) is called an enriched supergraph of \( G \) derived by \( T \) if it is obtained according to the following procedure:

1. Add a sufficient number of (redundant) vertices to the bags of \( T \), if necessary, in such a way that every bag includes exactly \( t + 1 \) vertices. Also, add the same vertices to \( G \) (without incorporating new edges). Denote the new graphs associated with \( T \) and \( G \) as \( \tilde{T} \) and \( \tilde{G} \), respectively. Set \( O \) as the empty sequence and \( \tilde{T} = T \).
2. Identify a leaf of \( \tilde{T} \), named \( V \). Let \( V' \) denote the neighbor of \( V \) in \( \tilde{T} \).
3. Let \( V \setminus V' = \{o_1, \ldots, o_s\} \) and \( V' \setminus V = \{w_1, \ldots, w_s\} \). Update \( O, \tilde{G} \) and \( \tilde{T} \) as

\[
O := O \cup \{o_1, \ldots, o_s\} \\
\tilde{G} := (V_{\tilde{G}}, E_{\tilde{G}} \cup \{(o_1, w_1), \ldots, (o_s, w_s)\}) \\
\tilde{T} := \tilde{T} \setminus V
\]

4. If \( \tilde{T} \) has more than one bag, go to Step 2. Otherwise, terminate. The graph \( \tilde{G} \) is referred to as an enriched supergraph of \( G \) derived by \( T \). Moreover, \( O \) serves as an OS-vertex sequence for this supergraph.

Figure 3.1(a) illustrates Step 3 of the above definition. Figure 3.2 delineates the process of obtaining an enriched supergraph \( \tilde{G} \) of the graph \( G \) depicted in Figure 2.3. Bold lines show the added edges at each step of the algorithm. Figure 3.1(b) sketches the resulting OS-vertex sequence \( O \). Observe that whether or not each non-bold edge exists in the graph, \( O \) still remains an OS-vertex sequence. The next theorem reveals the relationship between OS and treewidth.

**Theorem 3.4.** Given a graph \( G \) accompanied by a tree decomposition \( T \) of width \( t \), consider the enriched supergraph \( \tilde{G} \) of \( G \) derived by \( T \) together with the sequence \( O \) constructed in Definition 3.3. Then, \( O \) is an OS-vertex sequence of every graph \( G_s \) in the set \( \{G_s \mid (\tilde{G} \times G) \subseteq G_s \subseteq \tilde{G}\} \) and furthermore \( |\tilde{G}| - |O| = t + 1 \).
Fig. 3.1. (a) This figure illustrates Step 3 of Definition 3.3 for designing an enriched supergraph. The shaded area includes the common vertices of bags \( V \) and \( V' \); (b) OS-vertex sequence \( \mathcal{O} \) for the graph \( \mathcal{G} \) depicted in Figure 2.3.

Fig. 3.2. An enriched supergraph \( \mathcal{G} \) of the graph \( \mathcal{G} \) given in Figure 2.3.

**Proof.** Consider the procedure described in Definition 3.3 for the construction of the supergraph \( \mathcal{G} \). It is easy to verify that \( \mathcal{O} \) includes all vertices of \( \mathcal{G} \) except for those in the only remaining vertex of \( \tilde{T} \) when this process is terminated. Call this bag \( V_1 \). Hence,

\[
|\mathcal{O}| = |\mathcal{G}| - |V_1| = |\mathcal{G}| - (t + 1).
\]  

(3.1)

Now, it remains to show that \( \mathcal{O} \) is an OS-vertex sequence. To this end, let \( \mathcal{G}_s \) be an arbitrary member of \( \{ \mathcal{G}_s \mid (\mathcal{G} \times \mathcal{G}) \subseteq \mathcal{G}_s \subseteq \mathcal{G} \} \). We use induction to prove that \( \mathcal{O} \) is an OS-vertex sequence of \( \mathcal{G}_s \).

For \(|\tilde{T}| = 1\), the sequence \( \mathcal{O} \) is empty and the statement is trivial. For \(|\tilde{T}| > 1\), consider the first run of the loop in the algorithm. Notice that

\[
\{o_1, \ldots, o_s\} \subseteq V \quad \text{and} \quad \{o_1, \ldots, o_s\} \cap V' = \emptyset.
\]  

(3.2)

Let \( \mathcal{T}_o \) denote the subgraph induced by all bags of \( \tilde{T} \) that include an arbitrary vertex \( v \in \mathcal{G} \). According to the definition of tree decomposition, we have

\[
V \in \mathcal{T}_o \quad \text{and} \quad V' \notin \mathcal{T}_o
\]  

(3.3)

for every \( o \in \{o_1, \ldots, o_s\} \). Since \( \mathcal{T}_o \) is a connected subgraph of \( \tilde{T} \) and \( V \) is a leaf, (3.3) implies that \( \mathcal{T}_o \) has one node and no edges, i.e.,

\[
\mathcal{T}_o = (\{V\}, \emptyset) \quad \text{for} \quad o \in \{o_1, \ldots, o_s\}.
\]  

(3.4)

On the other hand, since \( \{w_1, \ldots, w_s\} \cap V = \emptyset \), we have

\[
V \notin \mathcal{V}_{\mathcal{T}_o} \quad \text{for} \quad w \in \{w_1, \ldots, w_s\}.
\]  

(3.5)
Given a pair \((i,j) \in \{1,\ldots,s\} \times \{1,\ldots,s\}\), the relations \([3.4]\) and \([3.5]\) yield that the trees \(T_{o_i}\) and \(T_{w_j}\) do not intersect and therefore \((o_i, w_j) \notin \mathcal{E}_G\). Accordingly, since the edges \((o_1, w_1), \ldots, (o_s, w_s)\) are added to the graph at Step 3 of the algorithm, we have
\[(w_i, o_j) \in \mathcal{E}_G \iff i = j \quad (3.6)\]
This means that the vertex \(o_i\) in the sequence \(O\) has a neighbor \(w_i\) satisfying the requirements of the OS definition (note that \((o_i, w_i)\) is an edge of \(G_s\)).

On the other hand, \(T\setminus V\) is a tree decomposition for the subgraph of \(G\) induced by the vertex subset \(V_G \setminus \{o_1, \ldots, o_s\}\). Hence, according to the induction assumption, the remaining members of the sequence \(O\) satisfy the conditions of Definition 3.1. This completes the proof.

**Corollary 3.5.** For every graph \(G\), there exists a supergraph \(\overline{G}\) with the property that
\[|\overline{G}| - \min_{G_s} \{\text{OS}(G_s) | (\overline{G} \setminus G) \subseteq G_s \subseteq \overline{G}\} \leq \text{tw}(G) + 1 \quad (3.7)\]

**Proof.** The proof follows directly from Theorem 3.4.

### 4. Low-Rank Solutions Via Graph Decomposition

In this section, we develop a graph-theoretic technique to find a low-rank feasible solution of the LMI problem \((1.1)\). To this end, we first introduce a convex optimization problem.

**Optimization A:** Let \(G\) and \(G'\) be two graphs such that \(V_G = \{1, \ldots, n\}\), \(V_{G'} = \{1, \ldots, m\}\), \(n \leq m\), and \(E_G \subseteq E_{G'}\). Consider arbitrary matrices \(X_{\text{ref}} \in \mathbb{R}^{n\times n}\) and \(Z \in \mathbb{R}^{m\times m}\) with the property that \(G(Z) = G'\), where \((\mathbb{R}^n_+, \mathbb{R}^m_+)\) is either \((\mathbb{S}^n_+, \mathbb{S}^m_+)\) or \((\mathbb{H}^n_+, \mathbb{H}^m_+)\). The problem

\[
\begin{align*}
\min_{X \in \mathbb{R}^m} & \quad \text{trace}\{ZX\} \\
\text{s.t.} & \quad X_{kk} = X_{\text{ref}}_{kk} \quad \text{for } k \in V_G, \\
& \quad X_{kk} = 1 \quad \text{for } k \in V_{G'} \setminus V_G, \\
& \quad X_{ij} = X_{\text{ref}}_{ij} \quad \text{for } (i, j) \in E_G, \\
& \quad X \succeq 0
\end{align*}
\]

is referred to as “Optimization A with the input \((G, G', Z, X_{\text{ref}})\)”.

Optimization A is a convex semidefinite program with a non-empty feasible set containing the point
\[
\begin{bmatrix}
X_{\text{ref}} & 0_{n\times(m-n)} \\
0_{(m-n)\times n} & I_{(m-n)}
\end{bmatrix}.
\]

Let \(X_{\text{opt}} \in \mathbb{R}^m\) denote an arbitrary solution of Optimization A with the input \((G, G', Z, X_{\text{ref}})\) and \(X_{\text{opt}} \in \mathbb{R}^n\) represent its \(n\)-th leading principal submatrix. Then, \(X_{\text{opt}}\) is called the subsolution to Optimization A associated with \(X_{\text{opt}}\). Note that \(X_{\text{opt}}\) and \(X_{\text{ref}}\) share the same diagonal and values for the entries corresponding to the edges of \(G\). Hence, Optimization A is intrinsically a positive semidefinite matrix completion problem with the input \(X_{\text{ref}}\) and the output \(X_{\text{opt}}\).

**Definition 4.1 (msr).** Given a simple graph \(G\), define the minimum semidefinite rank of \(G\) as
\[\text{msr}(G) \overset{\Delta}{=} \min \{\text{rank}(W) | \mathcal{G}(W) = G, W \succeq 0\} \quad (4.3)\]
Theorem 4.2. Assume that $M_1, \ldots, M_p$ are arbitrary matrices in $F^n$ which is equal to either $S^n$ or $H^n$. Suppose that $a_1, \ldots, a_p$ are real numbers such that the feasibility problem

\begin{align*}
\text{trace}(M_k X) & \leq a_k \quad \text{for} \quad k = 1, \ldots, p, \quad (4.4a) \\
X & \succeq 0 \quad (4.4b)
\end{align*}

has a positive-definite feasible solution $X^{\text{ref}} \in F^n$. Let $G = G(M_1) \cup \cdots \cup G(M_p)$.

a) Consider an arbitrary supergraph $G'$ of $G$. Every subproblem $X^{\text{opt}}$ to Optimization A with the input $(G, G', Z, X^{\text{ref}})$ is a solution to the LMI problem (4.4) and satisfies the relation

\begin{equation}
\text{rank}\{X^{\text{opt}}\} \leq |G'| - \min_{G_s} \{\text{msr}(G_s) \mid (G' \setminus G_s) \subseteq G'} \quad (4.5)
\end{equation}

b) Consider an arbitrary tree decomposition $T$ of $G$ with width $t$. Let $G$ be an enriched supergraph of $G$ derived by $T$. Every subproblem $X^{\text{opt}}$ to Optimization A with the input $(G, G, Z, X^{\text{ref}})$ is a solution to (4.4) and satisfies the relation

\begin{equation}
\text{rank}\{X^{\text{opt}}\} \leq t + 1 \quad (4.6)
\end{equation}

Proof. To prove Part (a), notice that $X_{ij}$ does not play a role in the linear constraint (4.4a) of the LMI problem (4.4) as long as $i \neq j$ and $(i, j) \notin E_G$. It can be inferred from this property that $X^{\text{opt}}$ is a solution of (4.4). Now, it remains to show the validity of the inequality (4.5). Constraints (4.1b), (4.1c), and (4.1d) imply that for every feasible solution $\bar{X}$ of Optimization A, the matrix $\bar{X} - X^{\text{opt}}$ belongs to the convex cone

\begin{equation}
C = \left\{ W \in F^n \mid \begin{array}{l}
W_{kk} = 0 \quad \text{for} \quad k \in V_{G'}, \\
W_{ij} = 0 \quad \text{for} \quad (i, j) \in E_G
\end{array} \right\}. \quad (4.7)
\end{equation}

Therefore, a dual matrix variable $\Lambda$ could be assigned to these constraints, which belongs to the dual cone

\begin{equation}
C^\perp = \left\{ W \in F^n \mid \begin{array}{l}
W_{ij} = 0 \quad \text{for} \quad (i, j) \notin E_G \text{ and } i \neq j
\end{array} \right\}. \quad (4.8)
\end{equation}

Hence, the Lagrangian of Optimization A can be expressed as

\begin{equation}
L(\bar{X}, \Lambda, \Phi) = \text{trace}(Z \bar{X}) + \text{trace}(\Lambda(\bar{X} - X^{\text{opt}})) - \text{trace}(\Phi \bar{X}) \quad (4.9)
\end{equation}

where $\Phi \succeq 0$ denotes the matrix dual variable corresponding to the constraint $\bar{X} \succeq 0$. The infimum of the Lagrangian over $\bar{X}$ is $-\infty$ unless $\Phi = \Lambda + Z$. Therefore, the dual problem is as follows:

\begin{align*}
\max_{\Lambda \in F^n} & -\text{trace}(\Lambda \bar{X}^{\text{opt}}) \quad (4.10a) \\
\Lambda_{ij} & = 0 \quad \text{for} \quad (i, j) \notin E_G \text{ and } i \neq j \quad (4.10b) \\
\Lambda + Z & \succeq 0. \quad (4.10c)
\end{align*}
By pushing the diagonal entries of $\Lambda$ toward infinity, the inequality $\Lambda + Z \succeq 0$ will become strict. Hence, strong duality holds according to the Slater’s condition. If $\Phi = \Phi^{\text{opt}}$ denotes an arbitrary dual solution, the complementary slackness condition trace{$\Phi^{\text{opt}} X^{\text{opt}}$} = 0 yields that

$$\text{rank}\{\Phi^{\text{opt}}\} + \text{rank}\{X^{\text{opt}}\} \leq m \quad (4.11)$$

(note that since the primal and dual problems are strictly feasible, $X^{\text{opt}}$ and $\Phi^{\text{opt}}$ are both finite). On the other hand, according to the equations $\Phi = \Lambda + Z$ and $\Lambda \in C^\perp$, we have

$$\Phi^{\text{opt}}_{ij} \neq 0, \quad \text{for } (i,j) \in \mathcal{E}_G \setminus \mathcal{E}_G'$$

$$\Phi^{\text{opt}}_{ij} = 0, \quad \text{for } (i,j) \notin \mathcal{E}_G' \text{ and } i \neq j. \quad (4.12a)$$

Therefore,

$$(\mathcal{G}' \land \mathcal{G}) \subseteq \mathcal{G}(\Phi^{\text{opt}}) \subseteq \mathcal{G}' \quad (4.13)$$

The proof of Part (a) is completed by combining (4.11) and (4.13) after noting that $\text{rank}\{X^{\text{opt}}\} \leq \text{rank}\{X^{\text{opt}}\}$ (recall that $X^{\text{opt}}$ is a submatrix of $X^{\text{opt}}$).

For Part (b), it follows from Theorem 3.4 that $\text{OS}(\mathcal{G}_s) \geq |\mathcal{G}| - t - 1$ for every $\mathcal{G}_s$ with the property $(\mathcal{G} \land \mathcal{G}) \subseteq \mathcal{G}_s \subseteq \mathcal{G}$. Therefore,

$$\text{rank}\{X^{\text{opt}}\} \leq |\mathcal{G}| - \min \{\text{msr}(\mathcal{G}_s) \mid (\mathcal{G} \land \mathcal{G}) \subseteq \mathcal{G}_s \subseteq \mathcal{G}\}$$

$$\leq |\mathcal{G}| - \min \{\text{OS}(\mathcal{G}_s) \mid (\mathcal{G} \land \mathcal{G}) \subseteq \mathcal{G}_s \subseteq \mathcal{G}\}$$

$$\leq |\mathcal{G}| - (|\mathcal{G}| - t - 1)$$

$$\leq t + 1 \quad (4.14)$$

(note that $\text{OS}(\mathcal{G}) \leq \text{msr}(\mathcal{G})$ as proven in [17]). This completes the proof. \qed

Observe that the objective function of Optimization A is a weighted sum of certain entries of the matrix $X$, where the weights come from the matrix $Z$. Part (a) of Theorem 4.2 proposes an upper bound on the rank of all subsolutions of this optimization, which is contingent upon the graph of the weight matrix $Z$ without making use of the nonzero values of the weights.

**Corollary 4.3.** If the LMI problem (4.4) has a positive-definite feasible solution, then it has a solution $X^{\text{opt}}$ with rank at most $\text{tw}(\mathcal{G}) + 1$.

*Proof.* The proof follows immediately from Part (b) of Theorem 4.2 by considering $\mathcal{T}$ to be a minimal tree decomposition of $\mathcal{G}$. \qed

Note that Theorem 4.2 and Corollary 4.3 both require the existence of a positive-definite feasible solution. This assumption will be reduced to only the feasibility of the LMI problem (4.4) in the next section.

We now revisit Examples 1, 2 and 3 provided earlier and study them using Theorem 4.2. First, consider Example 1. The graph $\mathcal{G}$ corresponding to a matrix $X$ with known diagonal entries has the vertex set $\{1, 2, ..., n\}$ with no edges. An enriched supergraph graph $\overline{\mathcal{G}}$ can be obtained from $\mathcal{G}$ by connecting vertices $i$ and $i + 1$ for $i = 1, ..., n - 1$. Consider an arbitrary matrix $Z \in S^n$ with the representative graph $\overline{\mathcal{G}}$. This matrix is sparse with nonzero subdiagonal and superdiagonal. Using Theorem 4.2, Optimization A yields a solution such that $X^{\text{opt}} \leq \text{tw}(\mathcal{G}) + 1$. Since $\mathcal{G}$ does not have any edges, its treewidth is equal to 0. As a result, every solution of Optimization A has rank 1.
Consider now Example 2 with $X$ visualized in Figure 1.1. As can be observed, two $2 \times 2$ blocks of $X$ specified by dashed red lines are known and the goal is to design the block $X_{31}$. The graph $G$ has $n = \alpha + \beta + \gamma$ vertices with the property that the subgraphs induced by the vertex subsets $\{1, ..., \alpha + \beta\}$ and $\{\alpha + 1, ..., n\}$ are both complete graphs. In the case where $\alpha = \gamma$, an enriched supergraph $\overline{G}$ can be obtained by connecting vertex $i$ to vertex $\alpha + \beta + i$ for $i = 1, 2, \ldots, \alpha$. Consider a matrix $Z$ with the representative graph $\overline{G}$. Optimization A then aims to minimize the weighted sum over the diagonal entries of $X_{31}$. Consider now the case where $\alpha > \gamma$. A tree decomposition of $G$ has two bags $\{1, ..., \alpha + \beta\}$ and $\{\alpha + 1, ..., \alpha + \beta + \gamma\}$. Since these bags have disparate sizes, the definition of enriched supergraph requires adding $\alpha - \gamma$ new vertices to the bag with the fewer number of vertices. This can be translated as adding $\alpha - \gamma$ rows and $\alpha - \gamma$ columns to $X$ in order to arrive at the augmented matrix $\tilde{X}$ depicted in Figure 1.1(b). In this case, Optimization A may minimize a weighted sum of the diagonal entries of the square block including $\tilde{X}_{31}$ and $\tilde{X}_{41}$. Regarding Example 3, the matrix $G$ has the vertex set $\mathcal{V}_G = \{1, ..., 4\alpha\}$ such that its subgraphs induced by the vertex subsets $\{1, ..., 2\alpha\}$, $\{\alpha + 1, ..., 3\alpha\}$, and $\{2\alpha + 1, ..., 4\alpha\}$ are all complete graphs. A tree decomposition of $G$ has three bags $\{1, ..., 2\alpha\}$, $\{\alpha + 1, ..., 3\alpha\}$ and $\{2\alpha + 1, ..., 4\alpha\}$. Hence, an enriched graph $\overline{G}$ can be obtained by connecting vertices $i$ and $2\alpha + i$ as well as vertices $i + \alpha$ and $3\alpha + i$ for $i = 1, ..., \alpha$. This implies that Optimization A minimizes a weighted sum of the diagonal entries of the blocks $X_{31}$ and $X_{42}$.

5. Combined Graph-Theoretic and Algebraic Method. The results derived in the preceding section require the existence of a positive-definite feasible solution for the LMI problem (4.1). The first objective of this part is to relax the above assumption to only the existence of a feasible solution. The second objective is to develop a combined graph-theoretic and algebraic method offering stronger results compared to Theorem 4.2 and Corollary 4.3.

Given an arbitrary matrix $M$ in $\mathbb{F}^n$, we denote its Moore-Penrose pseudoinverse as $M^+$. If $r = \text{rank}\{M\}$ and $M$ admits the eigenvalue decomposition $M = QAQ^*$ with $\Lambda = \text{diag}\{\lambda_1, \ldots, \lambda_r, 0, \ldots, 0\}$, then $M^+ = QA^+Q^*$ where $A^+ = \text{diag}\{\lambda_1^{-1}, \ldots, \lambda_r^{-1}, 0, \ldots, 0\}$. The next lemma is borrowed from [43].

**Lemma 5.1.** Given a $2 \times 2$ block matrix

$$M = \begin{bmatrix} A & B^* \\ B & C \end{bmatrix} \in \mathbb{F}^n, \quad (5.1)$$

define its generalized Schur complement as $S^+ \triangleq C - BA^+B^*$. The relation $M \succeq 0$ holds if and only if

$$A \succeq 0, \quad S^+ \succeq 0 \quad \text{and} \quad \text{null}\{A\} \subseteq \text{null}\{B\}. \quad (5.2)$$

In addition, the equation $\text{rank}\{M\} = \text{rank}\{A\} + \text{rank}\{S^+\}$ is satisfied if and only if $\text{null}\{A\} \subseteq \text{null}\{B\}$.

**Theorem 5.2.** Consider the block matrix

$$M(U) \triangleq \begin{bmatrix} A & B_x^* & B_y^* \\ B_x & X & U^* \\ B_y & U & Y \end{bmatrix} \quad (5.3)$$

where $A$, $X$, $Y$, $B_x^*$ and $B_y^*$ are known and $U$ is a variable. Define

$$M_x \triangleq \begin{bmatrix} A & B_x^* \\ B_x & X \end{bmatrix} \quad \text{and} \quad M_y \triangleq \begin{bmatrix} A & B_y^* \\ B_y & Y \end{bmatrix} \quad (5.4)$$
Define also $S_x^+ \triangleq X - B_x A^+ B_x^*$ and $S_y^+ \triangleq Y - B_y A^+ B_y^*$. Given a constant matrix $Z$ of appropriate dimension, every solution $U^{\text{opt}}$ of the optimization problem

$$\min_U \text{trace}\{ZU^*\}$$

has the minimum possible rank, i.e.,

$$\text{rank}\{M(U^{\text{opt}})\} = \max \{\text{rank}\{M_x\}, \text{rank}\{M_y\}\},$$

provided that $S_y^+ Z S_x^+$ has the maximum possible rank, i.e.,

$$\text{rank}\{S_y^+ Z S_x^+\} = \min \{\text{rank}\{S_x^+\}, \text{rank}\{S_y^+\}\}$$

Proof. Let $r_x \triangleq \text{rank}\{S_x^+\}$ and $r_y \triangleq \text{rank}\{S_y^+\}$. Consider the following eigenvalue decompositions for $S_x^+$ and $S_y^+$:

$$S_x^+ = Q_x \Lambda_x Q_x^* \quad \text{and} \quad S_y^+ = Q_y \Lambda_y Q_y^*.$$  

(5.8)

Let $Q_x = [Q_{x1} \ Q_{x0}]$ and $Q_y = [Q_{y1} \ Q_{y0}]$, where $Q_{x1} \in \mathbb{F}^{n \times r_x}$ and $Q_{y1} \in \mathbb{F}^{n \times r_y}$. We can also write

$$\Lambda_x \triangleq \begin{bmatrix} \Lambda_{x1} & 0 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad \Lambda_y \triangleq \begin{bmatrix} \Lambda_{y1} & 0 \\ 0 & 0 \end{bmatrix},$$

(5.9)

where $\Lambda_{x1}$ and $\Lambda_{y1}$ are diagonal matrices in $\mathbb{F}^{r_x}$ and $\mathbb{F}^{r_y}$, respectively. Define

$$E_{ij} \triangleq Q_{yi}^* (U - B_y A^+ B_x^*) Q_{xj} \quad \text{for} \quad i, j \in \{1, 2\}.$$  

(5.10)

It can be shown that

$$U - B_y A^+ B_x^* = [Q_{y1} \ Q_{y0}] \begin{bmatrix} E_{11} & E_{10} \\ E_{01} & E_{00} \end{bmatrix} \begin{bmatrix} Q_{x1}^* \\ Q_{x0}^* \end{bmatrix}$$

$$= Q_{y1} E_{11} Q_{x1}^* + Q_{y1} E_{10} Q_{x0}^* + Q_{y0} E_{01} Q_{x1}^* + Q_{y0} E_{00} Q_{x0}^*.$$  

(5.11)

Hence,

$$S^+ \triangleq \begin{bmatrix} X & U^* \\ U & Y \end{bmatrix} - \begin{bmatrix} B_x \\ B_y \end{bmatrix} A^+ \begin{bmatrix} B_x^* & B_y^* \end{bmatrix}$$

$$= \begin{bmatrix} Q_{x1} \Lambda_{x1} Q_{x1}^* \\ U - B_y A^+ B_x^* \end{bmatrix} \begin{bmatrix} Q_{y1} \Lambda_{y1} Q_{y1}^* \\ Q_{y0} \Lambda_{y0} Q_{y0}^* \end{bmatrix}.$$  

(5.12)

The constraint $M(U) \succeq 0$ yields $S^+ \succeq 0$ and therefore

$$\begin{bmatrix} 0 & E_{ij}^* \\ E_{ij} & 0 \end{bmatrix} = \begin{bmatrix} Q_{xi}^* & 0 \\ 0 & Q_{yj}^* \end{bmatrix} \begin{bmatrix} Q_{x1} \Lambda_{x1} Q_{x1}^* \\ U - B_y A^+ B_x^* \end{bmatrix} \begin{bmatrix} Q_{x1}^* & 0 \\ 0 & Q_{y0} \Lambda_{y0} Q_{y0}^* \end{bmatrix} \begin{bmatrix} Q_{xi} & 0 \\ 0 & Q_{yj} \end{bmatrix}$$

$$= \begin{bmatrix} Q_{xi}^* & 0 \\ 0 & Q_{yj}^* \end{bmatrix} S^+ \begin{bmatrix} Q_{xi} & 0 \\ 0 & Q_{yj} \end{bmatrix} \succeq 0 \quad \implies \quad E_{ij} = 0$$

for every $(i, j) \in \{(0, 0), (1, 0), (0, 1)\}$. As a result, the block $U$ can be written as $U = B_y A^+ B_x^* + Q_{y1} U_1 Q_{x1}^*$, where $U_1 \triangleq E_{11} \in \mathbb{F}^{r_y \times r_x}$. Therefore,

$$S^+ \triangleq \begin{bmatrix} X & U^* \\ U & Y \end{bmatrix} - \begin{bmatrix} B_x \\ B_y \end{bmatrix} A^+ \begin{bmatrix} B_x^* & B_y^* \end{bmatrix}$$

$$= \begin{bmatrix} Q_{x1} \Lambda_{x1} U_1^* \\ 0 \end{bmatrix} \begin{bmatrix} Q_{x1}^* & 0 \\ 0 & Q_{y1} \end{bmatrix}.$$  

(5.13)
Since \( M_x, M_y \succeq 0 \) according to Lemma 5.1, one can write
\[
\{A\} \subseteq \{B_x\} \quad \text{and} \quad \{A\} \subseteq \{B_y\}
\] (5.15)

and therefore Lemma 5.1 yields
\[
\begin{align*}
\text{rank}\{M_x\} &= \text{rank}\{A\} + r_x \\
\text{rank}\{M_y\} &= \text{rank}\{A\} + r_y
\end{align*}
\] (5.16) (5.17)

This implies that
\[
M \succeq 0 \implies \begin{bmatrix} \Lambda x_1 & U_1^* \\ U_1 & \Lambda y_1 \end{bmatrix} \succeq 0
\] (5.18)

On the other hand,
\[
\text{trace}\{ZU^*\} = \text{trace}\{Z(B_y A^+ B_x + Q_y U_1 Q_{x1}^*)\} = \text{trace}\{B_y^* ZB_x A^*\} + \text{trace}\{Q_{y1}^* Z Q_{x1} U_1^*\}
\] (5.19)

Hence, the problem (5.5) is equivalent to
\[
\begin{align*}
\min_{U_1} \quad & \text{trace}\{Z_1 U_1^*\} \\
\text{subject to} \quad & \begin{bmatrix} \Lambda x_1 & U_1^* \\ U_1 & \Lambda y_1 \end{bmatrix} \succeq 0
\end{align*}
\] (5.20a) (5.20b)

where \( Z_1 = Q_{y1}^* Z Q_{x1} \). Let \( U_1^{\text{opt}} \) be an arbitrary solution of the above problem. It can be easily seen that the dual matrix variable corresponding to the sole constraint of this problem is equal to
\[
\begin{bmatrix} \Gamma x_1 & Z_1^* \\ Z_1 & \Gamma y_1 \end{bmatrix} \succeq 0
\] (5.21)

for some matrices \( \Gamma x_1 \) and \( \Gamma y_1 \). It follows from the complementary slackness that
\[
\text{trace}\left\{ \begin{bmatrix} \Lambda x_1 & U_1^* \\ U_1 & \Lambda y_1 \end{bmatrix} \begin{bmatrix} \Gamma x_1 & Z_1^* \\ Z_1 & \Gamma y_1 \end{bmatrix} \right\} = 0
\] (5.22)

implying that
\[
\text{rank}\left\{ \begin{bmatrix} \Lambda x_1 & U_1^* \\ U_1 & \Lambda y_1 \end{bmatrix} \right\} + \text{rank}\left\{ \begin{bmatrix} \Gamma x_1 & Z_1^* \\ Z_1 & \Gamma y_1 \end{bmatrix} \right\} = r_x + r_y.
\] (5.23)

Therefore,
\[
\text{rank}\left\{ \begin{bmatrix} \Lambda x_1 & U_1^{\text{opt}} \\ U_1^{\text{opt}} & \Lambda y_1 \end{bmatrix} \right\} \leq r_x + r_y - \text{rank}\{Z_1\} = r_x + r_y - \text{rank}\{S_y^+ Z S_x^+\}
\] (5.24)

Moreover, it can be concluded from (5.15) that
\[
\{A\} \subseteq \{B_x\} \cap \{B_y\} = \{B_x, B_y\}
\] (5.25)

The proof is now completed by Lemma 5.1.
Note that the condition (5.7) required in Theorem 5.2 is satisfied for a generic matrix $Z$.

Suppose that $O \in F_{r \times r}$ is a matrix with 1’s on its rectangular diagonal and 0 elsewhere. If the matrix $M(U)$ is completed as

$$U = B_y A + B^*_y \sqrt{A_{y1}} \ O \sqrt{A_{x1} Q^*_x}$$  \(5.26\)

then, it satisfies the rank property (5.6). This explicit formula provides an iterative matrix-completion method.

**Definition 5.3.** For every matrix $X \in F_k$ and sets $A, B \subseteq \{1, \ldots, k\}$, define $X(A, B)$ as a submatrix of $X$ obtained by choosing those rows of $X$ with indices appearing in $A$ and those columns of $X$ with indices in $B$. If $A = B$, then $X(A, B)$ will be abbreviated as $X(A)$.

Assume that $M_1, \ldots, M_p$ are arbitrary matrices in $F_n$, which is equal to either $S^n$ or $H^n$. Suppose that $a_1, \ldots, a_p$ are real numbers such that the feasibility problem

$$\text{trace}\{M_kX\} \leq a_k \text{ for } k = 1, \ldots, p,$$  \(5.27a\)

$$X \succeq 0$$  \(5.27b\)

has a feasible solution $X^\text{ref} \in F^n$. Let $G = G(M_1) \cup \cdots \cup G(M_p)$. Consider an arbitrary tree decomposition $T$ of $G$ with the set of bags $V_T = \{V_1, \ldots, V_{|T|}\}$. Let

$$r \triangleq \max \{\text{rank}\{X^\text{ref}(V_k)\} \mid 1 \leq k \leq |T|\}$$  \(5.28\)

and define $G$ as a graph obtained from $G$ by adding

$$\sum_{k=1}^{|T|} (r - \text{rank}\{X^\text{ref}(V_k)\})$$  \(5.29\)

new isolated vertices. Let $T \triangleq (V_T, E_T)$ be a tree decomposition for $G$ with the set of bags $V_T = \{V_1, \ldots, V_{|T|}\}$, where each bag $V_k$ is constructed from $V_k$ by adding $r - \text{rank}\{X^\text{ref}(V_k)\}$ of the new isolated vertices in $V_T \setminus V_G$ such that $(V_i \setminus V_j) \cap (V_j \setminus V_i) = \emptyset$ for every $i \neq j$. Let $m \triangleq |G|$ and define the matrix $X^\text{ref} \in F^m$ as

$$\overline{X}^\text{ref}_{kk} = X^\text{ref}_{kk} \text{ for } k \in V_G$$  \(5.30a\)

$$\overline{X}^\text{ref}_{kk} = 1 \text{ for } k \in V_G \setminus V_G$$  \(5.30b\)

$$\overline{X}^\text{ref}_{ij} = X^\text{ref}_{ij} \text{ for } (i, j) \in E_G$$  \(5.30c\)

$$\overline{X}^\text{ref}_{ij} = 0 \text{ for } (i, j) \notin E_G.$$  \(5.30d\)

For every pair $i, j \in \{1, \ldots, |T|\}$, define

$$S^+_i \triangleq \overline{X}^\text{ref}(V_i \setminus V_j) - \overline{X}^\text{ref}(V_i \setminus V_j, V_i \cap V_j)(\overline{X}^\text{ref}(V_i \setminus V_j))^+ \overline{X}^\text{ref}(V_i \cap V_j, V_i \setminus V_j)$$  \(5.31\)

Let the edges of the tree decomposition $T$ be oriented in such a way that the indegree of every node becomes less than or equal to 1. The resulting directed tree is denoted as $\vec{T}$. The notation $E_{\vec{T}}$ also represents the edge set of this directed tree.
**Optimization B:** This problem is as follows:

\[
\begin{align*}
\min_{\mathbf{X} \in \mathbb{F}^m} & \quad \sum_{(i,j) \in \mathcal{E}} \text{trace}\{\mathbf{Z}_{ij}\mathbf{X}_{ij}\} \\
\text{s.t.} & \quad \mathbf{X}_k = \mathbf{X}_{k}^{\text{ref}} \quad \text{for} \quad k = 1, \ldots, |\mathcal{T}|, \\
& \quad \mathbf{X} \succeq 0 
\end{align*}
\] (5.32a)

where \(\mathbf{Z}_{ij}\)'s are arbitrary constant matrices of appropriate dimensions and

\[
\begin{align*}
\mathbf{X}_k & \triangleq \mathbf{X}(\mathcal{V}_k), \quad \mathbf{X}_{k}^{\text{ref}} \triangleq \mathbf{X}_{k}^{\text{ref}}(\mathcal{V}_k) \quad \text{and} \quad \mathbf{X}_{ij} \triangleq \mathbf{X}(\mathcal{V}_i \setminus \mathcal{V}_j, \mathcal{V}_j \setminus \mathcal{V}_i) 
\end{align*}
\] (5.33)

for every \(i, j, k \in \{1, \ldots, |\mathcal{T}|\}\).

Let \(\mathbf{X}^{\text{opt}} \in \mathbb{F}^m\) denote an arbitrary solution of problem (5.32) and \(\mathbf{X}^{\text{opt}} \in \mathbb{F}^n\) be equal to \(\mathbf{X}^{\text{opt}}(\mathcal{V}_G)\). Then, \(\mathbf{X}^{\text{opt}}\) is called the **subsolution to Optimization B associated with** \(\mathbf{X}^{\text{opt}}\). Note that \(\mathbf{X}^{\text{opt}}\) and \(\mathbf{X}^{\text{ref}}\) share the same diagonal and values for the entries corresponding to the edges of \(G\). Hence, Optimization B is a positive semidefinite matrix completion problem with the input \(\mathbf{X}^{\text{ref}}\) and the output \(\mathbf{X}^{\text{opt}}\).

**Theorem 5.4.** Given an arbitrary solution \(\mathbf{X}^{\text{ref}}\) of the problem (5.27), every subsolution \(\mathbf{X}^{\text{opt}}\) of Optimization B has the property

\[
\text{rank}\{\mathbf{X}^{\text{opt}}\} = \max \{\text{rank}\{\mathbf{X}^{\text{ref}}(\mathcal{V}_k)\} \mid k = 1, \ldots, |\mathcal{T}|\} 
\] (5.34)

provided that the following equality holds for every \((i,j) \in \mathcal{E}\):

\[
\text{rank}\{\mathbf{S}_{ij}^{+}\mathbf{Z}_{ij}\mathbf{S}_{ij}^{+}\} = \min \{\text{rank}\{\mathbf{S}_{ij}^{+}\}, \text{rank}\{\mathbf{S}_{ij}^{+}\}\}. 
\] (5.35)

**Proof.** The proof follows immediately from Theorem 5.2 if \(\mathcal{T} = \{\mathcal{T}\}\). To prove by induction in the general case, assume that the statement of Theorem 5.4 holds if \(\mathcal{T} = \{\mathcal{T}\} = p\) for an arbitrary natural number \(p\), and the goal is to show its validity for \(\mathcal{T} = p + 1\). With no loss of generality, assume that \(\mathcal{V}_{p+1}\) is a leaf of \(\mathcal{T}\) and that \((\mathcal{V}_p, \mathcal{V}_{p+1})\) is a directed edge of this tree. Consider a tree decomposition \(\mathcal{T}' = (\mathcal{V}_{\mathcal{T}'}, \mathcal{E}_{\mathcal{T}'})\) for the sparsity graph of Optimization B with the bags \(\mathcal{V}_{\mathcal{T}'_1}, \ldots, \mathcal{V}_{\mathcal{T}'_{|\mathcal{T}|}}\), where each bag \(\mathcal{V}_{\mathcal{T}'_i}\) is defined as the union of \(\mathcal{V}_i\) and its parent in the oriented tree \(\mathcal{T}\), if any. It results from the chordal theorem that the constraint \(\mathbf{X} \succeq 0\) in Optimization B can be replaced by the set of constraints \(\mathbf{X}(\mathcal{V}_{\mathcal{T}'_j}) \succeq 0\) for \(j = 1, \ldots, p + 1\). This implies that Optimization B can be decomposed into \(p = |\mathcal{T}| - 1\) independent semidefinite programs:

\[
\begin{align*}
\min_{\mathbf{X}(\mathcal{V}_j)} & \quad \text{trace}\{\mathbf{Z}_{ij}\mathbf{X}_{ij}^{\text{opt}}\} \\
\text{s.t.} & \quad \mathbf{X}_i = \mathbf{X}_{i}^{\text{ref}} \\
& \quad \mathbf{X}_j = \mathbf{X}_{j}^{\text{ref}} \\
& \quad \mathbf{X}(\mathcal{V}_j) \succeq 0
\end{align*}
\] (5.36a)

for every \((i,j) \in \mathcal{E}_{\mathcal{T}'}\). Notice that the submatrices \(\mathbf{X}_{1}^{\text{ref}}, \ldots, \mathbf{X}_{|\mathcal{T}|}^{\text{ref}}\) all have the same rank \(r\). By defining \(\mathcal{V}'_0 \triangleq \mathcal{V}'_1 \cup \mathcal{V}'_2 \ldots \cup \mathcal{V}'_p\), it follows from the induction assumption and the decomposition property of Optimization B that

\[
\text{rank}\{\mathbf{X}^{\text{opt}}(\mathcal{V}_0')\} = \max \left\{\text{rank}\{\mathbf{X}_{k}^{\text{ref}}\} \mid k = 1, \ldots, p\right\} = r 
\] (5.37)
Now, consider the block matrix
\[
M(U) = \begin{bmatrix}
X^{\text{opt}}(V_0 \cap V_0), & X^{\text{opt}}(V_0 \cap V_0 \setminus V_0 \setminus V_0), & X^{\text{opt}}(V_0 \cap V_0 \setminus V_0 \setminus V_0) \\
X^{\text{opt}}(V_0 \setminus V_0), & X^{\text{opt}}(V_0 \setminus V_0 \setminus V_0), & X^{\text{opt}}(V_0 \setminus V_0 \setminus V_0) \\
X^{\text{opt}}(V_0 \setminus V_0 \setminus V_0), & X^{\text{opt}}(V_0 \setminus V_0 \setminus V_0) \end{bmatrix}
\]

According to Theorem 5.2, it only remains to prove that
\[
\text{rank}\{S^+_{|\mathcal{T}|,0} Z_{|\mathcal{T}|,0} S^+_{0,|\mathcal{T}|}\} = \min \left\{ \text{rank}\{S^+_{|\mathcal{T}|,0}\}, \text{rank}\{S^+_{0,|\mathcal{T}|}\} \right\}
\]
where
\[
Z_{|\mathcal{T}|,0} = \begin{bmatrix} 0 & Z_{|\mathcal{T}|,1} \end{bmatrix}.
\]

One can write
\[
\text{rank}\{S^+_{|\mathcal{T}|,0} [0 \quad Z_{|\mathcal{T}|,1}] S^+_{0,|\mathcal{T}|} \} = \text{rank}\{S^+_{|\mathcal{T}|,1} Z_{|\mathcal{T}|,1} S^+_{0,|\mathcal{T}|} \}
\[
= \text{rank}\{S^+_{|\mathcal{T}|,1}\}, \text{rank}\{S^+_{0,|\mathcal{T}|} \}
\]
\[
= \min \left\{ \text{rank}\{S^+_{|\mathcal{T}|,1}\}, \text{rank}\{S^+_{0,|\mathcal{T}|} \} \right\}.
\]

This completes the proof. \(\Box\)

Note that the condition (5.33) required in Theorem 5.4 is satisfied for generic choices of \(Z_{ij}\).

Example 4. Consider a tree decomposition \(\mathcal{T}\) with three bags \(V_1 = \{1, 2, 3\}, V_2 = \{3, 4, 5\}\) and \(V_3 = \{5, 6, 7\}\), and the edge set \(\mathcal{E}_T = \{(V_1, V_2), (V_2, V_3)\}\). Suppose that the partially known matrix solution is as follows:
\[
X^{\text{ref}} = \begin{bmatrix}
2 & 1 & 1 & u_{11}^* & u_{21}^* & u_{31}^* & u_{22}^* & u_{32}^* \\
1 & 1 & 1 & u_{12}^* & u_{22}^* & u_{32}^* & v_{11}^* & v_{21}^* \\
1 & 1 & 1 & u_{12}^* & u_{22}^* & u_{32}^* & v_{12}^* & v_{22}^* \\
u_{11} & u_{12} & 1 & 1 & v_{11} & v_{12} & v_{12} & v_{22} \\
u_{21} & u_{22} & 1 & 1 & v_{21} & v_{22} & v_{22} & v_{22} \\
w_{11} & w_{12} & v_{11} & v_{12} & 1 & 2 & 1 \\
w_{21} & w_{22} & v_{21} & v_{22} & 1 & 1 & 3
\end{bmatrix}
\]

It can be verified that
\[
\text{rank}\{X^{\text{ref}}(V_1)\} = 2, \quad \text{rank}\{X^{\text{ref}}(V_2)\} = 1, \quad \text{rank}\{X^{\text{ref}}(V_3)\} = 3,
\]
and that there exists only one unique solution for each unknown block
\[
X_{12} = \begin{bmatrix} u_{11} & u_{12} \\
u_{21} & u_{22} \end{bmatrix} \quad \text{and} \quad X_{23} = \begin{bmatrix} v_{11} & v_{12} \\
v_{21} & v_{22} \end{bmatrix}
\]

(5.43)

to meet the constraint \(X \succeq 0\). Hence, the only freedom for the matrix completion problem is on the choice of the remaining block
\[
\begin{bmatrix} u_{11} & u_{12} \\
u_{21} & u_{22} \end{bmatrix}.
\]

(5.44)
Therefore, optimization problems solved over the blocks $X_{12}$ and $X_{23}$ would not result in a rank-3 solution. To resolve the issue, we enrich $X_{\text{ref}}$ to obtain a matrix $X_{\text{ref}}$ by adding multiple rows and columns to $X_{\text{ref}}$ in order to make the ranks of all resulting bags equal:

$$X_{\text{ref}} = \begin{bmatrix}
1 & 0 & 0 & 0 & u_{11}^* & u_{21}^* & u_{31}^* & u_{41}^* & w_{11}^* & w_{21}^*
0 & 2 & 1 & 1 & u_{12}^* & u_{22}^* & u_{32}^* & u_{42}^* & w_{12}^* & w_{22}^*
0 & 1 & 1 & 1 & u_{13}^* & u_{23}^* & u_{33}^* & u_{43}^* & w_{13}^* & w_{23}^*
0 & 1 & 1 & 1 & v_{11}^* & v_{12}^* & v_{13}^* & v_{14}^* & v_{21}^* & v_{22}^*
0 & 1 & 1 & 1 & v_{11}^* & v_{12}^* & v_{13}^* & v_{14}^* & v_{21}^* & v_{22}^*
\end{bmatrix}. \ (5.45)$$

Now, we have

$$\mathcal{V}_1 = \{1, 2, 3, 4\}, \quad \mathcal{V}_2 = \{4, 5, 6, 7, 8\}, \quad \text{and} \quad \mathcal{V}_3 = \{8, 9, 10\} \quad \text{(5.46)}$$

and

$$\text{rank}\{X_{\text{ref}}\}_1 = 3, \quad \text{rank}\{X_{\text{ref}}\}_2 = 3, \quad \text{and} \quad \text{rank}\{X_{\text{ref}}\}_3 = 3. \quad \text{(5.47)}$$

Therefore, the conditions of Theorem 5.4 hold for generic constant matrices $Z_{12}$ and $Z_{23}$. As a result, every solution $X_{\text{opt}}$ of Optimization B has the property

$$\text{rank}\{X_{\text{opt}}\} = 3. \quad \text{(5.48)}$$

As a final step, the deletion of those rows and columns of $X_{\text{opt}}$ with indices 1, 5 and 6 yields a completion of $X_{\text{ref}}$ with rank 3.

6. Low-Rank Solutions via Complex Analysis. Consider the problem of finding a low-rank solution $X_{\text{opt}}$ for the LMI problem (4.4). Theorem 4.2 can be used for this purpose, but it needs solving one of the following graph problems: (i) designing a supergraph $G'$ minimizing the upper bound given in (4.5), or (ii) obtaining a tree decomposition of $G$ with the minimum width. Although these graph problems are easy to solve for highly sparse and structured graphs, they are NP-hard for arbitrary graphs. A question arises as to whether a low-rank solution can be obtained using a polynomial-time algorithm without requiring an expensive graph analysis. This problem will be addressed in this section.

**Definition 6.1.** Given a complex number $z$, define

$$z^{\text{ray}} \triangleq \{\lambda z | \lambda \in \mathbb{R}, \lambda \geq 0\}. \quad \text{(6.1)}$$

**Definition 6.2.** A finite set $U \subset \mathbb{C}$ is called sign-definite in $\mathbb{C}$ if $U$ and $-U$ can be separated in the complex plane by a line passing through the origin, where $-U \triangleq \{-u | u \in U\}$. Moreover, a finite set $U \subset \mathbb{R}$ is called sign-definite in $\mathbb{R}$ if its members are all nonnegative or all nonpositive.

**Optimization C:** Let $G$ be a simple graph with $n$ vertices and $F$ be equal to either $\mathbb{R}$ or $\mathbb{C}$. Consider arbitrary matrices $X_{\text{ref}} \in F^n_{n \times n}$ and $Z \in F^n$ such that $G(Z)$ is a
supergraph of $G$. The problem

$$
\min_{X \in \mathbb{F}^n} \text{trace}\{ZX\} \tag{6.2a}
$$

s.t.

$$X_{kk} = X_{kk}^{\text{ref}} \quad \text{for} \quad k \in \mathcal{V}_G \tag{6.2b}
$$

$$X_{ij} - X_{ij}^{\text{ref}} \in Z_{ij}^{\text{ray}} \quad \text{for} \quad (i, j) \in \mathcal{E}_G \tag{6.2c}
$$

$$X \succeq 0 \tag{6.2d}
$$

is referred to as “Optimization C with the input ($G, X^{\text{ref}}, Z, F$).”

**Lemma 6.3.** Assume that $X^{\text{ref}}$ is positive definite. Every solution $X^{\text{opt}}$ of Optimization C with the input ($G, X^{\text{ref}}, Z, F$) satisfies the inequality

$$\text{rank}\{X^{\text{opt}}\} \leq n - \text{msr}(\mathcal{G}(Z)) \tag{6.3}
$$

**Proof.** Constraints (6.2b) and (6.2c) imply that for any feasible matrix $X$, the matrix $X - X^{\text{ref}}$ belongs to the convex cone

$$C = \left\{ W \in \mathbb{F}^n \left| \begin{array}{l}
W_{kk} = 0 \quad \text{for} \quad k \in \mathcal{V}_G, \\
W_{ij} \in Z_{ij}^{\text{ray}} \quad \text{for} \quad (i, j) \in \mathcal{E}_G
\end{array} \right. \right\}. \tag{6.4}
$$

Hence, the dual matrix variable $\Lambda$ is a member of the dual cone

$$C^\perp = \left\{ W \in \mathbb{F}^n \left| \begin{array}{l}
\Re\{W_{ij}Z_{ij}^*\} \geq 0 \quad \text{for} \quad (i, j) \in \mathcal{E}_G, \\
W_{ij} = 0 \quad \text{for} \quad (i, j) \notin \mathcal{E}_G \text{ and } i \neq j
\end{array} \right. \right\}. \tag{6.5}
$$

Therefore, the Lagrangian is equal to

$$L(X, \Lambda, \Phi) = \text{trace}\{ZX\} + \text{trace}\{\Lambda(X - X^{\text{ref}})\} - \text{trace}\{\Phi X\} \tag{6.6}
$$

$$= \text{trace}\{(\Lambda + \Phi)X\} - \text{trace}\{\Lambda X^{\text{ref}}\},
$$

where $\Phi \succeq 0$ denotes the matrix dual variable corresponding to the constraint $X \succeq 0$. The infimum of the Lagrangian over $X$ is $-\infty$ unless $\Phi = \Lambda + Z$. Therefore, the dual problem is as follows:

$$\max_{\Lambda \in \mathbb{F}^n} -\text{trace}\{\Lambda X^{\text{ref}}\} \tag{6.7a}
$$

$$\Re\{\Lambda_{ij}Z_{ij}^*\} \geq 0 \quad \text{for} \quad (i, j) \in \mathcal{E}_G \tag{6.7b}
$$

$$\Lambda_{ij} = 0 \quad \text{for} \quad (i, j) \notin \mathcal{E}_G \text{ and } i \neq j \tag{6.7c}
$$

$$\Lambda + Z \succeq 0. \tag{6.7d}
$$

By pushing the diagonal entries of $\Lambda$ toward infinity, the inequality $\Lambda + Z \succeq 0$ will become strict. Hence, strong duality holds according to the Slater’s condition. Let $\Phi = \Phi^{\text{opt}}$ denote an arbitrary dual solution. The complementary slackness condition $\text{trace}\{\Phi^{\text{opt}} X^{\text{opt}}\} = 0$ yields that

$$\text{rank}\{\Phi^{\text{opt}}\} + \text{rank}\{X^{\text{opt}}\} \leq n. \tag{6.8}
$$

On the other hand, it can be deduced from the equation $\Phi = \Lambda + Z$ together with (6.7b) and (6.7c) that

$$\mathcal{G}(Z) = \mathcal{G}(\Phi^{\text{opt}}) \tag{6.9}$$
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Now, combining (6.8) and (6.9) completes the proof. □

Theorem 6.4. Assume that \(M_1, \ldots, M_p\) are arbitrary matrices in \(S^n\). Suppose that \(a_1, \ldots, a_p\) are real numbers such that the LMI problem

\[
\text{trace}\{M_kX\} \leq a_k \quad \text{for} \quad k = 1, \ldots, p, \quad (6.10a)
\]

\[
X \succeq 0 \quad (6.10b)
\]

has a positive-definite feasible solution \(X^{\text{ref}} \in S^n\). Let \(Z \in \mathbb{H}^n\) be an arbitrary matrix such that \(\text{Re}\{Z\} = 0_{n \times n}\) and \(\mathcal{G}(Z)\) is a supergraph of \(\mathcal{G}(M_1) \cup \cdots \cup \mathcal{G}(M_p)\).

a) Every solution \(X^{\text{opt}} \in \mathbb{H}^n\) of Optimization C with the input \((\mathcal{G}, X^{\text{ref}}, Z, \mathbb{H})\) is a solution of the LMI problem (6.10) and satisfies the relation

\[
\text{rank}\{X^{\text{opt}}\} \leq n - \text{msr}(\mathcal{G}(Z)). \quad (6.11)
\]

b) The matrix \(\text{Re}\{X^{\text{opt}}\}\) is a real-valued solution of the LMI problem (6.10) and satisfies the inequality

\[
\text{rank}\{X^{\text{real}}\} \leq \min\{2(n - \text{msr}(\mathcal{G}(Z)), n\}. \quad (6.12)
\]

Proof. For every feasible solution \(X\) of Optimization C, we have

\[
\text{trace}\{M_kX\} = \text{trace}\{M_kX^{\text{ref}}\} \quad \text{for} \quad k = 1, \ldots, p \quad (6.13)
\]

Hence, every feasible solution of Optimization C is a solution of the LMI problem (6.10) as well. Now, the proof of Part (a) follows from Lemma 6.3. For Part (b), it is straightforward to verify that \(X^{\text{real}}\) defined as \(\frac{1}{2}(X^{\text{opt}} + (X^{\text{opt}})^T)\) is a feasible solution of (6.10). Moreover,

\[
\text{rank}\{X^{\text{real}}\} \leq \text{rank}\{X^{\text{opt}}\} + \text{rank}\{(X^{\text{opt}})^T\} = 2\text{rank}\{X^{\text{opt}}\} \quad (6.14)
\]

The proof follows from the above inequality and Part (a). □

Consider an LMI problem with real-valued coefficients. Theorem 6.4 states that the complex-valued Optimization C can be exploited to find a real solution of the LMI problem under study with a guaranteed bound on its rank. This bound might be looser than the ones derived in Theorem 4.2, but is still small for very sparse graphs. Note that although the calculation of the bound given in (6.12) is an NP-hard problem, Optimization C is polynomial-time solvable without requiring any expensive graph preprocessing. In what follows, we improve the bound obtained in Theorem 6.4 for a structured LMI problem.

Lemma 6.5. Let \(U = \{u_1, \ldots, u_n\} \subset \mathbb{F}\) be sign-definite in \(\mathbb{F}\). Then, the set

\[
\angle U \triangleq \{x \in \mathbb{F} \mid \text{Re}\{u_kx\} \leq 0 \text{ for } k = 1, \ldots, n\} \quad (6.15)
\]

forms a non-trivial convex cone in \(\mathbb{F}\).

Proof. In the case \(\mathbb{F} = \mathbb{R}\), the set \(U\) is either the ray of nonnegative real numbers or non-positive real numbers. Hence, \(U\) is a non-trivial convex cone if \(\mathbb{F} = \mathbb{R}\). Consider now the case \(\mathbb{F} = \mathbb{C}\). The convexity of \(\angle U\) results from the fact that this set is described by linear inequalities. \(\angle U\) is also a cone because \(\lambda x \in \angle U\) for every \(x \in \angle U\) and \(\lambda \geq 0\). On the other hand, by the definition of a sign-definite set, there exists a line passing through the origin that separates the sets \(\{u_1, \ldots, u_n\}\) and \(\{-u_1, \ldots, -u_n\}\).
Assume that this line makes the angle $\alpha$ with the real axis. Then, one of the two points $\exp\left(\frac{\pi}{2} + \alpha \right)$ and $\exp\left(-\frac{\pi}{2} + \alpha \right)$ belongs to $\angle U$. As a result, $\angle U$ is non-trivial.

By leveraging the result of Lemma 6.5, the bound proposed in Theorem 6.4 will be improved for a sign-definite LMI problem below.

**Theorem 6.6.** Assume that $M_1, \ldots, M_p$ belong to the set $\mathbb{F}^n$ that is equal to either $\mathbb{S}^n$ or $\mathbb{H}^n$. Let $a_1, \ldots, a_m$ be real numbers such that the LMI problem

$$\text{trace}(M_k X) \leq a_k, \quad \text{for} \quad k = 1, \ldots, p \quad (6.16a)$$

$$X \succeq 0 \quad (6.16b)$$

has a positive-definite feasible solution $X^{\text{ref}} \in \mathbb{F}^+_n$. Let $G = \cup G(M_1) \cup \cdots \cup G(M_p)$ and suppose that the set $\mathcal{M}_{ij}$ composed of the $(i, j)$ entries of $M_1, \ldots, M_p$ is sign-definite for every pair $(i, j) \in \mathcal{E}_G$. Consider a matrix $Z \in \mathbb{F}^n$ such that $G(Z)$ is a supergraph of $G$ and that $Z_{ij} \in \angle M_{ij}$ for every $(i, j) \in \mathcal{E}_G$. Then, every solution $X^{\text{opt}} \in \mathbb{F}^n$ of Optimization C with the input $(G, X^{\text{ref}}, Z, F)$ is a solution of the LMI problem $\text{6.16a}$ and satisfies the inequality

$$\text{rank}\{X^{\text{opt}}\} \leq n - \text{msr}(G(Z)). \quad (6.17)$$

Proof. According to Lemma 6.5, a matrix $Z$ with the properties mentioned in the theorem always exists. We have $X^{\text{opt}}_{ij} - X^{\text{ref}}_{ij} \in \angle Z_{ij} \subseteq \angle M_{ij}$ for every $(i, j) \in \mathcal{E}_G$. Hence, for $k = 1, \ldots, p$, one can write

$$\text{Re}\{M_k(i, j)(X^{\text{opt}}_{ij} - X^{\text{ref}}_{ij})\} \leq 0 \quad (6.18)$$

or equivalently

$$\text{trace}(M_k X^{\text{opt}}) \leq \text{trace}(M_k X^{\text{ref}}) \quad (6.19)$$

($M_k(i, j)$ denotes the $(i, j)$ entry of $M_k$). Consequently, $X^{\text{opt}}$ is a feasible solution of the LMI problem $\text{6.16a}$ and satisfies the inequality $\text{6.17}$ in light of Lemma 6.3. $\square$

Theorem 6.6 improves upon the results of Theorem 6.4 for structured LMI problems in two directions: (i) extension to the complex case, and (ii) reduction of the upper bound by a factor of 2 in the real case.

**7. Low-Rank Solutions for Affine Problems.** In this section, we will generalize the results derived earlier to the affine rank minimization problem.

**Definition 7.1.** For an arbitrary matrix $W \in \mathbb{C}^{m \times r}$, the notation $\mathcal{B}(W) = (V_B, \mathcal{E}_B)$ denotes a bipartite graph defined as:

1. $V_B$ is the union of the first vertex set $V_{B_1} = \{1, \ldots, n\}$ and the second set vertex set $V_{B_2} = \{1, \ldots, m\}$, associated with the two parts of the graph.
2. For every $(i, j) \in V_{B_1} \times V_{B_2}$, we have $(i, j) \in \mathcal{E}_B$ if and only if $W_{ij} \neq 0$.

**Definition 7.2.** Consider an arbitrary matrix $X \in \mathbb{H}^n$ and two natural numbers $m$ and $r$ such that $n \geq m + r$. The matrix $\text{sub}_{m,r}\{X\}$ is defined as the $m \times r$ submatrix of $X$ corresponding to the first $m$ rows and the last $r$ columns of the $(m + r)$-th leading principal submatrix of $X$.

**Theorem 7.3.** Consider the feasibility problem

$$\text{trace}(N_k W) \leq a_k, \quad \text{for} \quad k = 1, \ldots, p \quad (7.1)$$

where $a_1, \ldots, a_p \in \mathbb{R}$ and $N_1, \ldots, N_p \in \mathbb{H}^{r \times m}$. Let $W^{\text{ref}} \in \mathbb{R}^{m \times r}$ denote a feasible solution of this feasibility problem and $X^{\text{ref}} \in \mathbb{S}^{n+m}_+$ be a matrix such that $\text{sub}_{m,r}\{X^{\text{ref}}\} = W^{\text{ref}}$. Define $G = \cup G(N_1) \cup \cdots \cup G(N_p)$ and $F = \cup F(N_1) \cup \cdots \cup F(N_p)$. The following statements hold:
a) Consider an arbitrary supergraph $\mathcal{G}'$ of $\mathcal{G}$ with $n$ vertices, where $n \geq r + m$. Let $\mathbf{X}^{\text{opt}}$ denote an arbitrary solution of Optimization A with the input $(\mathcal{G}, \mathcal{G}', \mathbf{Z}, \mathbf{X}^{\text{ref}})$. Then, $\mathbf{W}^{\text{opt}}$ defined as $\text{sub}_{m,r}\{\mathbf{X}^{\text{opt}}\}$ is a solution of the feasibility problem (7.1) and satisfies the relation
\[
\text{rank}\{\mathbf{W}^{\text{opt}}\} \leq |\mathcal{G}'| - \min\{\text{msr}(\mathcal{G}_s) \mid (\mathcal{G}' \setminus \mathcal{G}_s) \subseteq \mathcal{G}_s \subseteq \mathcal{G}'\} \quad (7.2)
\]

b) Consider an arbitrary tree decomposition $\mathcal{T}$ of $\mathcal{G}$ with width $t$. If $\mathcal{G}'$ in Part (a) is considered as an enriched supergraph of $\mathcal{G}$ derived by $\mathcal{T}$, then
\[
\text{rank}\{\mathbf{W}^{\text{opt}}\} \leq t + 1 \quad (7.3)
\]

c) Let $\mathbf{X}^{\text{opt}}$ denote an arbitrary solution of Optimization C with the input $(\mathcal{G}, \mathbf{X}^{\text{ref}}, \mathbf{Z}, \mathbf{H})$. Then, $\mathbf{W}^{\text{opt}}$ defined as $\text{sub}_{m,r}\{\text{Re}\{\mathbf{X}^{\text{opt}}\}\}$ is a solution of the feasibility problem (7.1) and satisfies the relation
\[
\text{rank}\{\mathbf{W}^{\text{real}}\} \leq \min\{2(r + m - \text{msr}(\mathcal{G}(\mathbf{Z})), r, m\} \quad (7.4)
\]

Proof. The proof follows directly from Theorems 4.2 and 6.4, the conversion technique delineated in Subsection 1.3, and the inequality
\[
\text{rank}\{\text{sub}_{m,r}\{\mathbf{X}\}\} \leq \text{rank}\{\mathbf{X}\} \quad (7.5)
\]

for every $\mathbf{X} \in \mathbb{S}^n$. ∎

The following corollary is an immediate consequence of Theorem 7.3.

**Corollary 7.4.** If the feasibility problem (7.1) has a non-empty feasible set, then it has a solution $\mathbf{W}^{\text{opt}}$ with rank at most $\text{tw}(\mathcal{B}(\mathbf{N}_1) \cup \cdots \cup \mathcal{B}(\mathbf{N}_p)) + 1$.

As discussed in Subsection 1.3, the nuclear norm method is a popular technique for the minimum-rank matrix completion problem. In what follows, we adapt Theorem 7.3 to improve upon the nuclear norm method by incorporating a weighted sum into this norm and then obtain a guaranteed bound on the rank of every solution of the underlying convex optimization.

**Theorem 7.5.** Suppose that $\mathcal{B}$ is a bipartite graph with $|\mathcal{V}_{\mathcal{B}_1}| = m$ and $|\mathcal{V}_{\mathcal{B}_2}| = r$. Given arbitrary matrices $\mathbf{W}^{\text{ref}}$ and $\mathbf{Q}$ in $\mathbb{R}^{m \times r}$, consider the convex program
\[
\begin{align*}
\min_{\mathbf{W} \in \mathbb{R}^{m \times r}} & \quad \|\mathbf{W}\|_* + \text{trace}\{\mathbf{Q}^T \mathbf{W}\} \\
\text{s.t.} & \quad W_{ij} = W_{ij}^{\text{ref}} \quad \text{for} \quad (i, j) \in \mathcal{E}_{\mathcal{B}} \quad (7.6a)
\end{align*}
\]

Let $\mathcal{B}'$ be defined as the supergraph $\mathcal{B} \cup \mathcal{B}(\mathbf{Q})$. Then, every solution $\mathbf{W}^{\text{opt}}$ of the optimization (7.6) satisfies the inequality
\[
\text{rank}\{\mathbf{W}^{\text{opt}}\} \leq m + r - \min\{\text{msr}(\mathcal{B}_s) \mid (\mathcal{B}' \setminus \mathcal{B}_s) \subseteq \mathcal{B}_s \subseteq \mathcal{B}'\} \quad (7.7)
\]

Proof. Consider an arbitrary matrix $\mathbf{W} \in \mathbb{R}^{m \times r}$. It has been shown in [36] that the nuclear norm of $\mathbf{W}$ is equal to the optimal objective value of the optimization
\[
\begin{align*}
\min_{\mathbf{X}_1, \mathbf{X}_2} & \quad \frac{1}{2} \text{trace}\{\mathbf{X}_1\} + \frac{1}{2} \text{trace}\{\mathbf{X}_2\} \\
\text{s.t.} & \quad \begin{bmatrix} \mathbf{X}_1 & \mathbf{W} \\ \mathbf{W} & \mathbf{X}_2 \end{bmatrix} \succeq 0 \quad (7.8b)
\end{align*}
\]
where $X_1 \in \mathbb{R}^{m \times m}$ and $X_2 \in \mathbb{R}^{r \times r}$. This implies that Optimization (7.6) is equivalent to

$$\min_{\mathbf{W}, X_1, X_2} \frac{1}{2} \text{trace}\{X_1\} + \frac{1}{2} \text{trace}\{X_2\} + \text{trace}\{Q^T \mathbf{W}\}$$  \hspace{1cm} (7.9a)

s.t. \begin{align*}
[\mathbf{X}_1 & \mathbf{W} \\
\mathbf{W} & \mathbf{X}_2] & \succeq 0 \\
W_{ij} &= W_{ij}^{\text{ref}} \quad \text{for } (i, j) \in \mathcal{E}_B
\end{align*}  \hspace{1cm} (7.9b)

The proof follows from applying Part (a) of Theorem 7.3 to the above optimization.\[\square\]

The nuclear norm method reviewed in Subsection 1.3 corresponds to the case $Q = 0$ in Theorem 7.5. However, this theorem discloses the role of the weight matrix $Q$. In particular, this matrix can be designed based on the results developed in Section 3 to yield a small number for the upper bound given in (7.7), provided $\mathcal{B}$ is a sparse graph.

8. Applications. Two applications will be discussed in this section.

8.1. Optimal Power Flow Problem. Consider an $n$-bus electrical power network with the topology described by a simple graph $\mathcal{G}$, meaning that each vertex belonging to $V_\mathcal{G} = \{1, \ldots, n\}$ represents a node of the network and each edge belonging to $\mathcal{E}_\mathcal{G}$ represents a transmission line. Let $y_{ij} \in \mathbb{C}$ denote the admittance of the line $(i, j) \in \mathcal{E}_\mathcal{G}$. Define $x \in \mathbb{C}^n$ as the voltage phasor vector, i.e., $x_k$ is the voltage phasor for node $k \in V_\mathcal{G}$. Let $p + q \mathbf{i}$ represent the nodal complex power vector, where $p \in \mathbb{R}^n$ and $q \in \mathbb{R}^n$ are the vectors of active and reactive powers injected at all buses. $p + q \mathbf{i}$ can be interpreted as the complex-power supply minus the complex-power demand at node $k$ of the network. The classical optimal power flow (OPF) problem is as follows:

$$\min_{x, p, q} \sum_{k \in V_\mathcal{G}} f_k(p_k)$$  \hspace{1cm} (8.1a)

s.t. \begin{align*}
x_k^{\text{min}} & \leq |x_k| \leq x_k^{\text{max}}, & k & \in V_\mathcal{G} \\
p_k^{\text{min}} & \leq p_k \leq p_k^{\text{max}}, & k & \in V_\mathcal{G} \\
q_k^{\text{min}} & \leq q_k \leq q_k^{\text{max}}, & k & \in V_\mathcal{G} \\
\text{Re}\{x_i(x_k^{\ast} - x_j^{\ast})y_{ij}\} & \leq p_{ij}^{\text{max}}, & (i, j) & \in \mathcal{E}_\mathcal{G} \\
p_k + q_k \mathbf{i} &= \sum_{i \in N_\mathcal{G}(k)} x_k(x_k^{\ast} - x_i^{\ast})y_{ki}, & k & \in V_\mathcal{G}
\end{align*}  \hspace{1cm} (8.1b-f)

where $x_k^{\text{min}}, x_k^{\text{max}}, p_k^{\text{min}}, p_k^{\text{max}}, q_k^{\text{min}}, q_k^{\text{max}}$, and $p_{ij}^{\text{max}}$ are given network limitations, and $f_k(p_k)$ is a convex function accounting for the power generation cost at node $k$. The details of this formulation may be found in [30].

The OPF problem is a highly non-convex problem that is known to be difficult to solve in general. However, the constraints of problem (8.1) can all be expressed as linear functions of the entries of the quadratic matrix $xx^\ast$. This implies that the constraints of OPF are linear in terms of a matrix variable $\mathbf{X} \triangleq xx^\ast$. One can reformulate OPF by replacing each $x_kx_i^\ast$ by $X_{ij}$ and represent the constraints in the form of (4.4a) with a union graph that is isomorphic to the network topology graph $\mathcal{G}$. In order to preserve the equivalence of the two formulations, two additional constraints must be added to the problem: (i) $\mathbf{X} \succeq 0$, (ii) $\text{rank}\{\mathbf{X}\} = 1$. If we drop the rank condition as the only non-convex constraint of the reformulated OPF problem, we
Table 8.1

<table>
<thead>
<tr>
<th>System G</th>
<th>tw(G)</th>
<th>System G</th>
<th>Bound on tw(G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 14-bus</td>
<td>2</td>
<td>Polish 2383wp</td>
<td>23</td>
</tr>
<tr>
<td>IEEE 30-bus</td>
<td>3</td>
<td>Polish 2736wp</td>
<td>23</td>
</tr>
<tr>
<td>New England 39-bus</td>
<td>3</td>
<td>Polish 2746wp</td>
<td>23</td>
</tr>
<tr>
<td>IEEE 57-bus</td>
<td>5</td>
<td>Polish 3012wp</td>
<td>24</td>
</tr>
<tr>
<td>IEEE 118-bus</td>
<td>4</td>
<td>Polish 3120wp</td>
<td>24</td>
</tr>
<tr>
<td>IEEE 300-bus</td>
<td>6</td>
<td>Polish 3375wp</td>
<td>25</td>
</tr>
</tbody>
</table>

Upper bound on the treewidth of various power systems with n ranging from 14 to 3375 (the topologies of these systems can be found in MATPOWER [44]).

Fig. 8.1. The IEEE 14-bus test case (left figure) and its minimal tree decomposition (right figure).
degree of the obtained feasible OPF solution turns out to be at least 99.998% (this measure shows the maximum distance of the near-global cost to the unknown globally minimum cost). For the Polish 2383-bus system, the SDP relaxation has a high-rank solution, but only 5 submatrices induced by the bags of its tree decomposition are not rank-1. These so-called problematic bags contain 9 lines of the power network in total. By solving a penalized SDP relaxation with a regularization term designed based on the problematic lines, a feasible solution of OPF with the global optimality degree of at least 99% can be obtained. The details of the above simulations may be found in [46].

8.2. Optimal Distributed Control Problem. Consider the discrete-time system

\[
\begin{align*}
\{ & x[\tau + 1] = Ax[\tau] + Bu[\tau] \\
& y[\tau] = Cx[\tau] \}
\end{align*}
\quad \tau = 0, 1, 2, \ldots
\tag{8.2}
\]

with the known matrices \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \), \( C \in \mathbb{R}^{r \times n} \) and \( x[0] \in \mathbb{R}^n \), where \( x[\tau] \), \( u[\tau] \) and \( y[\tau] \) represent the state, input and output of the system, respectively. The goal is to design a decentralized (distributed) static controller minimizing a quadratic cost functional. Denote the controller as \( u[\tau] = Ky[\tau] \), where the unknown controller gain \( K \) must belong to a given linear subspace \( K \subseteq \mathbb{R}^{m \times r} \). The set \( K \) captures the sparsity structure of the unknown decentralized controller \( u[\tau] = Ky[\tau] \) and, more specifically, it contains all \( m \times r \) real-valued matrices with forced zeros in certain entries. The optimal decentralized problem (ODC) aims to design a static controller \( u[\tau] = Ky[\tau] \) to minimize the finite-horizon cost functional

\[
\sum_{\tau=0}^{p} (x[\tau]^TQx[\tau] + u[\tau]^TRu[\tau]) + \gamma \text{trace}\{KK^T\}
\tag{8.3}
\]

subject to the system dynamics (8.2) and the controller requirement \( K \in K \), given positive-definite matrices \( Q \) and \( R \), the coefficient \( \gamma \) and the terminal time \( p \). To simplify this NP-hard problem, define the vectors

\[
x = [x[0]^T \ldots x[p]^T]^T, \quad u = [u[0]^T \ldots u[p]^T]^T,
\]

\[
y = [y[0]^T \ldots y[p]^T]^T, \quad v = [1 \ h^T \ x^T \ u^T \ y^T]^T
\tag{8.4}
\]

where \( h \) denotes the vector of all nonzero (free) entries of \( K \). The objective function and constraints of the ODC problem are all quadratic with respect to the vector \( v \). However, they can be cast as linear functions of the entries of the matrix \( vv^T \). Thus, by replacing \( vv^T \) with a new variable \( X \), ODC can be expressed as a linear program with respect to this new variable. Nevertheless, in order to preserve the equivalence through reformulation, three additional constraints need to be imposed: (i) \( X \succeq 0 \), (ii) \( \text{rank}\{X\} = 1 \), and (iii) \( X_{11} = 1 \). Note that the constraint (ii) carries all the non-convexity of the reformulated ODC problem. By dropping this rank constraint, an SDP relaxation of the ODC problem will be attained.

The ODC problem has a natural sparsity, which makes its SDP relaxation possess a low-rank solution. To pinpoint the underlying sparsity pattern of the problem, we construct a graph \( G \) as follows:

- Let \( \eta \) denote the size of the vector \( v \). The graph \( G \) has \( \eta \) vertices corresponding to the entries of \( v \). In particular, the vertex set of \( G \) can be partitioned into five vertex subsets, where subset 1 consist of a single vertex associated with
the number 1 in the vector \( v \) and subsets 2-5 correspond to the vectors \( x, u, y, \) and \( h, \) respectively.

- Given two distinct numbers \( i, j \in \{1, \ldots, \eta\}, \) vertices \( i \) and \( j \) are connected in the graph \( \mathcal{G} \) if and only if the quadratic term \( v_i v_j \) appears in the objective or one of the constraints of the reformulated ODC problem. As an example, vertex 1 is connected to the vertex subsets corresponding to the vectors \( x \) and \( u. \) This is due to the fact that the linear terms \( x[\tau] \) and \( u[\tau] \) appear in the optimization (notice that \( x[\tau] \) can be regarded as \( 1 \times x[\tau] \) implying the product of 1 and \( x[\tau] \)).

The graph \( \mathcal{G} \) is highly sparse. For instance, the vertex subsets of this graph corresponding to the vectors \( x \) and \( u \) are isolated with no edges among them. To elucidate this property, consider the decentralized control problem for which the matrix \( K \) is required to be diagonal. Assume also that \( Q \) and \( R \) are diagonal. Under this circumstance, the graph \( \mathcal{G} \) is depicted in Figure 8.2. To maximize the legibility of the figure, all edges of vertex 1 are not shown. Notice that after excluding vertex 1 from \( \mathcal{G}, \) the graph collapses to a collection of isolated vertices and stars. Hence, the parameter \( tw(\mathcal{G}) \) is equal to 2 for the above graph. It follows from Theorem 4.2 that the SDP relaxation of the ODC problem has a solution \( X_{\text{opt}} \) with rank at most 3. To obtain such a solution, we create a supergraph \( \tilde{\mathcal{G}} \) of \( \mathcal{G} \) using Theorem 3.4 as follows. First, we connect the vertices corresponding to the \( i^{\text{th}} \) and \( (i+1)^{\text{th}} \) entries of \( h \) for \( i = 1, 2, \ldots, m-1. \) Then, we add a new vertex to the resulting graph and connect it to all of the existing vertices. It can be shown that \( |\tilde{\mathcal{G}}| - \text{OS}(\mathcal{G}_a) \leq 3 \) for every \( \mathcal{G}_a \) such that \( \overline{\mathcal{G}} \times \mathcal{G} \subseteq \mathcal{G}_a \subseteq \tilde{\mathcal{G}}. \) Now, the supergraph \( \tilde{\mathcal{G}} \) can be fed into Theorem 4.2 to find a solution \( X_{\text{opt}} \) with rank at most 3.

Consider now the general case where \( Q, R, \) and \( K \) are not necessarily diagonal. As can be seen in Figure 8.2, there is no edge in the subgraph of \( \mathcal{G} \) corresponding to the entries of \( x, \) as long as \( Q \) is diagonal. However, if \( Q \) has nonzero off-diagonal elements, certain edges (and possibly cycles) may be created in the subgraph of \( \mathcal{G} \) associated with the aggregate state \( x. \) Under this circumstance, the treewidth of \( \mathcal{G} \) could be much higher than 2. The same argument holds for a non-diagonal \( R. \) To understand the effect of a non-diagonal controller \( K, \) consider the case \( m = r = 2 \)
and assume that the controller $K$ under design has three free elements as follows:

$$K = \begin{bmatrix} K_{11} & K_{12} \\ 0 & K_{22} \end{bmatrix}$$ (8.5)

(i.e., $h_1 = K_{11}$, $h_2 = K_{12}$ and $h_3 = K_{22}$). Figure 8.3 shows a part of the graph $G$. It can be observed that this subgraph is acyclic for $K_{12} = 0$ but has a cycle as soon as $K_{12}$ becomes a free parameter. As a result, the treewidth of $G$ is contingent upon the zero pattern of $K$. To deal with this issue, the ODC formulation can be diagonalized in such a way that its SDP relaxation will have a rank 1, 2 or 3 solution [47]. We have performed several thousand simulations in [48] and verified that penalized SDP can be used to design distributed controllers with global optimality degrees as high as 99% for physical systems.

9. Conclusions. This paper aims to find low-rank solutions of sparse linear matrix inequality (LMI) problems using convex optimization and graph theory. To this end, the sparsity of a given LMI problem is mapped into a graph and a rigorous theory is developed to connect the rank of the minimum-rank solution of the LMI problem to the sparsity of this graph. Moreover, three graph-theoretic convex programs are proposed to find low-rank solutions of the underlying LMI problem with the property that the rank of every solution of these problems has a guaranteed upper bound. Two of these convex optimization problems may need heavy graph computation, whereas the third convex program does not rely on any computationally-expensive graph analysis and is always polynomial-time solvable. The implications of this work are also discussed for three applications: minimum-rank matrix completion, conic relaxation for polynomial optimization, and affine rank minimization. Finally, the results are applied to two case studies for electrical power networks and dynamical systems.
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