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Abstract

We describe the elementary stream management (ESM) facilities provided by MPEG-4 Systems. Within the extensive
set of tools de"ned by MPEG-4, the ESM tools play a critical role in joining several building blocks together. ESM
provides a dual to the scene description language (BIFS) in that it links the streaming resources of a presentation to the
scene. We also describe the synchronization functionality as well as the system decoder model that de"nes the timing
behavior and bu!er resource management of MPEG-4 receivers. The paper concludes with considerations on data
packaging in underlying delivery layer protocols and a description of the MPEG-4 content access procedure. ( 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction

MPEG-4 is the "rst standard that views multi-
media content as a set of audio}visual objects that
are presented, manipulated and transported indi-
vidually. This is achieved by a set of tools de"ned in
several parts of the standard. First, the media com-
pression schemes de"ned in the Visual [5] and
Audio [6] parts of the MPEG-4 speci"cation are
object oriented so that they can represent elemental
audio}visual entities (e.g., arbitrarily shaped visual
objects). The overall architecture of MPEG-4 that
provides the means for the combined use of these
elements is de"ned in MPEG-4 Systems [4]. The
scene description language, called Binary Format
for Scenes (BIFS), discussed in a companion paper

in this Special Issue [19], expresses how individual
audio}visual objects are to be composed together
for presentation on the user's screen and speakers.
In addition, a stream description of the correspond-
ing elementary streams that convey this data is
needed. The term elementary stream management is
used to refer to the entire set of functionalities
needed to describe, express relations between, and
e!ect synchronization among such data streams. In
addition to describing these tools, we also provide
some considerations about data packaging and
multiplexing on the underlying delivery infra-
structure.

The organization of this paper is as follows. First,
some terms that are used throughout the MPEG-4
speci"cation as well as in this paper are brie#y
introduced and discussed. Then, we describe the
object description framework that allows the iden-
ti"cation and characterization of a related set of
elementary streams. It serves as a guide through the
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potentially large set of streams that may belong to
a sophisticated MPEG-4 presentation. This guide
must be "rst consulted before any of the content
conveyed within the streams can be presented.
Next, the issue of synchronization is discussed.
Since many streams are quasi-concurrently gener-
ated and consumed, time stamping is employed
here, similar to MPEG-2, to align them on the
temporal axis. In this context, the system decoder
model is introduced; it describes in an abstract way
how the notion of time is de"ned in MPEG-4 and
how some of the bu!er memory in the system is
modeled and managed. Finally, some ongoing ac-
tivities will be reported concerning delivery of
MPEG-4 data. The standard does not specify its
own transport layer, but is intended to be used with
di!erent delivery systems (including digital TV
broadcasting, the Internet, and stored "les). Deliv-
ery functionality in general is described in depth in
a companion paper in this Special Issue [8]. Equip-
ped with these building blocks, we "nally present
a walkthrough of the process of accessing MPEG-4
content consisting of many di!erent elementary
streams, possibly even originating from di!erent
locations.

2. Fundamental concepts

Audio or visual entities that participate as indi-
vidual elements in a scene are termed audio}visual
objects. Such objects can be either natural or syn-
thetic. Time-variant data for each natural object is
conveyed separately, in di!erent `channelsa. Syn-
thetic objects may be generated with the graphics
and synthesized sound operations provided by
BIFS. BIFS is actually more than just a scene
description language, in that it integrates both
natural and synthetic objects in the same composi-
tion space. Some objects may therefore be fully
described within the scene description stream itself.
Objects may also be animated using the BIFS-
Anim tool. In that case, the corresponding coded
information will as well be conveyed in its own
channel. As a result, the term audio}visual object
} although conceptually clear } cannot be uniquely
associated with just one feature or syntactic ele-
ment of MPEG-4.

As a general paradigm in MPEG-4, all informa-
tion is conveyed in a streaming manner. The term
elementary stream refers to data that fully or par-
tially contains the encoded representation of
a single audio or visual object, scene description
information, or control information. In other
words, elementary streams are the conceptual de-
livery pipes of MPEG-4; they are mapped to actual
delivery channels using mechanisms that are de-
scribed in detail later on.

Elementary streams, or groups thereof, are iden-
ti"ed and characterized by object descriptors. This
includes the scene description, audio}visual objects
data, as well as object descriptor streams them-
selves. The information contained will include the
format of the data (e.g., visual face animation
stream) as well as indication of the resources neces-
sary for decoding (e.g., pro"le/level indication).
Alternate representations or scalable encodings
using multiple streams for a single audio}visual
object can also be signaled by the object descriptor.
An object descriptor may, for example, specify a set
of elementary streams that jointly contain the com-
pressed representation of an audio signal. Most
importantly, it will contain the information neces-
sary to directly or indirectly identify the location of
the data, either in terms of an actual transport
channel or a URL. An indirect approach is neces-
sary so as not to use network and/or protocol-
speci"c addressing.

Scene description and stream description are
strictly separated in MPEG-4. In particular, the
scene description contains no information about
the streams that is needed to reconstruct a particu-
lar audio}visual object, whereas the stream descrip-
tion contains no information that relates to how an
object is to be used within a scene. However, it is
a convenient place to add helpful meta-information
to streams. As we will see, even the stream descrip-
tion itself is conveyed in the form of elementary
streams. The separation facilitates editing and gen-
eral manipulation of MPEG-4 content. The scene
description is usually consciously authored by the
content creator while the stream description mostly
follows from general content creator preferences,
default settings of an editing tool, or even service
provider constraints and rules. The link between
the two descriptions is a numeric object descriptor
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Fig. 1. Main components of the object descriptor.

identifer that the scene description uses to point to
object descriptors, which in turn provides the ne-
cessary information for assembling the elementary
stream data required to decode and reconstruct the
object at hand.

The actual packaging of the elementary streams
as de"ned by MPEG does not depend on a speci"c
delivery technology. MPEG-4 de"nes a Sync Layer
that just packetizes elementary streams in terms of
access units (e.g., a frame of video or audio data)
and adds a header with timing and other informa-
tion. This is done in a uniform manner for all
di!erent stream types in order to ease identi"cation
and processing of these fundamental entities
in each stream. All further mappings of the
streams to delivery protocols and their control are
handled by the delivery layer [8] and are to be
de"ned outside the MPEG-4 Systems standard.
For example, transport of MPEG-4 content over
RTP is to be de"ned under the auspices of
IETF.

3. Object descriptors: the link between scene
and streams

3.1. Overview

A hierarchically structured set of descriptors
constitutes the major building block of the object
description framework. The highest-level descrip-
tor is the object descriptor (OD) itself. It serves as
a shell that aggregates a number of other descrip-
tors. Most prominent among these are the elemen-
tary stream descriptors (ES descriptors) which
describe individual streams. Additional auxiliary
information can be attached to an OD, either to
describe the content conveyed by these streams in
a textual form (object content information, OCI)
or to do intellectual property management and
protection (IPMP). Finally, rules are needed on
how these descriptors may be used and, more im-
portant, how the descriptors are actually commun-
icated via the so-called OD commands. We "rst
introduce the semantics of the descriptors themsel-
ves and later on discuss the implications that arise
from the fact that they are conveyed in a streaming
fashion.

3.2. The object descriptor: describing relations
between streams

An object descriptor is merely a shell that groups
a number of descriptive components that are linked
to an MPEG-4 scene through a single node of the
scene description. The major components are de-
picted in Fig. 1. The linking to the scene is achieved
in a two-stage process. First, there is a numeric
identi"er, called the object descriptor ID (OD}ID),
that labels the object descriptor. This identi"er is
referenced by the scene description stream and thus
links the object descriptor to the scene. The second
stage involves the actual binding of elementary
streams identi"ed and described by the elementary
stream descriptors included in this object descrip-
tor, using another identi"er, called ES}ID, which is
part of the elementary stream descriptor.

In the most simple case, an OD contains just one
ES descriptor that identi"es, for example, the audio
stream that belongs to the AudioSource node by
which this OD is referenced, as illustrated in
Fig. 2(a). The same object descriptor may as well be
referenced from two distinct scene description
nodes (Fig. 2(b)). On the other hand, within a single
OD it is also possible to have two or more ES
descriptors, for example, one identifying a low bit-
rate audio stream and another one identifying
a higher bit-rate stream with the same content
(Fig. 3(a)). In that case the terminal (or rather the
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Fig. 2. ES reference through object descriptor (a) from one scene
description node, (b) from two scene description nodes.

Fig. 3. Reference to multiple ESs through one object descriptor
(a); audio application: multiple languages (b).

user) has a choice between two audio qualities.
Speci"cally for audio, it is also possible to have
multiple audio streams with di!erent languages
that can be selected according to user preferences
(Fig. 3(b)).

In general, all kinds of di!erent resolution or
di!erent bit-rate streams representing the same
audio or visual content may be advertised in
a single-object descriptor in order to o!er a choice
of quality. In contrast, streams that represent di!er-
ent audio or visual content must be referenced
through distinct object descriptors. As an example,
an AudioSource and a MovieTexture node
that (obviously) refer to di!erent elementary
streams have to utilize two distinct ODs as shown
in Fig. 4.

Finally, it is possible to describe within one-
object descriptor a set of streams that corresponds
to a scalable, or hierarchical, encoding of the data
that represent an audio}visual object. In that case it
is necessary to signal not only the properties of the
individual elementary streams but also their inter-
dependencies. These may be trivial as indicated
in Fig. 5(a) where each stream just depends on
the previous one, or more complex as shown in
Fig. 5(b) where the same base layer stream is refer-
enced by two other streams, providing, for example,
quality improvements in the temporal domain
(temporal scalability) and in the spatial domain
(spatial scalability). The precise instructions on
how the decoder has to handle each individual
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Fig. 4. Di!erent scene description node types need di!erent
object descriptors.

Fig. 5. (a) Simple and (b) more complex ES depending indica-
tion.

Fig. 6. Referencing the same ES in di!erent contexts.

stream in such a case is incorporated in a Decoder-
Speci"cInfo sub-descriptor that is contained in
each ES descriptor.

Hierarchical dependencies are only allowed to
exist between the set of ES descriptors that are
included in a single-object descriptor. If the same
elementary stream is to be referenced from two
di!erent scene description nodes within di!erent
contexts, say, (a) as a single-quality stream and (b)
as the base layer of an audio}visual object encoded
in a scalable fashion, then there have to be two
di!erent object descriptors, however both of them
will include the same ES descriptor pointing to the
base layer stream (Fig. 6).

Additional descriptors in the OD may carry fur-
ther information that refers to the whole object.
Such information includes object content informa-
tion and intellectual property management and
protection information as detailed further below.

Instead of providing information about the me-
dia object in-place, the object descriptor may con-
tain only a URL that points to another object
descriptor at a remote location. In that case an
object descriptor has to be retrieved from that
location according to the rules implied by the ac-
tual URL syntax used. The content of that object
descriptor will be used instead of any locally pro-
vided information. Only the object descriptor ID
remains the same as before, since it is the element
that is referenced by the scene description which

need not be aware of the fact that this object de-
scriptor is retrieved from a remote location.

In order to `bootstrapa an MPEG-4 presenta-
tion, it is necessary to identify the elementary
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Fig. 7. Main components of the ES descriptor.

streams that contain the scene description and the
associated object descriptors. A special OD called
the Initial OD (IOD) is de"ned in order to convey
that information. In addition to the elements of the
regular object descriptor, the IOD also contains
information about the complexity of the overall
presentation, expressed in pro"le and level indica-
tions. The IOD is usually communicated out-of-
band, e.g., during the session initialization phase
before any elementary stream channels are set up.
However, since content may be hierarchically nes-
ted using the Inline node of the scene description,
IODs may also occur in place of regular object
descriptors in that special case, allowing to insert
complexity information not only for the overall
presentation but also for sub-scenes.

3.3. The elementary stream descriptor:
all properties of a single stream

Each elementary stream descriptor contains all
descriptive information available for a single ele-
mentary stream (ES), as illustrated in Fig. 7. It
identi"es this stream with a numeric ES}ID and an
optional URL. ES}IDs allow the location of this
stream by number. ES}IDs are unique within a lim-
ited, well-de"ned name scope (see Section 3.6).
URLs are more #exible and allow referring to
streams by a globally unique name. In contrast to
the object descriptor, if a URL is present in an ES
descriptor, this does not mean that the descriptive
information about this stream is retrieved from
a remote location, but rather that the stream
itself can be located using this URL. All the descrip-
tive information is still present in the local ES
descriptor. Again, the reason for the presence of
a URL is to facilitate the description of distributed
content.

The above-mentioned indication of stream de-
pendencies is signaled in this descriptor, as well as
the stream priority which is a relative indication
that may be used to group streams according to
their priority at the delivery layer.

The DecoderConxg descriptor is a mandatory
sub-descriptor of each ES descriptor and contains
all information that is needed to initialize a media
decoder for this elementary stream. Since an ele-
mentary stream descriptor may also describe con-

trol streams with object-related information
#owing upstream, it may in fact be that the con"g-
uration of the associated control command encoder
is described here. Note, however, that actual back
channel signaling protocols are not included in
Version 1 of MPEG-4.

The DecoderCon"g descriptor includes an in-
dication of an object type [14], a stream type as
well as information about average and maximum
bitrate and the size required for the decoding bu!er
in the receiving terminal.

The stream-type indication in the DecoderCon-
"g descriptor just identi"es the most basic aspects
of the stream, i.e., if it is a visual stream, audio
stream, scene description stream, object descriptor
stream, clock reference stream or object content
information stream. More detailed information
about the stream is provided by the object-type
indication, which de"nes the syntactic sub-sets of
the compression scheme for this object. In the lan-
guage of the visual part of MPEG-4 it should
rather be called `object layer typea than `object
typea. MPEG-4 de"nes a number of object types
for both visual and audio objects.

Another important element of the DecoderCon-
"g descriptor is the embedded decoder speci"c con-
"guration information that is conceptually passed
on to the media decoder selected and initialized on
the basis of stream-type and object-type indication.
This information corresponds to what classically
is referred to as `high-level headersa in previous
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audio}visual compression standards (e.g., `se-
quence headersa in MPEG-2 Video). This also ex-
plains why the content of this descriptor for visual
and audio media types is actually speci"ed in Parts
2 and 3 of MPEG-4, respectively.

The mandatory SLConxg descriptor carries con-
"guration information for the Sync Layer (SL) of
this elementary stream. Since the features of the SL
are discussed in Section 4 of this paper, we defer
a detailed discussion of the elements of the SLCon-
"g descriptor to that section as well.

3.4. Auxiliary descriptors and streams

Apart from grouping media streams, an object
descriptor allows to point to auxiliary streams as-
sociated to this set of media streams. There are
three types of such streams. First, semantic in-
formation about the content of the audio}visual
object that is fed by these streams may be conveyed
by means of object content information (OCI). Then,
intellectual property management and protection in-
formation may be attached. Finally, clock reference
streams may be used to convey time base informa-
tion (see Section 4). Another type of auxiliary in-
formation are the QoS descriptors, which may be
attached to ES descriptors. And, of course, the
design of the descriptors as self-describing entities
constitutes a generic extension mechanism that may
be used by ISO or speci"c applications to attach
arbitrary descriptive information to an audio}
visual object.

3.4.1. Object content information
Object content information basically consists of

a set of OCI descriptors, that communicate a num-
ber of features of the audio}visual object that is
constructed by the elementary streams associated
with a given object descriptor. There is a descriptor
with keywords, possibly to be used with search
engines, a textual description of the content, lan-
guage and content rating information, as well as
creation dates and names for both the content item
and the authors of this object content information.

These descriptors may be included directly in
object descriptors to indicate static OCI properties.
Since all elementary streams that are collected
within one object descriptor are supposed to refer

to the same content item, i.e., the same audio}visual
object, in general there is no OCI for speci"c ele-
mentary streams. One exception are language de-
scriptors which can be associated to individual
elementary streams (see Fig. 7). An object descrip-
tor for an audio object may contain a set of di!er-
ent language streams that are activated according
to user preferences.

In case the OCI changes over the lifetime of the
media streams associated to this object descriptor,
it is possible to attach an OCI stream to the object
descriptor. The OCI stream conveys a set of OCI
events that are quali"ed by their start time and
duration. This means that an MPEG-4 presenta-
tion may be further decomposed semantically
based on the actual content presented.

OCI streams as well as OCI descriptors may be
attached to either audio, visual or scene description
streams. This in#uences their scope. When attached
to object descriptors with audio or video streams
OCI obviously just describes those streams, as de-
picted in Fig. 8(a). When attached to a scene de-
scription stream, OCI describes everything that is,
in turn, described by the scene description (Fig.
8(b)). In this case indeed OCI streams (rather than
single descriptors) may be most useful, since a scene
description typically conveys a sequence of seman-
tically meaningful audio}visual events.

Finally, it should be noted that OCI is a "rst step
towards MPEG-7, in the sense that the expectation
for MPEG-7 is that it will provide much more
extensive semantic information about media con-
tent in a standardized format. It is thus likely that
OCI will only be a temporary solution to be super-
seded or extended by the results of this new stan-
dardization e!ort.

3.4.2. Intellectual property management
and protection

The IPMP framework consists of a fully stand-
ardized intellectual property identixcation (IPI) de-
scriptor as well as IPMP descriptors and IPMP
streams which are a standardized shell with non-
normative (i.e., not standardized) content.

The IPI descriptor occurs as an optional part of
an ES descriptor and is a vehicle to convey stand-
ardized identi"ers for content, if so desired by the
content author or distributor. Examples include
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Fig. 8. Attaching an OCI stream to (a) a media stream or (b)
a whole subscene.

ISBN (International Standard Book Number),
ISMN (International Standard Music Number) or
DOI (Digital Object Identi"er). If multiple
audio}visual objects within one MPEG-4 session
are identi"ed by the same IPI information, the IPI
descriptor may just consist of a pointer to another
elementary stream (i.e., its ES}ID) that carries the
IPI information.

The core IPMP framework consists of IPMP
descriptors and IPMP streams. It has been engin-
eered in a way that should allow the co-existence of
multiple IPMP systems that govern the conditional
access to speci"c content streams or entire pre-

sentations. This has been done in acknowledgment
of the fact that it is unlikely that only a single IPMP
system will be used for MPEG-4 content.

IPMP descriptors convey proprietary informa-
tion that may help to decrypt (content) elementary
streams or that contain authorization or entitle-
ment information evaluated by an } equally propri-
etary } IPMP subsystem in the receiving terminal.
IPMP descriptors have IDs that may be assigned
to individual vendors of IPMP systems by a regis-
tration authority, so that descriptors for di!er-
ent systems may be attached to content without
con#ict.

IPMP descriptors are conveyed in OD streams,
but are not part of object descriptors or ES descrip-
tors. IPMP descriptor pointers inside either object
descriptors or ES descriptors (see Fig. 7) are used to
refer an IPMP descriptor with a speci"c ID. If
placed in an object descriptor, it means that the
IPMP descriptor is relevant for all streams de-
scribed by this OD. If placed in an ES descriptor, it
will only be valid for this stream.

IPMP descriptors may occasionally be changed
over time. However, IPMP information that needs
frequent updates in a streaming fashion should be
conveyed in IPMP streams. IPMP streams further-
more allow to keep IPMP information separate
from the original MPEG-4 information. An
example of a terminal with an IPMP system and all
the possible control points is depicted in Fig. 9. The
meaning of `control pointa is IPMP system speci"c
and may translate, for example, to decrypting or
enabling of data #ows or to reports about this data
#ow.

3.4.3. Quality of service descriptor
The quality of service (QoS) descriptor is an addi-

tional descriptor that may occur in ES descriptors.
It aims to qualify the requirements that a speci"c
elementary stream has on the QoS of the transport
channel for this stream. The most obvious QoS
parameter is the stream priority and a possibility
to signal prede"ned QoS scenarios, most notably
`guaranteeda and `best e!orta channels. Apart
from that, unfortunately it remains di$cult to agree
on a universal set of QoS parameters that is valid
for a variety of transport networks. Therefore,
a generic set of QoS}Quali"ers has been adopted
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Fig. 9. IPMP system in an MPEG-4 terminal.

that needs to be assessed and possibly extended in
the scope of speci"c applications.

QoS descriptors at the ES level have an obvious
use in interactive scenarios, where the receiving
terminal may select individual elementary streams
based on their tra$c (signaled in DecoderCon"g
descriptor) and their QoS requirements, as well as
the associated communication cost. However, QoS
descriptors are allowed as well in multicast and
local storage scenarios. They may also be of interest
in heterogeneous networks, if a network bridge
needs to be made aware of the requirements of
individual elementary streams that will, in turn,
allow more intelligent processing by this bridge.

3.5. Conveying object descriptors as a stream

We now explore the process with which object
descriptors actually reach their destination. It has
already been mentioned that they are streamed,
similarly to an audio, visual, or scene description
stream. In order to provide #exibility, ODs are not
just put in an elementary stream one after the other;
instead, a lightweight object descriptor protocol has
been de"ned to encapsulate object descriptors in
OD commands. These commands allow for update

or removal of a set of object descriptors or indi-
vidual elementary stream descriptors at a speci"c
point in time. In the same way, IPMP descriptors
can also be updated or removed.

The timing aspect is very important, since time
stamps on object descriptors can be used to indicate
at which point in time the terminal is expected to be
ready to receive data for a speci"c, newly set up
elementary stream. The time stamp associated with
such a command is placed on the Sync Layer (see
Section 4), as with any other elementary stream.

Updates of object descriptors usually mean that
additional elementary streams show up in the up-
dated OD. How to use this feature is largely left to
users. For example, a service provider could use
this feature to communicate to the receiver that
a higher bit-rate version of the same content is now
available, maybe because server load or network
load has been reduced enough to make this pos-
sible. There is no di!erentiation, however, between
an OD update and sending a completely new OD.
So, whenever in the middle of a presentation new
audio}visual objects enter a scene, the associated
elementary streams may be made known to the
receiving terminal by a corresponding OD update
command with the new object descriptors.
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Fig. 10. (Initial) object descriptor as a reference to scene descrip-
tion and OD streams.

Fig. 11. Scene description and OD streams for a hierarchical
scene (using Inline node).

Since object descriptors as well as the scene de-
scription constitute absolutely vital information for
an MPEG-4 player, it is recommended that reliable
transport channels be used for both, at least in
unicast applications. In multicast applications this
may not always be possible. This data, however,
can be periodically repeated or conveyed out of
band to enable random access to the multicast
MPEG-4 session. In that respect, object descriptor
information is comparable to Program Speci"c In-
formation (PSI) or Service Information (DVB/SI)
in MPEG-2-based applications.

3.6. Relations and scoping of BIFS and OD Streams

As was discussed earlier, object descriptors and
the scene description are conceptually di!erent and
therefore separated; nevertheless, a strong link
exists between the two. This is also evident from the
rule that an object descriptor that describes one or
more scene description streams must also describe
the related object descriptor streams. So, an object
descriptor is the glue between both. In fact, it will
be an initial object descriptor at the initial access
point to content. Object descriptors attached to
Inline nodes that also contain pointers to both
object descriptor streams and scene description
streams can either be initial object descriptors or
ordinary object descriptors (see Fig. 10).

As long as MPEG-4 content consists of just
a single-object descriptor stream, an associated
scene description stream and a number of
audio}visual streams as needed by the scene, it is
quite easy to know the scope of OD}IDs, ES}IDs
and other identi"ers used by both the scene de-

scription and the object descriptor stream. There is
only one single name space or scope in that case.

Now, what if there are multiple object descriptor
streams? This may occur in two ways. First, the
use of Inline nodes in the scene description forces
additional scene description streams into existence.
Also, there is usually no scene description stream
without an object descriptor stream, unless the
additional scene does not refer to any media
streams. Second, as was discussed earlier, there may
be multiple scene description and object descriptor
streams that are associated within one object de-
scriptor. In that case, there is still only one Inline
node but multiple scene description streams are
linked to it. The use of this scenario will be explored
further later on.

For these two scenarios there is a simple name
scoping rule that is inspired by the semantics of
the Inline node: all scene description and object
descriptor streams that are associated to a single-
object descriptor constitute a single name scope for
the identi"ers used by them, since they will all be
attached to the scene through a single Inline node.
Object descriptor streams and scene description
streams that are announced through di!erent ob-
ject descriptors have di!erent name scopes, as illus-
trated in Fig. 11. Note again that instead of talking
about an Inline node, we could as well refer to the
top (or only) scene description. In that case the
object descriptor in question would be the initial
object descriptor.
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3.7. Usage of URLs

URLs are actually a mechanism to escape the
above-mentioned scoping rules. If parts of the con-
tent, e.g., complete subscenes or individual elemen-
tary streams, have well-known absolute addresses,
these may be indicated with a URL in any of the
places indicated above. A URL in an object de-
scriptors identi"es a service entity that will sub-
sequently make available the content it is
responsible for, following the procedures described
in Section 6. In contrast, a URL in an ES descriptor
just points to the location of an elementary stream.
This stream is subsequently delivered to the re-
ceiver by the service entity that is associated to the
current name scope.

The actual syntax of URLs will likely depend on
the application scenario and delivery layer, since
it may contain a fully quali"ed service or content
address. URL syntax and semantics has to be
designed carefully, for example, avoiding to put
volatile transport channel indicators instead of
persistent content location information in it. This is
necessary, since application contexts like digital TV
broadcasting might require re-assignment of trans-
port channels on the way between sender and re-
ceiver. Currently, a number of standardization
activities both in the World Wide Web Consortium
(W3C) and industry groups such as the Digital
Audio}Visual Council (DAVIC) try to de"ne
a broader basis for the so-called `TV URLsa for
broadcast applications. This work may have rel-
evance to the ongoing e!orts to standardize URL
schemes (i.e., the URL syntax) within MPEG itself.

3.8. Structuring content by grouping of streams

An interesting question is how to use grouping of
elementary streams through one object descriptor
to improve the structure of content. In particular,
we want to be able to arrange a large number of
elementary streams into groups. Even though
initial MPEG-4 applications may only require
a small number of streams, the design allows to
e$ciently manage content consisting of a large
number of streams. As hardware and software ca-
pabilities improve, it is only natural that the sophis-
tication of content will also increase.

A number of application scenarios are conceiv-
able; among them: the delivery of di!erentiated
quality content to di!erent user groups, delivery of
di!erent portions of the content to di!erent user
groups and reception of content originating from
di!erent sources. Grouping is quite relevant for
multicast applications where it should be easy to
remove parts of the content somewhere `on the
waya, while in point-to-point applications it should
also be possible to negotiate the desired subset of
elementary streams between client and server.

Let us brie#y examine how these scenarios can
be handled with the object description framework.

3.8.1. Grouping streams for content partitioning
or quality scaling

Content partitioning, for example providing
a preview and a full version of some content, is
possible without having to send any part of the
content more than once. The preview could either
omit some parts of the content or present it in
a lower quality. In any case streams need to be
grouped in a base set of streams for the preview
and additional streams for the full version of the
content.

First, the scene description has to be split appro-
priately. Parts of the scene that should go both in
the preview and full versions, e.g., consisting of
some audio and still images, have to form one
stream. The scene description for the enhance-
ments, e.g., additional video and a high detail mesh
graphic, forms the second stream. Actually, the
graphics objects can even be scalably encoded to
some extent, providing graphics with di!erent level
of detail in the two scene description streams. Both
scene description streams live in the same name
space. Therefore, full #exibility exists to cross-refer-
ence between both parts of the scene description.
The ability to cross-reference is important if the
scene has interactive elements, i.e., may be manipu-
lated by the user.

Now, two object descriptor streams can be set
up, one conveying only ODs for the media streams
required by the preview content (audio and still
images), the other one conveying ODs for the addi-
tional media streams referenced by the complete
content (video and mesh graphics). This scenario is
illustrated in Fig. 12 where media streams 1 and
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Fig. 13. Content from di!erent locations.

Fig. 12. Object scalability with a single name scope.

Fig. 14. Quality scalability with a single name scope.

2 correspond to the basic content while media
streams 3, 4 and 5 convey the additional informa-
tion.

The example in Fig. 13 illustrates content quality
scaling. Media streams 1 and 2 carry the basic,
low-quality information of the content. Object
descriptors in OD stream 1 just have the ES de-
scriptors that point to those streams. The object
descriptors with the same OD}IDs in OD stream 2,
on the other hand, have only the ES descriptors
that point to the enhancement streams conveyed
in media streams 3, 4 and 5. A terminal interested
in the basic quality only receives and processes
the "rst stream group, while for the higher quality

the enhancement streams have to be processed as
well.

3.8.2. Grouping streams for location
A special kind of content partitioning occurs in

applications that present content originating from
various locations at one receiving terminal. The
most obvious application here is a video confer-
ence. In that case, usually Inline nodes would be
used in the scene description since the individual
sub-scenes are essentially independent and do not
need to share name spaces for their OD}ID and
ES}ID identi"ers. Obviously, there will be at least
one object descriptor stream and one scene descrip-
tion stream plus the needed media streams origin-
ating from each content source, as shown in Fig. 14
(with some more abstraction for better readability).
Apart from that, this scenario is quite similar to the
previous one where the di!erent portions of con-
tent come from the same source.

3.8.3. Handling of grouping information
on the delivery layer

The grouping relations expressed through object
descriptors have to be evaluated by a server in
order to appropriately multiplex the streams to-
gether. This may be facilitated by the de"nition of
appropriate QoS}Quali"ers in QoS descriptors. In
case of quality scalability, for example, the basic
quality streams could be transmitted in a more
reliable channel than the enhancement, in order to
improve the resilience to transmission errors.
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Fig. 15. Periodic repetition of con"guration info for broadcast; (a) MPEG-2 approach and (b) using object descriptors.

It may be desirable that MPEG-4 agnostic ser-
vice agents in a network are enabled to easily re-
move portions of the content, e.g., if there is not
enough bandwidth available or if the user does not
wish to pay for them. Therefore, the multiplexed
bitstreams need to be #agged appropriately. Such
procedures depend on the actual delivery layer and
are therefore not in the scope of the MPEG-4
Systems standard.

3.9. Managing content complexity

It was already mentioned that initial object de-
scriptors convey some indication of pro"les and
levels of the content referenced by them. These
scalar indications allow an immediate decision by
the receiving terminal about whether or not it is
able to decode and present the content being re-
ceived. Due to the potential complexity in terms
of the number of scenes, it has also been made
possible to indicate such complexity only for
`the current subscenea, i.e., excluding parts of the
scene that are included through Inline nodes.

In the absence of pro"le and level indications
or at the discretion of the receiving terminal, it is
also possible to evaluate the decoder con"guration,
stream priorities, bit-rate requirements and the

dependencies signaled in the ES descriptors. This
allows the receiving terminal in an interactive ap-
plication to request the delivery of a meaningful
subset of streams for each media object, so that the
computational resources of the terminal are not
exceeded. Apart from these resource-driven consid-
erations, the terminal or the user needs, of course,
to evaluate the scene description in order to decide
which subset of the media objects advertised in an
object descriptor stream are relevant.

3.10. Object descriptor usage for multicast
of MPEG-4 content

Multicast or broadcast applications are charac-
terized by the fact that clients may randomly tune
into a running presentation. To accommodate this,
usually all the crucial information for the con"g-
uration of elementary stream decoders is period-
ically repeated. Such a classical (e.g., MPEG-2 like)
scenario is depicted in Fig. 15(a) and shows that
each stream follows its own schedule for inserting
some con"guration information.

In MPEG-4 the object descriptors convey
the basic information that is required to gain
access and be able to process the media streams
that form part of an MPEG-4 presentation. The
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con"guration information is part of the Decoder-
Con"g descriptor and, therefore, is automatically
repeated if the ODs themselves are repeated. This
repetition is necessary in both broadcast and multi-
cast applications as shown in Fig. 15(b).

Even in a multicast scenario it is recommended
to convey the object descriptors on a rather reliable
channel, which has the positive side e!ect that
crucial decoder con"guration data might be re-
ceived more reliably than the media data.

3.11. Distributed content handling considerations

Similar to MPEG-2, MPEG-4's architecture is
based on an abstract, idealized receiver model. This
allows precise resolution of issues that have to do
with performance, timing and delay, and so on. In
practice, implementers make sure that their designs
approximate this idealized design or, more appro-
priately, that their implementations compensate for
the imperfections of the environment on which they
operate.

In contrast with MPEG-2, however, MPEG-4
allows the construction of content where di!erent
parts may originate from di!erent locations. Fur-
thermore, MPEG-4 makes no assumptions about
the type of the underlying communications infra-
structure (IP, ATM, broadcast, etc.). It is then
impossible to fully ensure that use of MPEG-4's
distributed content capabilities will result in seam-
less content presentation in all circumstances.

We expect that content creators, jointly with
both content and communication services pro-
viders will create content cognizant of the environ-
ment on which it will operate, leveraging the
available resources in order to provide a max-
imum-quality user experience. This is similar to the
practice of tuning of HTML pages, so that they
provide both visually rich content as well as rea-
sonable download times over telephone lines. At
any rate, the expectation is that the evolution of the
Internet and other suitable transport networks will
gradually solve these issues.

3.12. Authoring stream and scene descriptions

Scene descriptions are intended for manipulation
only by content creators and associated software

tools. As a result, the encoding of scene descriptions
is quite sophisticated, and is based on extensive
node coding tables. In contrast, stream descriptions
are not only created by content creation tools but
they can also be modi"ed by service provider soft-
ware such as servers or gateways. A simple example
where this is necessary is when a server performs
real-time multiplexing or re-multiplexing of a set of
streams, in which case the ES}IDs may have to be
rewritten. Another example is `cookiea generation.
To facilitate this type of processing, all descriptors
follow simple byte-oriented and byte-aligned en-
coding, so that the computational overhead is mini-
mized. We should point out that the multiple levels
of indirection that are found in the various parts of
MPEG-4 Systems are instrumental in facilitating
these types of operations. For example, it is possible
to remultiplex streams without modifying any bit of
the content, by only reorganizing the mapping of
ES}IDs to actual transport layer channels (stream
map table).

4. Elementary stream synchronization

The synchronization of elementary streams is
accomplished by the well-known concepts of time
stamps and clock references, as used for example in
MPEG-2 Systems [9]. These concepts are sum-
marized in the following section, which discusses
the system decoder model (SDM). This model is
used to de"ne the bu!er and timing behavior of an
idealized MPEG-4 terminal. Subsequently, the
mechanism to packetize elementary streams and to
convey timing information, i.e., the sync layer, is
introduced.

4.1. The model

A system decoder model (SDM) is used to specify
the behavior of a receiving MPEG-4 terminal in
terms of a timing model and a bu!er model. In
contrast with MPEG-1 or MPEG-2, the SDM
receives individual elementary streams from the
delivery layer through the DMIF-Application In-
terface (DAI, see [8]). This design has been
chosen because there is no single mandatory proto-
col stack below the DAI that accomplishes the
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Fig. 16. System decoder model.

multiplexed delivery of elementary streams. There-
fore, it is not possible to extend the model to cover
multiplexing in a generic, yet meaningful way.
MPEG-4 just puts requirements on the end-to-end
delivery of data through the DAI, most promin-
ently, a constant end-to-end delay. It is considered
a task for the delivery layer below the DAI to
guarantee this constant delay by suitable means. As
a side e!ect, MPEG-4 neither speci"es the addi-
tional end-to-end delay induced by multiplexing
nor the associated delivery jitter. Such extensions of
the SDM may, however, be developed in the con-
text of speci"c MPEG-4 application scenarios.

The system decoder model is outlined in Fig. 16,
and consists of the DMIF-Application Interface,
a number of decoding bu!ers, decoders, composi-
tion memories and the compositor.

The core entity for the purposes of the SDM is
the access unit (AU). Each elementary stream is
partitioned in a sequence of such AUs. The seman-
tic meaning of an AU is determined by individual
media encoders and is not relevant either for the
SDM or for the Systems perspective as such, with
one important exception: the AU is the smallest
entity to which timing information can be asso-
ciated. The syntax of the sync layer (SL), described
in the second part of this section, allows to encode
both AU boundaries and the timing information
associated to AUs.

The DAI supplies access units or parts thereof to
the decoding buwer that stores the access units until
their decoding time. At that point in time the SDM
assumes instantaneous decoding of the access unit,

removal of the access unit data from the decoding
bu!er, and appearance of the decoded data corre-
sponding to the access unit in the associated com-
position memory. With this model it is possible for
the encoding terminal to know how much decoding
bu!er resources are available in the receiving ter-
minal for a speci"c stream at any point in time.

The content of decoding bu!ers is consumed
by decoders. In case of hierarchically encoded
audio}visual objects, a decoder may be connected
to multiple decoding bu!ers, as indicated with de-
coder 2 in Fig. 16. A decoder outputs the decoded
data to one composition memory. The decoded data
is grouped in composition units. The relation be-
tween access units and composition units need not
be one-to-one but is assumed to be known for each
speci"c decoder type. Each composition unit of
decoded data is available for composition starting
at an indicated composition time, either known
implicitly or through an explicit composition time
stamp, and ending at the composition time of the
subsequent composition unit. The amount of com-
position memory required for speci"c audio}visual
objects is not modeled by the SDM. A complete
model with practical use would actually need to
consider both the memory needed at the output of
individual decoders and the memory needed as
consequence of the transforms to be applied to this
output according to the scene description.

The timing model postulates object time bases
(OTB) to which the timing of elementary streams
shall adhere. Such a time base is actually estab-
lished at the sending side. Since in general it cannot
be assumed that the sender and receiver are locked
to the same clock, samples of the time base can be
communicated to the receiver by means of object
clock reference (OCR) time stamps. The receiver
can then estimate, and therefore reconstruct, the
speed of the sender clock by observing the arrival
times of such OCRs.

In general, audio}visual objects whose elemen-
tary streams have di!erent OTBs may be combined
into a single presentation. A typical case would be
a multi-point videoconference where it is not re-
quired that all sources run on the same time base. It
is therefore not easily possible to synchronize con-
tributions from di!erent locations with each other
in a strict sense, since there is no common, absolute,
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1The model does not explicitly state what to do when an
access unit has not arrived completely in the decoding bu!er at
its decoding time, since in that case the model is violated and
there is no normative behavior. However, there are typically two
ways to deal with such a situation: Either the AU is considered
to be lost, i.e., in error, and the terminal continues from that
stage, or the terminal `freezesa the internal clock (and, hence,
possibly the presentation) in order to wait a little longer, assum-
ing that it has enough memory to bu!er all the other incoming
data during that time. More #exible ways to indicate tolerances
on decoding times already during content authoring are dis-
cussed for Version 2 of MPEG-4.

2To formalize this communication between compression
layer and sync layer, an elementary stream interface (ESI) has
been de"ned, which is, however, only of informative nature.

clock. However, of course, it is still necessary to
synchronize the audio and video from one location
to achieve lip-synch. Therefore, the terminal has to
recover the time bases from all contributing sources
in order to present associated audio and video
composition units at the right point in time.

In our networked world it is, of course, conceiv-
able that even distributed sources are all locked to
a single time base, that may be conveyed through
the Network Time Protocol (NTP) [15] or through
the Global Positioning System (GPS). In that case
OCRs might still be used to indicate an arbitrary
phase o!set in the encoding of time stamps, how-
ever, a time base recovery is not necessary any-
more. A single pair of OCR value and associated
absolute time stamp (to be conveyed by means
outside the MPEG-4 scope) would perfectly deter-
mine all subsequent time stamps.

Such decoding time stamps and composition time
stamps convey the intended decoding time1 of an
access unit and the intended composition time of
a composition unit, respectively. These times are
expressed in terms of the OTB applicable for the
given elementary stream. Many times the decoding
and composition time will actually be the same.
Di!erent decoding and composition time for an
access unit and the resulting composition unit(s)
may be used with bi-directional predictive coding
in video when transmission order and composition
order of video object planes are reversed. Use of
these two time stamps to o!set a known non-
instantaneous decoding duration is conceivable.
This, however, is problematic since two di!erent
receiver implementations most likely would not
have the same decoding delay.

Only a minimum of assumptions is made on the
compositor for the purposes of de"ning the SDM.
This includes that the compositor instantaneously
samples the content of each composition memory
of the MPEG-4 terminal. If the composition frame
rate is high, visual composition units can actually
be accessed more than once before the composition
time of the subsequent composition unit is reached.

4.2. The sync layer

The sync layer is located between the compres-
sion layer that de"nes a binary representation spe-
ci"c to individual media types, and the delivery
layer that merely conveys data packets from sender
to receiver. It supplies information that is needed
by both the compression and delivery layers. The
sync layer provides a #exible syntax that encodes
all relevant properties of access units, as they are
de"ned by the compression layer2, and allows the
mapping of complete or partial access units into
a delivery layer protocol.

The atomic entity of the sync layer is an SL
packet. Such SL packets are exchanged with the
delivery layer. The sequence of SL packets termina-
ting in one decoding bu!er of a decoder is termed
an SL-packetized stream. This naming is somewhat
awkward according to the common understanding
of the notion stream, since actually it is not always
possible (actually, not intended) to concatenate SL
packets back to back and then obtain a parsable
stream. In order to avoid a double encoding of the
packet length information, the task of framing SL
packets has rather been left to the delivery layer.

SL packets serve a double purpose. First, they
allow fragmentation of access units in a content-
agnostic way during adaptation to a delivery layer.
Second, this fragmentation may as well be guided
by the encoder. In that case SL packets are a conve-
nient way to store the resulting SL-packetized
stream including these fragmentation hints. This
second purpose is motivated by real world scen-
arios where it is often bene"cial if an encoder
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knows about some characteristics of the delivery
layer, most prominently the size of the maximum
transfer unit (MTU), i.e., the largest packet size that
will be conveyed without fragmentation. If the
compression layer is able to provide self-contained
packets smaller than the MTU size, according to
the application layer framing (ALF) principle [3],
this usually leads to improved error resilience. In
case of MPEG-4 video [5], such packets corres-
pond to video}packets, while access units, of course,
correspond to complete video}object}planes.

The sync layer syntax is #exible in that it can be
con"gured individually for each elementary stream
by means of the SLCon"g descriptor, a mandatory
component of the ES descriptor. This descriptor
allows the selection of the length of many syntactic
"elds according to the requirements of this indi-
vidual stream. For example, a very low bit-rate
audio stream may require time stamps that con-
sume few bits, while a higher bit-rate video stream
may need very precise decoding time stamps. Un-
der some conditions, time stamps can even be com-
pletely omitted if the access unit duration and the
decoding time of the "rst access unit are known.

Each SL packet may contain two types of se-
quence numbers to discover lost SL packets and
access units, respectively. AU sequence numbers
also provide a simple mechanism to repeat access
units, which is needed for scene description and
object descriptor streams to enable random access
in broadcast applications. Furthermore, clock ref-
erence time stamps and various #ags to indicate
presence of padding, start and end of access units,
and the presence of a random access entry point are
available. SL packets that contain the beginning of
an access unit may have additional information
about this AU, namely decoding and composition
timestamp as well as the length of the AU or the
instantaneous bit-rate of this stream.

In many applications multiple media encoders
will actually use the same object time base, so that
clock reference time stamps are only needed in one
of the generated SL-packetized streams. Therefore,
the SLCon"g descriptor may simply provide a ref-
erence to another ES that conveys the clock refer-
ence for the current stream. It is even possible
to create an elementary stream for the sole pur-
pose of conveying clock references (with no media

payload) in order to completely separate the two
functionalities.

5. Elementary stream multiplex and delivery

As was stated earlier, Part 1 of MPEG-4 does not
cover the domain of multiplexing and delivery of
streaming data. A split approach has been followed
instead. On the one side, Part 6 of MPEG-4 [7]
speci"es } among other things } the DAI: an ab-
stract communication interface to arbitrary deliv-
ery technologies and protocols. On the other side,
the actual de"nition of the necessary adaptations
for the encapsulation of MPEG-4 SL-packetized
elementary streams in concrete delivery layer pro-
tocols has to be pursued.

This section discusses approaches to the adapta-
tion of MPEG-4 streams to such transport chan-
nels, termed payload format speci"cations, using
the examples of the Internet and MPEG-2 trans-
port environments. The last example discusses
storage formats that are seen as conceptually very
similar to transmission environments. All such ad-
aptations eventually require standardization within
the community that oversees the development or
maintenance of a transport speci"cation, e.g., the
IETF in the case of the Internet and MPEG itself in
the case of MPEG-2 transport.

As an exception to the general MPEG-4 ap-
proach, a simple multiplexing tool called FlexMux
has been de"ned and is brie#y introduced. It may
be of value for reducing multiplexing overhead or
delay in some environments. It may optionally be
used in the transport protocol adaptation. Any
delivery layer protocol into which SL-packetized
streams are mapped has to provide framing of
SL-packets, i.e., it has to implicitly or explicitly
encode the packet size. Furthermore, in order to
respond to quality of service requests by streams,
a variety of di!erent error protection mechanisms
may be desirable in lossy delivery environments.

Furthermore, the ES}IDs that are provided
through ES descriptors as labels for individual ele-
mentary streams need to be mapped to correspond-
ing transport channel identi"ers. The ES}IDs do
not appear anywhere in the sync layer syntax, since
this would be redundant with the transport channel

C. Herpel, A. Eleftheriadis / Signal Processing: Image Communication 15 (2000) 299}320 315



Fig. 17. FlexMux packet de"nition.

numbers that will appear in a multiplexing proto-
col anyway. The mapping is provided by concep-
tual stream map tables that will have a di!erent
structure and content depending on the actual de-
livery layer protocol.

5.1. The FlexMux Tool

The FlexMux is a multiplexer with a simple
packet syntax, created for low bit-rate, low delay
streams, as for example object descriptor, scene
description, animation or speech streams. It is not
regarded as a true transport level protocol but
rather as a tool that should be used if the cost in
terms of management load, overhead or delay to set
up and use transport channels for each individual
elementary stream would be too high. This may be
the case if a presentation consists of dozens of
audio}visual objects with a similar amount of cor-
responding elementary streams.

The two variations of the FlexMux packet struc-
ture are depicted in Fig. 17. In simple mode the
header consists of an index that corresponds to the
FlexMux channel (FMC), or stream number, and
the packet length in bytes, both 8 bit, limiting the
number of streams and payload size to 256 bytes
each. The MuxCode mode is active for index values
greater than or equal to 240. These values reference
a payload template instead of an FMC. Payload
templates, called MuxCode table entries, further re-
duce the multiplex overhead by describing how the
payload of a single FlexMux packet is shared be-
tween multiple streams. This mode has an initial
cost: each of the 16 possible templates needs to be
conveyed before it can be used. MuxCode table
entries should be conveyed by the same protocol
that sets up this transport channel. If needed, Mux-
Code table entries may as well be changed dynam-
ically. In order to maintain correct state and to
discover transmission errors, a version number is
used that must match between the current packet
and the MuxCode table entry. The sequence of all
FlexMux packets that are identi"ed by a single
FlexMux channel carry one SL-packetized stream.
The sequence of all FlexMux packets that #ow
through one transport channel is termed FlexMux
stream.

5.2. MPEG-4 content delivery on the Internet

There are several options for transport of real-
time data on the Internet. The Real-time Transport
Protocol [17] is evolving as one of the most used
protocols. Issues of organizing real-time content
into sessions and their control are addressed by
accompanying protocols [18,13]. Adaptation of
MPEG-4 to RTP is currently being discussed be-
tween MPEG and the IETF [2,11].

Other options like transport of MPEG-4 data on
HTTP are not considered here, as HTTP is deemed
to be a download protocol rather than a real-time
transport protocol. Of course, a self-contained
MPEG-4 "le could be conveyed via HTTP. Sim-
ilarly, direct transport of SL-packetized streams on
UDP is not currently considered for standardiz-
ation, even though this would be a perfectly viable
scenario that has already been successfully demon-
strated. However, the expectation is that RTP will
be the focal point for the integration of MPEG-4
and non-MPEG-4 media types.

Both RTP and the MPEG-4 SL syntax provide
ways to label a payload with a timestamp and
enable loss detection through sequence numbers.
While RTP has been designed for computational
e$ciency by respecting byte, word or even 32 bit
boundaries for its syntactic elements, the SL syntax
is focused more on #exibility and coding e$ciency.
Both expect the payload to be a semantically mean-
ingful application data unit to facilitate stream-
speci"c loss recovery according to the ALF prin-
ciple [3]. Therefore, wherever possible, one elemen-
tary stream should be mapped into one RTP
stream. In this case one SL packet will be conveyed
per RTP packet. The redundancy between some
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RTP header and SL header elements can be re-
duced to some extent as described in [2].

Since an MPEG-4 presentation may well consist
of dozens of media streams, an additional mapping
of multiple elementary streams into one RTP
stream is bene"cial. Both the overhead for indi-
vidual RTP streams but even more so the manage-
ment load induced by the parallel RTCP (RTP
Control Protocol, also de"ned in [17]) streams and
the increased number of lower level (IP) protocol
packets suggest that the ALF principle should be
set aside in this case by bundling multiple MPEG-4
elementary streams into one RTP session. IETF is
currently in the process of developing a generic
RTP multiplex that might serve this purpose. Alter-
natively, FlexMux may be used as an MPEG-4
speci"c solution to map a complete FlexMux
stream in one RTP session.

While the payload format speci"cation is making
progress, the announcement and control of
MPEG-4 content on the Internet has not yet been
addressed with the IETF. The Session Description
Protocol (SDP) [13] is a candidate for announce-
ment purposes. Using SDP as a descriptor for an
MPEG-4 presentation allows making use of other
infrastructure that is currently being de"ned for
content access. The Session Initiation Protocol
[16] and Session Announcement Protocol [10]
that are meant to announce multimedia events
both use SDP descriptors. Similarly, SDP descrip-
tors may be conveyed also via HTTP or email,
using MIME types. Finally, RTSP [18] has a
DESCRIBE command that conveys an SDP des-
criptor. RTSP is furthermore a candidate for ses-
sion control and, more speci"cally, stream control
purposes.

Given the properties of SDP, that is itself com-
parable to some extent to the object descriptors in
MPEG-4, it is worth analyzing brie#y whether
SDP can completely take the role of the object
descriptors in an Internet scenario. SDP allows to
advertise media streams that belong to a multi-
media session, including some level of descriptive
information about the stream and an indication
through which transport channel (UDP port) this
media stream is conveyed. However, there is no
explicit advertisement of hierarchical or alternative
representations of a single audio}visual object and,

of course, there is no prede"ned way to associate
speci"c streams to such audio}visual objects at all.
There is also no means to associate intellectual
property rights information or object content in-
formation to individual audio}visual objects nor
can the number of streams in the session be dynam-
ically modi"ed.

Of course, it is conceivable to extend SDP in this
direction but, assuming that the Internet will not
be the only medium on which MPEG-4 content
will be released, it seems preferable to keep the
MPEG-de"ned object descriptors to describe the
elements of an MPEG-4 session and to use SDP at
the delivery layer to simply point to this session as
a whole. In that case, SDP can be used to convey
the initial object descriptor as well as the stream
map table. The syntax of the stream map table
remains to be de"ned.

5.3. MPEG-4 content delivery on MPEG-2 Systems

MPEG-2 Transport Streams (TS) and Program
Streams (PS) provide the transport encapsulation
for real-time digital broadcast data and DVD, re-
spectively. The speci"cation includes also all the
necessary descriptors (Program Speci"c Informa-
tion, PSI) to identify the services communicated
within a TS or PS. The Packetized Elementary
Stream (PES) syntax serves as a common denomin-
ator to encapsulate content to be conveyed both in
TS or PS.

The draft speci"cation for MPEG-4 content de-
livery on MPEG-2 Systems [12] de"nes the encap-
sulation of both SL-packetized streams and
FlexMux streams in PES packets. In the "rst case
one SL-packetized stream is mapped to one `chan-
nela of the MPEG-2 multiplex. Such a channel is
identi"ed by a PID (packet identi"er) in case of TS
and by a stream id in case of PS. Each SL packet is
mapped to one PES packet. The redundancy be-
tween PES and SL packet header is reduced by
conveying the information (such as time stamps)
only in the PES header and removing the respective
items from the SL packet header.

Despite the redundancy reduction, this mode has
a rather high multiplex overhead. Therefore, it is
possible as well to encapsulate an integer number of
FlexMux packets in a PES packet. Here, several
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SL-packetized streams are mapped to one MPEG-
2 PID or stream id. In this mode the PES header is
not used at all, i.e., synchronization is done with the
time stamp information conveyed in the SL packet
headers. The multiplex overhead is two byte per
FlexMux packet, or even lower, if the MuxCode
mode is used, compared to a minimum of 6 byte per
SL packet in the "rst case.

Additionally, a set of MPEG-4-related descrip-
tors is being de"ned in extension of MPEG-2's PSI.
The initial object descriptor for an MPEG-4 ses-
sion will be carried in a Program Map Table
(PMT) entry. Additional descriptors, correspond-
ing to the stream map table, establish the cor-
respondence between the ES}IDs that identify
elementary streams within the session and the trans-
port channel consisting of either a PID or stream id
and, optionally, a FlexMux channel number.

5.4. Storage of MPEG-4 content

The storage of MPEG-4 presentations seems to
be an issue that is not directly related to the pre-
viously described mappings to transport formats.
Conceptually, however, it is not much di!erent.
MPEG-4 presentations may consist of a large num-
ber of elementary streams and, as before, it has to
be decided whether each of the streams is to be
stored in a separate "le or whether streams share
one "le, potentially through the use of FlexMux. It
is not intended to directly use the "le format for
transmission of MPEG-4 streams. A translation to
a transmission format that is appropriate for the
target transport network should be done.

An MPEG-4 "le format is currently being
developed, starting from Apple's QuickTimeTM "le
format that has been chosen out of a number of
proposals (see, for example, [1]) as a starting point.
It is currently being adapted to the needs of
MPEG-4 and will be included in the second version
of the MPEG-4 standard that is expected to be
approved at the end of 1999.

6. MPEG-4 content access procedure walkthrough

To conclude this paper, we now outline the
MPEG-4 content access procedure using the build-

ing blocks previously described. This access may
occur in di!erent ways, depending on the applica-
tion context. The details di!erentiating the di!erent
access procedures are con"ned to the delivery layer,
below the DAI, and are not further detailed.

It is assumed that the MPEG-4 receiver applica-
tion is already active. How it has been activated is
out of the scope of the MPEG-4 speci"cations. It is
also assumed that the URL corresponding to a ser-
vice has been made available to it, by means that
are also out of the scope of the MPEG-4 speci"ca-
tions (e.g., a link on the Web).

Given these preconditions, the following steps
shall take place (bearing in mind that the usage of
the DAI is instrumental to the description of the
walkthrough, but is not mandatory in a compliant
implementation):

1. The receiver requests the service by passing
a URL to the DAI; as a result a service session is
established and the initial object descriptor is
returned.

2. The ES descriptors in this initial OD identify the
primary OD stream(s) and scene description
stream(s) for this service.

3. The receiver selects the ES}IDs (or URLs, if any)
of those OD and scene description streams that
it requires.

4. The receiver requests delivery of the streams
with these ES}IDs (or URLs) through the DAI;
handles to the channels carrying the respective
streams are returned.

5. The receiver requests to play the data.
6. The sender starts delivering the stream (which in

a broadcast scenario may actually mean simply:
starts reading data from the network), and the
receiver accesses data through the DAI.

7. The receiver parses arriving BIFS and OD data.
8. The receiver selects ES}IDs (or URLs) of those

media streams that it requires.
9. continue at step 4.

As can be seen, the MPEG-4 content access re-
quires multiple requests through the DAI. In some
scenarios this might lead to the de"nition of &well-
known' ES}IDs, so that some streams can be ac-
quired without having to go through the entire
procedure. In case of broadcast applications, the
requests through the DAI are of course implemented
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on the delivery layer by means that do not require
a backchannel. Furthermore, the process deliber-
ately ignores questions of delays induced by estab-
lishing access to various, potentially distributed
resources. This has to be taken care of by making
all relevant object descriptors available su$ciently
ahead of the time at which the connection to the
ESs is actually needed.

7. Conclusion

The elementary stream management in the
MPEG-4 standard has been described. Its basic
building blocks are the object description frame-
work and the means to synchronize elementary
streams. Object descriptors are the means to link
audio}visual objects in the scene description to the
elementary streams that carry their encoded in-
formation. Object descriptors contain a set of vari-
ous other descriptors, in order to fully describe the
properties of the streams and their associations.
Use of time-stamped object descriptor commands
allows for the creation of very dynamic content, in
which objects } and thus streams } may be added
or removed on-the-#y.

Timing and synchronization features have been
considerably modi"ed compared with MPEG-2.
The traditional combination of clock references
and time stamps allow for object clock recovery
and audio}video synchronization. Synchronization
based on stream start times and known duration of
individual access units has been added. It is pos-
sible to compose content originating from multiple
sources into one MPEG-4 presentation. Perfect
synchronization is possible if such sources are
locked to a globally available time base, such as
GPS.

The current state of the speci"cations for Inter-
net-based and MPEG-2 delivery has been outlined,
as they are expected to be the dominant means of
bringing MPEG-4 content to users. All speci"ca-
tions for MPEG-4 delivery have to be addressed
within the standardization bodies responsible for
the transport layers concerned. There is already
considerable progress in these areas, and we expect
that complete solutions will be de"ned soon. A very
important delivery layer adaptation, the MPEG-4

"le format will become available as part of the
second version of the standard that is anticipated
for the end of 1999.
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