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Abstract

We are dealing in this paper with audio segmentation.
We propose a two level segmentation process that enables
the audio tracks to be sampled in short sequences which
are classified into several classes. The segmentation is per-
formed by computing several features for each audio se-
quence. These features are computed either on a complete
audio segment or on a frame (set of samples) which is a
subset of the audio segment. The proposed approach for
microsegmentation of audio data consists of a combina-
tion of a K-Means classifier at the segment level and of a
Muliidimensional Hidden Markov Model system using the
frame decomposition of the signal. A first classification is
obtained using the K-Means classifier and segment-based
Jfeatures. Then final result comes from the use of Multi-
dimensional Hidden Markov Models and frame-based fea-
tures involving temporary results. Multidimensional Hid-
den Markov Models are an extension of classical Hidden
Markov Model dedicated to multicomponents data. They
are particularly adapted in our case where each audio seg-
ment can be characterized by several features of different
nature,

1. Introduction

Analysis and classification of audio data is an impor-
tant task in many applications, such as speech recognition
or content-based indexing. Several mathematical tools are
frequently used in this research field, as for example Neu-
ral Networks or Hidden Markov Models (HMM). However
most of the HMM-based approaches proposed in the litter-
ature are dedicated to speech recognition. The aim of the
method presented in this paper is not a speech recognition
task, but rather a segmentation of the audio data in different
clusters identified by a label. In our application we are us-
ing the audio track associated with a football video report.
Three elements are to be identified, the referee whistle, the
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crowd noise and the speaker voice. Such a process can bring
enough information in the global interpretation task of the
video sequence. Besides more specific analysis can be later
performed on each of the labeled part of the audio sequence.

The most important difficulty to solve such a problem is
the variability of the characteristics of each class to be ex-
tracted. This is the point that motivated the choices in our
method. Two observation levels are considered, the segment
level and the frame level. In a first step the whole segments
are clustered in order to deal with more similar parts. These
clusters have nothing to do with the final information we
want to extract from the data. They enable to adapt the pro-
cess to the shared characteristics within each cluster. The
second step relies on the use of original HMM models.

In the first part we will review how audio data is pro-
cessed in other systems. Then the mathematical tools we
are to use in our method will be presented before we de-
tail both step of our audio segmentation method. Finally
results on football broadcast tracks will be presented and
commented.

2, Audio data processing

Segmentation and classification of audio data has been
studied by many researchers. It can be seen as a pattern
recognition problem where two issues have to be solved:
choice of the classifier and selection of audio features. Li
et al 8] studied a total of 143 features to determine their
discrimination capability. Pfeiffer et al describe in [11] ba-
sic features used in audio analysis. Wold et al [15] anal-
yse and compare audio features for content-based audio in-
dexing purpose. Li [9] performs experiments to compare
various classification methods and feature sets. Bocchieri
and Wilpon [3] discuss the influence of the feature number
and the need for feature selection. When dealing with com-
pressed audio tracks, it is also possible 1o compute some
specific features, as in the work from Tzanetakis and Cook
[13] with MPEG audio.

Once the classifier and the features have been selected,



we have to determine if the analysis of audio sequences will
be performed on a global or a local basis. In the first case,
the goal is to classify complete audio sequences, as in the
approach by Wang et al [14] to classify TV audio tracks. It
is also possible to classify short audio segments (typically
less than one second long) in order to detect events in audio
sequences, as in the work from Kermit and Eide [6]. Event
detection can even be performed in real time [17].

Several researchers have proposed to use HMM to per-
form audio analysis. Kimber and Wilcox [7] create a HMM
for each speaker or acoustic class. Learning and recognition
are respectively performed using the well-known Baum-
Welch and Viterbi algorithms. Battle and Cano [1] propose
1o use Competitive HMM instead of traditional HMM in
case of unsupervised training. Finally Hirsch [5] uses an
adaptative HMM architecture in order to deal with audio
signal from telecommunications.

In the method we propose we are using classical tools.
We recall them in next session, specially HMM for which
we use an original model that enables to consider each com-
ponent of the data in a some what independent way.

3. Theoretical Tools

3.1. K-Means Classifier

K-Means classifier is a tool widely used in paitern recog-
nition [4]. This classifier considers a number K of clusters
which is determined a priori. The resulting partition is de-
fined by the location of the K cluster centers and is obtained
by minimising the average distortions (computed from an
Euclidean distance) of ail data points belonging to the K
clusters. We briefly recall here the successive steps of this
algorithm.

First we set randomly the K initial cluster centers. Then
every point of the dataset is assigned to the closest cluster,
resulting in a new data partition. This is performed by com-
puting an Euclidean distance between the given peint and
every cluster center. Next the cluster centers are computed
again based on the current partition. These two last steps
are repeated until convergence (i.e. no data poml changes
its association with a cluster).

3.2. Multidimensional Hidden Markov Models

Hidden Markov Models are dedicated to statistical mod-
elling of a process that varies in time. So they are particu-
larly adapted to audio analysis [12]. However, when deal-
ing with multidimensional observation data, it is possible to
use an extension of HMM called Multidimensional Hidden
Markov Models [16]. In this section we will briefly recall
main HMM concepts and present Multidimensional HMM.
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Hidden Markov Models

An Hidden Markov Model is a set of random variables rep-
resenting states of a discrete stochastic process composed
of an hidden and of an cbservable part. It is characterized
by aset S = {S;,...,Sn} of hidden states of the HMM,
aset V.= {Vy,...,Vym} of symbols which can be gen-
erated by the HMM, a probability distribution matrix B of
symbol generation, a probability distribution matrix A of
transitions between states, a probability distribution vector
11 of the initial state. An HMM can then be modelled by the
triplet A = {A, B, T1}.

The segmentation method proposed in this paper is based
on ergodic HMM. Learning and recognition will be respec-
tively performed using Baum-Welch [2] and Forward {12]
algorithms. We will use one HMM for each class of the
audio segmentation.

Multidimensional HMM

Multidimensional HMM are particularly useful when deal-
ing with data composed of several independent components.
Indeed the HMM will generate R different symbols at a
given time t and not only one anymore. The difference with
using observation vectors consists in the fact that vectors
components can have different natures. Here the observa-
tion describes the evolution of R processes instead of the
evolution of onty one process represented in a R-D space
with noise.

The HMM architecture is then modified. The model con-
tains only an A state transition matrix but R matrixes B,
one for each of the simultaneously observable process. The
HMM architecure is also characterized by the number R of
processes linked with the Multidimensional HMM, the set
V= {VI, ..., Vi } of symbols linked to the process P,
the probability distribution matrix B, of generation of sym-
bols linked to process Py, the set V. = {Vy,...,Vg} of
dictionnaries of symbols V* linked to each process, and fi-
nally the set B = {By,...,Bgr} of probability distribution
matrixes.

The methed we propose in this paper involves Baum-
Welch and Forward algorithms. More precisely, we use
modified algorithms in order to deal with Multidimensional
HMM.

These tools are used in the process we detail in next sec-
tion.

4. Combination of both approaches

As any other method the recognition method we have
elaborated is relying on & set of features. We think it is im-
portant to get information at different observation scales as
the type of information is not the same. But indeed it may



be difficult to manage these levels in a HMM model. So
we have decided to consider two observation levels in the
audio track. The signal or audio track (noted AT) is divided
into segments (noted AS) that are themselves divided into
frames (noted AF). So features concern either the segment
level or the frame level. At the segment level a K-Means
classifier will allow to cluster the segments into K virtual
classes. Within classes the variability of the signal with re-
spect to the features used is decreased. These classes have
no real link with the predefined C labels we want to asso-
ciate with each segment. Then classifiers are used on each
virtual class to label the segments. For this task frame fea-
tures are used within C x K HMM. Diagram of the pro-
posed approach is given in figure 1.

Audio
track
|
Audio K-Means K virtual
segments W Classes
| .
Audio Multidimensional ¢ labels

frames HMM

Figure 1. Diagram of the proposed two level
approach.

Now we are to precise the features we have made use of
as well as the leamning procedure and the recognition one.

4.1. Audio features

We perform audio segmentation using a set of 12 fea-
tures. Some are taken from {10]: non-silence ratio (NSR),
volume standard deviation (VSTD), standard deviation of
zero crossing rate (ZSTD), volume dynamic range (VDR),
standard deviation of pitch period (PSTD}, smooth pitch ra-
tio (SPR), non-pitch ratio (NPR), frequency centroid (FC),
frequency bandwidth (FB), 4 Hz modulation energy (4ME),
and energy ratio of subband 1-3 (ESRB1-3). We also use a
feature representing the cepstrum (CBF: Cepstrum-Based
Feature). Among these features, five are related (o an audio
segment (NSR, SPR, NPR, VDR, 4ME) and will be used
in a first segmentation step based on the K-Means classi-
fier. Other features (VSTD, ZSTD, PSTD, FC, FB, ERSB,
CBF) are related to a frame and will be analysed through
Muitidimensional HMM.

4.2. Learning step

The learning is performed in a supervised way and is
based on three successive steps which will be described
below: feature computation, K-Mecans classification, and
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HMM creation. Let K and C respectively represent the tem-
porary and final number of classes in our segmentation.

In order to analyse an audio segment AS, we first have
to compute its related features. In a preprocessing step the
audio segments are divided into N several shifted frames
noted AF; to AFy.

The K-Means classifier can then be applied using only
the segment-based features in order to obtain a first classi-
fication into K clusters or virtual classes (figure 2a). The
parameter K has to be set a priori and has an influence
on the number of Multidimensional HMM to be built then.
Indeed the use of a K-Means classifier in the Multidimen-
sional HMM creation process allows to increase the quality
of the labelling process.

Once the audio segments have been classified into one of
the K clusters, it will be involved in the learning process of
the appropriate Multidimensional HMM. This learning pro-
cess is achieved using only data in one of the K clusters, and
for each of the K clusters C HMM are elaborated, as shown
in figure 2b where p audio segments ASJ\,i are used to create
HMM! to HMM. linked to virtual class ASy;,. The learning
algorithm used is the multidimensional Baum-Welch algo-
rithm and of course uses the frame based features that allow
to describe the segments by an observation whoose length is
the number of frames. The proposed method needs K x C
Multidimensional HMM in order to perform segmentation
in C classes.

4.3. Recognition step

The goal of the recognition step is to classify every audio
segment into one of the C classes. This step involves sim-
ilar processing as learning procedure. First audio segment
features are computed. Then each segment is classified us-
ing K-Means classifier in one of the K classes (see figure
2a). We then process the Forward algorithm on the C Mul-
tidimensional HMM HMM. 10 HMM! linked with the se-
lected class ASvy,. The audio segment is finally labeled into
the class for which the Forward algorithm gives the highest
probability P!___, as shown in figure 2c.

5. Results

The method proposed in this paper has been applied on
football audio broadcast tracks. The goal was to classify
every audio segment into one of the three following classes
(C = 3): referee whistle, crowd, and speaker voice. Once
the classification of an audio segment has been obtained,
it is then possible to analyse it with an adequate process-
ing (e.g. speech recognition is performed only on “speaker
voice” audio segments).

Duration of audio segments analysed in cur application
is equal to one or half a second. Frame-based features are



computed by dividing the audio segment into frames con-
taining 1024 samples. Two successive frames are shifted
of 512 samples in order to keep continuity property. We
have made use of K-Means classifier involving 3 clusters
(K = 3} so the proposed method needs 9 Multidimensional
HMM.

The trials have been achieved on a total of 616 audio
segments (21 for referee whistle, 148 for crowd, and 447 for
speaker voice) extracted from different videos. Recognition
rates are given in table 1. In comparison with traditional
HMM-based approaches, the recail rate is 10 to 15 % higher
for similar precision rate.

" Class | Recall | Precision
Whistle | 95 % 86 %
Crowd 75 % 86 %
Speaker | 95 % 90 %

Table 1. Resuits of 3 classes segmentation.

6. Conclusion

In this paper, we proposed a method for microsegmenta-
tion of audio sequences. We combine a K-Means classifier
with Hidden Markov Models in order to analyse audio seg-
ment using several audio features based either on segment
or frame. The use of the K-Means classifier helps us to get
recognition of better quality whereas the use of Multidimen-
sional HMM allows to deal with data composed of several
independant features. Results have shown that this method
outperforms classical HMM-based approach.

Future work includes tests on other audio features and
other classifiers (especially unsupervised algorithms) in or-
der to confirm the improvement of recogunition rates. An im-
plementation of the method on a multiprocessor workstation
is also considered to obtain a real time process. The pro-
posed method will be integrated in a football event recogni-
tion system as a preprocessing step for audio data analysis.
Finally other applications will be developed.
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