
IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, VOL. 34, NO. 4, AUGUST 2004 1763

Phase-Based Dual-Microphone
Robust Speech Enhancement

Parham Aarabi, Member, IEEE, and Guangji Shi

Abstract—A dual-microphone speech-signal enhancement algo-
rithm, utilizing phase-error based filters that depend only on the
phase of the signals, is proposed. This algorithm involves obtaining
time-varying, or alternatively, time-frequency (TF), phase-error
filters based on prior knowledge regarding the time difference of
arrival (TDOA) of the speech source of interest and the phases
of the signals recorded by the microphones. It is shown that by
masking the TF representation of the speech signals, the noise com-
ponents are distorted beyond recognition while the speech source of
interest maintains its perceptual quality. This is supported by digit
recognition experiments which show a substantial recognition ac-
curacy rate improvement over prior multimicrophone speech en-
hancement algorithms. For example, for a case with two speakers
with a 0.1 s reverberation time, the phase-error based technique re-
sults in a 28.9% recognition rate gain over the single channel noisy
signal, a gain of 22.0% over superdirective beamforming, and a
gain of 8.5% over postfiltering.

Index Terms—Microphone arrays, speech processing, speech
recognition, time-frequency analysis.

I. INTRODUCTION

I N VARIOUS applications such as, speech recognition and
automatic teleconferencing, the recorded speech signals

may be corrupted by noises which can include Gaussian noise,
speech noise (unrelated conversations), and reverberation
[19]. This corruption often degrades the performance of these
systems. For example, in speech recognition systems noise
results in a lower speech recognition accuracy rate [19], [21].
As a result, various speech enhancement techniques have been
investigated in the past [7]–[9], [15], [18], [22].

The fusion of multiple acoustic signals obtained from an array
of microphones is a problem that has received much attention in
recent years [2], [3], [7], [14], [15]. This can be partly attributed
to the fact that such approaches hold the potential for significant
noise removal, thereby enabling many applications including ro-
bust speech recognition [2], [7]. Examples of multimicrophone
techniques include independent component analysis (ICA) [7],
[15] and various beamforming algorithms [9], [10], [17], [18],
[23].

While many algorithms exist for the uncorrelated noise situ-
ation (such as postfiltering with Wiener filters), practical situa-
tions often involve correlated noise [17], [21]. In [10], a solution
for correlated noises was proposed. The idea was to improve the
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signal cross spectrum by estimating the noise cross spectrum
during silence intervals and subtracting it from the cross power
spectrum of the recorded segment.

Another successful speech enhancement technique was dis-
cussed in [9]. The superdirective beamformer was shown to have
an approximately 20% higher speech recognition accuracy rate
than that the previously discussed techniques.

In this paper, a time-frequency filtering technique is pro-
posed that rewards, or punishes, individual TF blocks (i.e.,
a certain frequency for a given time segment) based on the
observed phases and the expected phases of those blocks.
This has the aim of maintaining the spectral structure of the
speech source of interest, and thereby, the main contents of that
speech source, while damaging the spectral contents of other
sources, hopefully beyond recognition. This technique, as will
be shown, requires knowledge regarding the time difference of
arrival (TDOA) of the speech source of interest. Furthermore, it
is an ad-hoc technique while its initial formation was obtained
as a result of TDOA estimation.

II. PROBLEM STATEMENT AND PRIOR WORK

In this paper, we target the problem of enhancing noisy speech
signals recorded by two microphones with known TDOAs. In
general, the following dual-microphone can be used:

(1)

(2)

which can be represented in the frequency domain as

(3)

(4)

where and are the impulse responses associated
with the speech source for the first and second microphone, re-
spectively, and are the signals obtained by the mi-
crophones, and , , and are the main source, and
the noise signal associated with each microphone. The goal of
speech enhancement is to combine or process the observed sig-
nals and in order to obtain a perceptually equivalent
version of . In this effort, a variety of techniques have been
proposed, the most common of which is beamforming [9], [18].

A. Beamforming and Super-Directive Beamforming

We can extend the dual microphone model of (1) and (2) to
the microphone case, as shown

(5)
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where is the speech signal of interest at time , the micro-
phone signal vector is a column vector containing the
microphone signals at time ; is a column vector of the
impulse responses of each microphone for the given source of
interest; and is a vector of possibly dependent noises. In
practice, we must sample a finite segment of the microphone
signals. Assuming that we take an sample segment (with sam-
pling rate ) and take its Fourier transform, (5) can be restated
in the frequency domain as

(6)

where the capital letters are all discrete-time Fourier transforms
of their lower-cased time domain representations. Note that be-
cause we are taking Fourier transforms of finite signal segments
(which according to the DFT or periodically extended), our rep-
resentation in the frequency domain is nonzero at discrete values
(i.e., is defined at a discrete set of values starting from 0
and incrementing or decrementing in steps). While
we have used a general impulse response model in (5), we as-
sume that the TDOAs relative to the first microphone for the
speech signal of interest are known. In such a scenario, the
beamforming operation can be defined as

(7)

where is a row of complex weights defined as follows [9]:

(8)

and the steering vector is defined as

(9)

where are the set of TDOAs for the second to
th microphones relative to the first microphone and corre-

sponding to the position of the sound source of interest. Finally,
the coherence matrix is defined as

...
...

. . .
...

(10)

For delay-and-sum beamforming, we have: , for
.

For superdirective beamforming, we have [9]

(11)

where is the speed of sound, is distance between the th
and th microphones, is the variance of uncorrelated sensor
noise, and is the power spectral density of the diffuse
noise field. As suggested in [9], a to sensor
noise to room noise ratio gives good results in most practical
situations.

B. Postfiltering

Another widely used array speech enhancement technique is
postfiltering [10], [17]. A postfilter consists of a beamformer
followed by a time varying filter.

Based on the Wiener–Hopf equation, the transfer function of
the Wiener filter at any frequency is expressed as

(12)

where is the power spectral density (PSD) of the beam-
former output and is the cross power spectral den-
sity (CSD) of output and the original clean signal of interest.
The beamformer output is defined as

, where is the time difference of arrival between
the two microphones (assumed to be known), and and

are the Fourier transforms of the signals recorded by the
two microphones. In [17], the performance of the postfilter was
analyzed in detail. It was shown that the following realization of
the Wiener filter, shown here for the case of two microphones,
gives good results

(13)

where is the CSD of the time-aligned input
signals from the different microphones, and, and

are the PSDs for signals of the first and second mi-
crophones, respectively. Equation (13) is a good approximation
of (12) under the assumptions that noise at each sensor is un-
correlated and there is no correlation between noise and the de-
sired signal. When there are more microphones, [17] showed it
is better to use a directivity-controlled array rather than a con-
ventional beamformer [17]. In this paper, we will concentrate
on the two-microphone case only, and hence, will only consider
the postfilter of (13).

III. PRELIMINARIES

The time-domain representation of speech signals often fails
to convey clear information regarding the contents of the speech
signal. The frequency domain representation of speech, how-
ever, illustrates the harmonics and formants which are essential
to the recognition of speech [19]. In order to visualize the for-
mants of a speech signal, a short-time Fourier transform repre-
sentation is required since the formants change with respect to
time.

Assuming that we have a recorded speech signal , we
sample it with sampling frequency resulting in the discrete
signal , where is the sampling pe-
riod. We partition into half overlapping -sample seg-
ments which are windowed by a Hanning (or more correctly,
Von Hann) window (the windowing function should be chosen
such that the original time-domain signal can be obtained by
overlapping and adding the windowed segments). We define the
Fourier transform of the th time segment as , where, as
before, the frequency index is defined at discrete frequency
values (in steps of ) due to the finite time-window.
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Fig. 1. Spectrogram of the phrase “two-hundred and thirty.”

can be viewed as the discrete time-frequency (TF) trans-
formation of . Note that while is directly obtained
from , the inverse [i.e., obtaining back from ]
can be done by taking the inverse fast Fourier transform (IFFT)
of for each segment, overlapping and adding the seg-
ments, and reconstructing the continuous signal from the dis-
crete-time signal. It should be mentioned that although there
are mathematically discrete frequency points, only half (i.e.,

) are of value since the remaining half are just the complex
conjugates of the first half (due to the fact that the time-domain
signal is real). As a result, we will just analyze discrete fre-
quencies.

As a result, after the TF transformation, we have a complex
TF image, or a set of phase and magnitude TF images. The mag-
nitude image is known as the spectrogram, and is often used
to depict the characteristics of difference vowels. Fig. 1 shows
the spectrogram for the male utterance of the phrase “two-hun-
dred and thirty.” While spectrograms are often relied upon to
convey information about the contents of the speech signal, their
phase counterparts are not often used. Although the phase in-
formation of speech signals has not been fully exploited in most
speech recognition systems, it is almost always used in multi-
microphone settings for time-delay estimation.

In this paper, we often use the term “time-frequency block” to
correspond to a certain frequency component for a certain time
segment. This is in fact equivalent to a short-time DFT over mul-
tiple segments. However, we will use the time-frequency nota-
tion since our short time filtering strategy (alternatively known
as time-frequency masking in the literature) is a time-varying
filter.

IV. PHASE-BASED TIME-FREQUENCY MASKING

In this section, we will introduce the concept of phase depen-
dent time-frequency masking for the purpose of speech signal
enhancement. The basic premise is that working in the time-fre-
quency domain can result in better speech signal enhancement
than either the time or the frequency domain techniques.

A. TDOA Estimation and Its Relation to Phase
Error Minimization

Note that TDOA estimation is not the focus of this paper. In
fact, the proposed algorithm and the corresponding experiments
utilize prior knowledge regarding the TDOA of the speaker of
interest (i.e., no online TDOA estimation is made). Neverthe-
less, TDOA estimation does provide a unique insight and in-
teresting introduction to the proposed time-frequency reward-
punish algorithm. This, and only this, is the reason behind the
inclusion of this section.

Assuming two microphones are present in an environment
with a sound source, the sound waves which are produced by
the source will arrive at the two sources at different times. Since
sound travels at a speed of approximately 345 m/s in air, the
time differences, known as the time-difference of arrivals, will
be small (about 1–2 ms) compared to the length of the speech
segments used in the spectrograms (typically 20 ms long). As a
result, the spectrogram for the two channels will be very sim-
ilar. The time-frequency phase images, however, will be quite
different because of the time delay between the two channels
and can be used to estimate the TDOA of the sound signal be-
tween the two microphones.
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There are many different algorithms that attempt to estimate
the most likely TDOA between a pair of microphones [5], [11],
[12]. Usually, these algorithms have a heuristic measure that
estimates the likelihood of every possible TDOA, and selects the
most likely value. The most widely used TDOA estimator is the
generalized cross correlation class, which attempts to filter the
cross correlation between two received signals in an optimal or
suboptimal manner, and then selects the time index of the peak
of the result to be the TDOA estimate. Considering a simplified
model of (1) and (2), we have

(14)

(15)

The two microphones receive a time-delayed and scaled version
of the source signal without modeling reverberations. The
goal of TDOA estimation is to estimate given the microphone
signals and , where we assume and
are the Fourier transforms of these signals, respectively. The
most common solution to this problem is the generalized cross
correlation approach shown below [12]

(16)

where is an estimate of the original source signal delay be-
tween the two microphones. The above equation assumes that
there is only one segment of the microphone signals available.
In reality, in order to make sure that the speech source is sta-
tionary within a single segment, only 10–20 ms segments can
be used. Since there may be many such segments available, a
different form of (16) that incorporates different signal seg-
ments is shown

(17)
which, in practice, can be written in the following discrete-fre-
quency form:

(18)
where is the highest frequency of interest in radians. The
above two equations assume that the sound source time delay
between the microphones remains constant for all of the signal
segments. The actual choice of the weighing function
has been studied at length for general sound and speech sources.
Three different choices, the maximum likelihood (ML) [12],
[16], the phase transform (PHAT) [12], [20], and the unfiltered
cross correlation (UCC) [13] are

(19)

(20)

(21)

The maximum likelihood weights require knowledge about the
spectrum of the microphone dependent noises. The phase trans-
form does not require this knowledge, and hence, has been em-
ployed more often due to its simplicity. The unfiltered cross cor-
relation does not utilize any weighing function.

With the PHAT weights, the discrete-frequency cross-corre-
lation reduces to

(22)

where is defined as

(23)

Equation (22) involves a maximization that will be achieved
when the appropriate choice of equals the TDOA , resulting
in a decreased phase error for most frequencies. As a result, the
phase transform can be (approximately) represented as a phase
error minimization technique, which can be defined as [12]

(24)

where is the following phase variance corresponding to the
TDOA :

(25)

At the correct time delay , (24) will have a minimized phase
variance of

(26)

Ideally, should be equal to 0. However, due to the pres-
ence of noises, reverberations, and the effects of a finite-duration
window, the minimum phase variance, or MPV, will be nonzero.

As an example, consider the case when

(27)

(28)

where and are independent Gaussian signals. Using
2 min of a speech signal obtained from a male speaker with a
simulated of 0.11 ms, a simulation was performed in order to
illustrate the relationship between the amount of noise present
and . As shown in Fig. 2, the MPV decreases as the SNR is
increased.

Just like noise, reverberations will also increase the MPV.
This is shown in a simulated 7 m by 6 m by 2.5 m environment,
where the microphone pair and the speech source are positioned
as shown in Fig. 3.

By simulating reverberation times between 0 s and 0.4 s, and
using Eyring’s formula to obtain wall reflection ratios between 0
and 0.87 [12], the MPV versus reverberation time graphs shown
in Fig. 4. Note that once the wall reflection ratio was obtained
from the reverberation time, the Image model technique [6] up
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Fig. 2. Relation between the MPV and the SNR.

Fig. 3. Simulated reverberant environment.

to ninth-order reflections was used to estimate the impulse re-
sponse for each microphone.

Fig. 4 shows that the greater the reverberations, the higher the
MPV. This is analogous to the results of Fig. 2 where the greater
the noise, the higher the MPV.

B. Phase-Error Based Time-Frequency Masking

Clearly, the MPV, which is the sum-squared phase error for all
TF blocks, is a good indication of the level of noise or reverber-
ation that is present in the entire signal. Note that in this paper,
a TF block corresponds to a specific frequency component of
a specific time segment. Since we may have several time seg-
ments, indexed by , and several frequencies, indexed by , we
call this component the th time and the th frequency block.

In this paper, we propose that the block-based phase error,
, be used as a metric

for the amount of noise in an individual block. As shown in the

Appendix , the phase error in fact defines an upper bound for
the signal to noise ratio of a given TF block.

While we use the definition
, it is assumed that this phase error is always

wrapped between to .
As a result of the relation between the signal to noise ratio of

a given TF block and its phase error, we propose that the phase
error be used as a reward-punish criteria for noise removal. In
other words, we will punish TF blocks with large phase errors
(i.e., scale down their amplitudes) while keeping low phase error
blocks intact. However, in order to implement such a phase-error
dependent reward–punish algorithm, its aggressiveness and sen-
sitivity to different phase errors must be analyzed.

This scaling can obviously be done for each of the two
channels, separately, with the end result of each channel being
combined by delay-and-sum beamforming or more elaborate
techniques. Throughout this paper, we will use delay-and-sum
beamforming as a means of integrating the two masked micro-
phone signals. In the experiments, we will compare the result of
performing time-frequency masking on only a single channel,
and masking on both channels followed by delay-and-sum
beamforming.

C. Masking Criterion

Aggressive reward-punish techniques work well in low SNR
situations and not very well with high SNRs. The opposite is true
for less aggressive reward-punish techniques. The reason be-
hind this can be attributed to the fact that aggressive techniques
damage the clean signal, thereby limiting the highest possible
output SNR, while less aggressive techniques do little harm to
the actual signal while having little effect on the noise. The fol-
lowing discussion will analyze this point further:

Assuming that we treat all TF blocks similarly then our goal
is to reduce the amplitude of the th time and th frequency
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Fig. 4. Relation between the MPV and the reverberation time.

block with a parameter ranging from 0 to 1. As a result,
our overall SNR can be defined as

(29)

where is the coefficient of the th time block at frequency
and is the noise component of the same TF block. Note

that the above definition of SNR includes damage to the clean
signal as additional noise.

Clearly, our goal is to maximize this SNR. Differentiating
with respect to and equating to 0, we obtain the following
optimal scaling equation (a.k.a. the Wiener filter):

(30)

where is defined as the SNR of the TF block. In
other words

(31)

Equation (30) defines an optimal amplitude scaling factor that
would maximize the overall SNR given knowledge about the
SNR of each individual block. The remaining challenge now is
to estimate this block-SNR.

By using the SNR bound of the Appendix and the optimal
block scaling defined by (30), we obtain the following block
scaling bound:

(32)

where is the upper bound for the scaling of a given TF
block.

In this paper, we propose that the following equation be used
as a parameterized scaling strategy for each TF block:

(33)

where is the TF block attenuation function and is a fixed
constant.

A simulation was performed on 100 12-ms male speech
segments consisting of both voiced and unvoiced segments
(about 80% voiced and 20% unvoiced) corrupted by white
Gaussian noise in order to analyze the effectiveness of block
scaling strategy. Fig. 5 illustrates the boundary scale as a
function of the phase error and compares it with the scaling of
(33) with parameters and .

Fig. 6 illustrates the performance of the TF block scaling at
the bound scales defined by (32) for the setup of Fig. 3 without
reverberations and with independent Gaussian noise added to
each channel. Note that the point of these simulations is not to
fully test the algorithm but just show the relative effects of dif-
ferent filter choices. For a detailed set of SNR-based simula-
tions, please refer to [4]. As shown, the SNR improvement is
not very large (i.e., is less than 3 dB).

Fig. 7 illustrates the SNR improvement obtained by the pro-
posed technique using the attenuation function of (33) and with
several different values for .

As shown in Fig. 7, higher values of punish high phase-error
blocks more severely, resulting in improved performance in low
SNR situations and worse performance in high SNR situations.
As a result, a value of 5 for was chosen and used for the ex-
periments in this paper as a result of its consistent SNR gains
over a broad range of input SNRs.
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Fig. 5. Comparison of the TF block scale bound defined by (32) and the scaling proposed by (33).

Fig. 6. Performance of the maximum allowable block scaling defined by (32).

D. Relation Between Phase-Error-Based Masking
and Postfiltering

The postfilter suggested by (13) is in fact related to the phase-
error based filtering proposed in this paper. The postfilter sug-
gested by [17], which was shown in (13), can be approximated
(using single-segment CSD and PSD estimates) as

(34)

which can be simplified to

(35)

where is the phase-error for the current time segment, as
defined previously.

As shown in Fig. 8, when is small, the filter has a value
close to 1, and when is large, the filter has a small value.
Hence, the postfilter of [17] (or, at least, a single-segment based
CSD and PSD estimate version of it) is in fact a special case of
the phase-error based filtering discussed in this paper.
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Fig. 7. SNR ratio improvement using the attenuation function of (33).

Fig. 8. Illustration of the relation between postfiltering at the proposed phase-error-based masking approach.

Two problems with the postfilter can be observed from Fig. 8.
First, the postfilter has a width which can make it too lenient on
high phase-error frequencies or TF blocks, unlike the filter pro-
posed in this paper with . Second, for high phase-errors,
the postfilter can leave the magnitude of the block intact and just
flip the sign (i.e., this corresponds to a multiplication by ).
This, in effect, leaves some noisy TF blocks or frequencies in
the postfilter output. The proposed filter does not suffer from
this problem.

V. EXPERIMENTAL EVALUATION

While SNR gain simulations are useful, they cannot truly
convey the effectiveness (or lack thereof) of a speech enhance-

ment technique. A much better test is the performance of the
enhanced speech signal (using both the proposed technique and
alternative techniques) on a speech recognition system.

In this section, an experiment was conducted with five dif-
ferent speakers. A speaker-independent single-digit recognition
system (with no training) was built based on the voice extreme
module from Sensory Inc. Detailed information about the
architecture of this recognition system can be found in [1]. This
module was programmed to only recognize a set of ten preset
digits. While the performance of the speaker-independent digit
recognition modules may not be on par with more capable
speech recognition systems, their portability and universal
applicability made them an attractive platform for testing dif-
ferent algorithms. Furthermore, since we care only a perceptual
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Fig. 9. Simulation setup with a speech source of interest, an unwanted speech
source, and two microphones.

TABLE I
DIGIT RECOGNITION ACCURACY RATE

COMPARISON (DS=DELAY-AND-SUM BEAMFORMING, SD=SUPERDIRECTIVE

BEAMFORMING, PEF1=PHASE-ERROR BASED FILTERING APPLIED TO ONLY

THE SIGNAL OF THE FIRST (LEFT) MICROPHONE, PEF2=PHASE-ERROR BASED

FILTERING APPLIED TO ONLY THE SIGNAL OF THE SECOND (RIGHT)
MICROPHONE, PEF+DS=PHASE-ERROR BASED FILTERING ON BOTH SIGNALS

FOLLOWED BY DELAY-AND-SUM BEAMFORMING, PF=POSTFILTERING, CLEAN=
ORIGINAL SIGNAL BEFORE THE ADDITION OF SECOND SPEAKER NOISE,

NOISY=UNALTERED NOISY SIGNAL OF THE FIRST (LEFT) MICROPHONE) WITH

TWO MICROPHONES AT 0 dB

analysis of the different algorithms, the Sensory, Inc. module
was deemed to be acceptable for such a task.

The speech recognition system, which is small enough to
be embedded in handheld applications, recorded 20–30 random
digits (in the 0–9 range with a corresponding ten digit vocabu-
lary) from each speaker. The noise was artificially-added speech
noise consisting of a male conversation, resulting in a signal to
noise ratio of 0 dB. The sampling frequency was 16 KHz. For
the phase-error TF mask, (17) was used with . The setup
of the experiment is shown in Fig. 9. Two cases were consid-
ered, one without reverberation, and one with a reverberation
time of 0.1 s.

A. Experiment Without Reverberation

Table I shows the digit recognition rate test for five different
speakers. For consistency, each simulated experiment was con-
ducted four separate times with different secondary speech sig-
nals (i.e., the noise signal), and the results of the four trials were

TABLE II
DIGIT RECOGNITION ACCURACY RATE COMPARISON (DS=DELAY-AND-SUM

BEAMFORMING, SD=SUPERDIRECTIVE BEAMFORMING, PEF1=PHASE-ERROR

BASED FILTERING APPLIED TO ONLY THE SIGNAL OF THE FIRST (LEFT)
MICROPHONE, PEF2=PHASE-ERROR BASED FILTERING APPLIED TO ONLY THE

SIGNAL OF THE SECOND (RIGHT) MICROPHONE, PEF+DS=PHASE-ERROR

BASED FILTERING ON BOTH SIGNALS FOLLOWED BY DELAY-AND-SUM

BEAMFORMING, PF=POSTFILTERING, CLEAN=ORIGINAL SIGNAL BEFORE THE

ADDITION OF SECOND SPEAKER NOISE, NOISY=UNALTERED NOISY SIGNAL

OF THE FIRST (LEFT) MICROPHONE) WITH 2 MICROPHONES AT 0 dB,
INCLUDING A 0.1 S REVERBERATION TIME

averaged. The output from the phase-error filter applied to ei-
ther channel (PEF1 or PEF2) gives the highest average recog-
nition accuracy, which is very close to the average recognition
accuracy rate of the clean signal. Both the delay-and-sum beam-
former and the superdirective beamformer are able to obtain
small recognition accuracy rate gains (12.2% for delay-and-sum
beamforming, 14% for superdirective beamforming). Postfil-
tering (using the approach of [17]) does better than conven-
tional beamforming, with a gain that is 6.2% less than that of
phase-error filtering with delay-and-sum beamforming, and is
an improvement of 31.9% over the noisy signal. Finally, the
PEF+DS technique proposed in this paper (with ) re-
sults in an improvement of 38.1% over the single microphone
noisy signal. This result is much better than the other techniques
under analysis. Note that all of these results have been obtained
without taking reverberation into account and only used two mi-
crophones.

It is interesting to note that if the phase-error filter was only
applied to the signal of the first microphone (PEF1) or the
second microphone (PEF2), then the result would be slightly
better than the case were both channels are filtered followed
by delay-and-sum beamforming (PEF+DS). This suggests that
the recognition rate gains are mainly as a result of phase-error
filtering and not as a result of delay-and-sum beamforming.

B. Experiment With Reverberation

We now consider the case were reverberations are present and
modeled using the image model technique [6]. The wall reflec-
tion ratio was estimated to be 0.57 using Eyring’s formula [12],
the assumed room dimensions, and the assumed reverberation
time of 0.1 s. The digit recognition results, which are shown
in Table II, are similar to the case without reverberations. The
PEF1 (phase-error based filter applied to only the first channel)
technique is a 9.7% higher recognition rate than postfiltering,
and 30.1% higher than the noisy signal. The PEF2 (phase-error
based filter applied to only the second channel), on the other
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hand, has only a 5.4% recognition rate gain over postfiltering,
and a gain of 25.8% over the noisy signal’s recognition rate.
Again, for consistency, each simulated experiment was con-
ducted four separate times with different secondary speech sig-
nals (i.e., the noise signal), and the results of the four trials were
averaged. In all four trials, the variation of the average recogni-
tion rate was within .

It is interesting to note that the combined PEF+DS technique,
in the reverberant case, actually results in a slightly lower recog-
nition rate than PEF applied to only the first channel. This corre-
sponds to a gain of 8.5% over postfiltering, and an overall gain
of 28.9% over the noisy signal. In this case, it is likely that the
lower perceptual quality of the second filtered signal (PEF2)
resulted in the lower recognition rate of the combined signals
(PEF+DS).

VI. CONCLUSIONS

A phase-error-based time-frequency masking technique was
proposed. It was shown through speaker independent digit
recognition experiments that the proposed technique achieves
a higher digit recognition rate than prior speech enhance-
ment techniques, which include superdirective beamforming,
delay-and-sum beamforming, and postfiltering. This higher
recognition rate result is consistent in both reverberant and
nonreverberant situations.

Further improvements of this work would ideally center in
two areas. First, the proposed phase-error filtering technique is
ad-hoc, and could greatly improve from a more careful investi-
gation of the phase-error filter shape. Second, it is not clear how
this technique would be extended do multiple microphones (as
compared to beamforming or postfiltering where the extension
is clear). As a result, analyzing the method of application of the
algorithm to multiple microphones as well as investigating the
benefits of such an extension would be fruitful directions of fu-
ture research.

APPENDIX

RELATION BETWEEN PHASE ERROR AND SNR

Intuitively, it would seem that a larger phase error for a given
TF block is indicative of a lower SNR, and vice versa. We can
show this relationship directly as follows.

Assuming that the noise for each given TF block has a con-
stant amplitude in both channels, we can define the contents of
TF block at frequency and time-segment as

(36)

(37)

The phase error for this block is

(38)

Using the relation , from (36)
and (37) we have

(39)

(40)

Equation (38) can be reduced to

(41)

where and
.

Usually, it is difficult to know the exact value of and
since that requires exact knowledge about the signal and noise
phases. However, even without such information, it is easy to
show that, for

(42)

which, using (41), becomes

(43)
Now, as in (42), we have

(44)

which, when combined with (43), becomes

(45)

Rearranging (45), we obtain

(46)
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