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ABSTRACT 
Previous work in Query-by-Humming systems has left 
open many questions. Although a variety of techniques 
have been explored, there has been relatively little work 
to compare them under controlled conditions, especially 
with “real” audio queries from human subjects. Previous 
work comparing note-interval matching, melodic con-
tour matching, and HMM-based matching is extended 
with comparisons to the Phillips CubyHum algorithm 
and various n-gram search algorithms. We also explore 
the sensitivity of note-interval dynamic programming 
searches to different parameters and consider two-stage 
searches combining a fast n-gram search with a more 
precise but slower dynamic programming algorithm. 

Keywords: Query-by-Humming, N-gram, Dynamic 
Programming, Evaluation 

1. INTRODUCTION 

The MUSART project has studied and compared tech-
niques for query-by-humming (QBH) music retrieval. 
[1] In this work, audio queries are used to search sym-
bolic (MIDI) targets in a database. Because we use 
“real” queries from non-musicians, the general quality of 
queries is low, making retrieval quite challenging. The 
difficulty of our task and configuration can be seen as a 
feature: we are far from any ceiling effects, so any sig-
nificant improvement will show up clearly in the results. 

Perhaps the most difficult problem for QBH systems 
is the determination of melodic similarity. Our previous 
work considered several algorithms for computing 
melodic similarity. One is based on the fairly well-
known dynamic programming algorithms for string 
matching, which had already been applied to the 
melodic similarity problem. [2, 3] We use transposition- 
and tempo-invariant representations based on pitch 
intervals and inter-note-onset intervals, so we refer to 
this as the note-interval search. From previous 
experience, we knew of numerous shortcomings of this 
approach, and thought we could find better approaches. 

One of these we call melodic contour matching [4], 
which represents melody as a continuous function of 
pitch versus time. The advantage of melodic contour 
matching is that it does not require note segmentation. 

Instead, only fundamental frequency estimates are used, 
eliminating segmentation as a source of errors. 

The other more sophisticated approach is a hidden 
Markov model (HMM) [5] in which different categories 
of errors are considered in a unified manner. In contrast 
to the dynamic programming approach, the hidden 
Markov model approach can consider explicitly differ-
ent error types. One type of error is an incorrect pitch. 
Another is a transposition, where every note from a 
certain point onward is transposed. Rhythm and tempo 
errors can also be considered, and different probabilities 
can be assigned to different error types. 

Early experiments with both the melodic contour and 
HMM approaches showed improvements over string-
matching approaches. However, Pardo’s work with note 
interval search [6] resulted in improvements over earlier 
versions. Ultimately, all three approaches showed 
roughly equal performance in our MUSART testbed. [7] 

The fact that the note interval search was initially 
unimpressive and later delivered quite good perform-
ance led us to investigate the algorithm further to study 
the sensitivity of different parameter settings. It appears 
that other researchers may have drawn incorrect 
conclusions from less-than-optimal implementations 

Along the same lines, there might be other variations 
in the dynamic programming algorithm that could lead 
to even better performance. The CubyHum system [8] 
uses a fairly elaborate set of rules to compute melodic 
similarity. These rules are designed to model various 
error types, somewhat like the way the MUSART HMM 
system models errors. We compare the performance of 
the CubyHum approach to our other algorithms. 

Another unanswered question is whether there is any 
way to avoid a search cost that is linear in the size of the 
database. All of the algorithms we studied compare the 
query to each target in the database. It would be much 
better to build some sort of index to avoid the cost of 
exhaustive search. A promising approach is to narrow 
the field of potential targets using an indexing scheme 
based on n-grams, and then search these candidate 
themes with a slower, but higher-precision algorithm. 

Thus, our intention is to wrap up some “loose ends” 
from our previous work and answer some nagging 
questions about QBH systems. After describing some 
related work, we present experiments with a simplified 
note-interval search algorithm to determine its sensitivity 
and optimal settings. In Section 4, we describe our 
reimplementation and evaluation of CubyHum within 
the MUSART testbed. In Section 5, we investigate how n-
gram-based search performs with difficult vocal queries. 
There will undoubtedly be more questions and research, 
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but we feel that we now have a fairly good picture of a 
wide range of options and the potential performance that 
can be obtained in QBH systems using realistic queries. 

2. RELATED WORK 

Our study of note-interval search uses a simplified 
version of the note-interval algorithm developed by 
Pardo [6], and our findings are consistent with his. 
While Pardo emphasizes his optimization process and 
overall results, we are more interested in sensitivity to 
varying parameter values. We found that search results 
are highly dependent upon the quality of queries. 
Lesaffre, et al. [9] collected and studied vocal queries. 

N-grams are studied extensively in the text-retrieval 
community and have also found application in music 
information retrieval. Downie [10, 11] evaluated n-gram 
techniques and explored the effects of different design 
parameters. Errors were simulated by changing one pitch 
interval randomly. Uitenbogerd and Zobel [12] consid-
ered 4-grams of different pitch interval representations, 
with queries extracted from MIDI data. Doraisamy and 
Ruger [13] studied n-grams with both pitch and rhythm 
information in the context of QBH, using simulated 
errors. Bainbridge, Dewsnip and Witten [14] also 
explored n-grams along with state-based matching and 
dynamic programming. A synthetic error model was 
used, and their paper also proposed using fast n-gram 
search as a filter to reduce the size of the search by 
slower methods. Our work uses audio queries from 
human subjects, and further explores the possibility of a 
2-stage search using n-grams and dynamic program-
ming. 

3. OBTAINING THE BEST PERFORMANCE 
WITH NOTE-INTERVAL SEARCH 

We want to explain the wide variation in observed 
performance of note-based dynamic programming 
searches. In order to understand what factors are critical, 
we tune a search system in different ways and compare 
the results. We begin by designing a note-based dynamic 
programming algorithm called “NOTE-SIMPLE”. 
NOTE-SIMPLE is quite similar to the note-interval 
algorithm, but simpler in some ways and can take into 
account different sets of parameters and representations 
for evaluations. 

Absolute Pitch:    67             69     71    67

Relative Pitch:             2           2      −4

IOI:     1             0.5    0.5 1

IOI Ratio:            0.5        1         2

Log IOI Ratio:            -1          0         1 
 

Figure 1. Pitch Interval and IOI Ratio calculation. 

The NOTE-SIMPLE algorithm can perform search 
on different representations of melodic sequence. Pitch 
and Rhythm are the two main components defining each 
note iN  in a melodic sequence n21 NNNS �= . As 
shown in Figure 1, the Pitch component can be ex-
pressed in two ways:  
1. The absolute pitch in MIDI key values: 

{ }127... ,2 ,1)N(P iabs ∈ , where ni1 ≤≤  
2. The relative pitch, or pitch interval: 

)(NP)(NP)(NP 1iabsiabsirel −−= , where ni1 ≤<  
0)N(P 1rel =  

Similarly, there are three different kinds of representa-
tion for the Rhythm component of Ni: 
1. The inter-onset-interval (IOI): 

)N(t)N(t)N(T ionset1ionsetiIOI −= + , where ni1 <≤  
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2. The IOI Ratio (IOIR), which is the ratio between the 
IOI values of two succeeding notes: 
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3. The Log IOI Ratio (LogIOIR) [15], the logarithm of 
the IOI Ratio: 

))N(Tlog()N(T ii IOIRLogIOIR = , where ni1 ≤≤  

IOIR and LogIOIR are usually quantized by rounding 
the values to their closest integers [15]. However, we did 
not quantize in our experiments, and this might be an 
option to explore in the future.  

Like the note-interval or other common dynamic pro-
gramming search algorithms, NOTE-SIMPLE computes 
the melodic edit distance D(A, B) between two melodic 
sequences maaaA �21=  and nbbbB �21=  by filling the 
matrix ( nmd ...0...0 , ). Each entry jid ,  denotes the minimal 

melodic edit distance between the two prefixes iaa �1  
and ).1( jwbb jw ≤≤�  

 We use a classical calculation pattern for the algo-
rithm as shown: 

for 1 � i � m and 1 � j � n, 
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Initial conditions are: 

di,0 = di-1,0 + w(ai, φ), i � 1 (deletion) 
d0,j = d0,j-1 + w(φ, bj), j � 1 (insertion) 
and d0,0 = 0. 

In order to simplify the algorithm, we define  
w(ai, φ)= k1 Cdel and w(φ, bj)=k1 Cins,  

where Cdel and Cins are constant values representing 
deletion cost and insertion cost respectively. We also 
define the replacement weight  

)()()()(),( 1 jijiji bTaTkbPaPbaw −+−= ,  



  
 
where P() can be Pabs() or Prel(), and T() is either TIOI() 
or TLogIOIR(). If IOIR is used, then 
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k1 is the parameter weighting the relative importance of 
pitch and time differences. It is quite possible to be 
tuned for better performance. But in this experiment, we 
arbitrarily picked k1=1 if the Rhythm form is IOI or 
IOIR and k1=6 if the form is LogIOIR. Those values 
achieved reasonable results in our initial experiments. 

The equations for computing fragmentation and con-
solidation [16, 17] are only used in the calculation pat-
tern when the Rhythm input is in IOI form, as our previ-
ous experiments based on IOI [16] proves that 
fragmentation and consolidation are beneficial to the 
performance. We do not use fragmentation or consoli-
dation for the Rhythm input in IOIR or LogIOIR form, 
since fragmentation and consolidation do not really 
make sense when dealing with ratios. 

If the algorithm is computed on absolute pitches, the 
melodic contour will be transposed 12 times from 0 to 
11 in case the query is a transposition of the target. [16] 
Also the contour will be scaled multiple times if IOI is 
used. Both transposition and time scaling increase the 
computing time significantly. 

Testing was performed using the MUSART testbed [7], 
which has two sets of queries and targets. Database 1 is 
a collection of Beatles songs, with 2844 themes, and 
Database 2 contains popular and traditional songs, with 
8926 themes. In this section, we report results using 
Database 2, which is larger. In most instances, we use 
the mean reciprocal rank (MRR) to evaluate search per-
formance. For example if there are only two queries for 
which the correct targets are ranked second and fourth, 
the MRR is (1/2 + 1/4)/2 = 0.375. Thus, MRR ranges 
from zero (bad) to one (perfect). 

Table 1 lists some results obtained from the NOTE-
SIMPLE algorithm for different representations of me-
lodic sequence. For each of these tests, the insertion and 
deletion costs were chosen to obtain the best perform-
ance. The combination of Relative Pitch and Log IOI 
Ratio results in the best performance.  

Table 1. Retrieval results using various representations 
of pitch and rhythm. 

Representations MRR 
Absolute Pitch & IOI 0.0194 
Absolute Pitch & IOIR 0.0452 
Absolute Pitch & LogIOIR 0.0516 
Relative Pith & IOI 0.1032 
Relative Pitch & IOIR 0.1355 
Relative Pitch & LogIOIR 0.2323 

 
The relationship between the insertion and deletion 

costs is another interesting issue to be investigated. Table 
2 shows the results from different combinations of 
insertion and deletion costs. Note that these values are 
scaled by k1 = 6. 

The main point of Table 1 and Table 2 is that design 
choices have a large impact on performance. NOTE-
SIMPLE does not perform quite as well as Pardo’s note-
interval search algorithm [7], perhaps because his note-
interval search normalizes the replacement cost function 
to behave as a probability distribution. Further tuning 
might result in more improvements. Overall, we con-
clude that dynamic programming is quite sensitive to 
parameters. Best results seem to be obtained with rela-
tive pitches, Log IOI Ratios, and carefully chosen inser-
tion and deletion costs. Previous work that did not use 
these settings may have drawn false conclusions by 
obtaining poor results. 

Table 2. Retrieval results using different insertion and 
deletion costs. 

Cins : Cdel MRR 
0.5 : 0.5 0.1290 
1.0 : 1.0 0.1484 
2.0 : 2.0 0.1613 
1.0 : 0.5 0.1161 
1.5 : 1.0 0.1355 
2.0 : 1.0 0.1290 
0.5 : 1.0 0.1742 

 

Cins : Cdel MRR 
1.0 : 1.5 0.2000 
0.2 : 2.0 0.2194 
0.4 : 2.0 0.2323 
0.6 : 2.0 0.2323 
0.8 : 2.0 0.2258 
1.0 : 2.0 0.2129 
  

  
4. REIMPLEMENTATION AND TESTING OF 

THE CUBYHUM SEARCH ALGORITHM 

CubyHum is a QBH system developed at Philips 
Research Eindhoven. It uses a dynamic programming 
algorithm for melodic search. We are particularly 
interested in comparing the performance of its search 
algorithm with our algorithms. Thus we re-implemented 
the CubyHum search algorithm (a.k.a. CUBYHUM) in 
our system, following the published description [8]. 

CUBYHUM uses relative pitches in semitones; how-
ever, it further quantizes the relative pitches into 9 
integers: −4, −3, … 3, 4. The calculation pattern of the 
search algorithm is much more complex than the one 
used in NOTE-SIMPLE. However, it does not achieve 
very satisfying results even compared to our simple 
dynamic programming algorithm NOTE-SIMPLE. (See 
Table 3.) This seems to be in conflict with the common 
notion that complex calculation patterns yield better 
performance, but it is consistent with the notion that 
performance can vary tremendously with different 
design choices. 

Table 3. Performance of CubyHum compared to 
NOTE-SIMPLE, as measured by MRR. 

Algorithm Database 1 Database 2 
CUBYHUM 0.0229 0.0194 
NOTE-SIMPLE 0.1221 0.2323 

5. N-GRAMS FOR QUERY-BY-HUMMING 

An important problem with all of the approaches we 
have described so far is their performance in a large 
database. Even with substantial optimization, our fastest 



  
 
algorithm, the NOTE-SIMPLE algorithm, would run for 
many minutes or even hours on a database with a million 
songs (and perhaps 10 million themes). One possible 
solution is to use n-grams, which allow an index to be 
constructed to speed up searching. 

5.1. Two-stage search. 

It is unnecessary for the n-gram approach to work as 
well as note-interval matching or other techniques. The 
important thing is for n-grams to have very high recall 
with enough precision to rule out most of the database 
targets from further consideration. A more precise 
search such as the note-interval matcher can then be 
used to select a handful of final results. This two-stage 
search concept is diagrammed in Figure 2. 

 

Complete
Database

N-gram
Search

Note-Interval
Search

Results
 

Figure 2. A two-stage search using n-gram search for 
speed and note-interval search for precision. 

5.2. N-gram search algorithms 

Our n-gram search operates as follows: The audio query 
is transcribed into a sequence of notes as in the note-
interval search, and note intervals are computed. Pitch 
intervals are quantized to the following seven ranges, 
expressed as the number of half steps: 
     < −7, −7 to −3, −2 to −1, unison, 1 to 2, 3 to 7, >7 
IOI Ratios are quantized to five ranges separated by the 
following four thresholds: 4/2 , 2/2 , 2 , 22 . 
Thus, the nominal IOI Ratios are ¼, ½, 1, 2, and 4. 
These fairly coarse quantization levels, especially for 
pitch, illustrate an important difference between n-grams 
and other approaches. Whereas other searches consider 
of small differences between query and target intervals, 
n-grams either match exactly or not at all. Hence, coarse 
quantization is used so that small singing or transcription 
errors are not so likely to cause a mismatch. 

N-grams are formed from sequences of intervals. 
Figure 1 illustrates how a trigram is formed from a 
sequence of four notes. Note that the IOI for the last 
note is not defined, so we use the last note’s duration 
instead. In Figure 1, the trigram formed from pitch 
intervals and IOI Ratios is <2, 0.5, 2, 1, −4, 2>. 

A set of n-grams is computed for the query and for 
each target by looking at the n pitch intervals and IOI 
Ratios beginning at each successive note. For example, 

trigrams would be formed from query notes 1, 2, and 3, 
notes 2, 3, and 4, notes 3, 4, and 5, etc. 

To compute similarity, we basically count the number 
of n-grams in the query that match n-grams in the target. 
Several variations, based on concepts from text retrieval 
[18, 19] were tested. The following are independent 
design decisions and can be used in any combination: 
1. Count the number of n-grams in the query that have a 

match in the target (e.g. if an n-gram occurs 3 times 
in the query and twice in the target, the score is in-
cremented by 2). Alternatively, weight each n-gram 
in the query by the number of occurrences in the tar-
get divided by the number in the query (e.g. if an n-
gram occurs 3 times in the query and twice in the tar-
get, the score is incremented by 2/3). This is a varia-
tion of term frequency (TF) weighting. 

2. Optionally weight each match by the inverse fre-
quency of the n-gram in the whole database This is 
known as Inverse Document Frequency (IDF) 
weighting, and we use the formula log(N/d), where N 
is the total number of targets, and d is the number of 
targets in which the n-gram occurs. 

3. Optionally use a locality constraint: consider only 
target n-grams that fall within a temporal window the 
size of the query. 

4. Choose n-gram features: (a) Incorporate Relative 
Pitch and IOI Ratios in the n-grams, (b) use only 
Relative Pitch, or (c) use only IOI Ratios. 

5. Of course, n is a parameter. We tried 1, 2, 3, and 4. 

5.3. N-gram performance on vocal queries 

Although we were unable to explore all 96 permutations 
of these design choices, each choice was tested inde-
pendently in at least several configurations. The best 
performance was obtained with n = 3, using combined 
IOI Ratios and Relative Pitch (3 of each) in n-grams, not 
using the locality constraint, using inverse document 
frequency (IDF) weighting, and not using term fre-
quency (TF) weighting. This result held for both 
MUSART databases. 

Figure 3 show results for different n-gram features and 
different choices of n. As can be seen, note interval 
trigrams (combining pitch and rhythm information) work 
the best with these queries and targets. 

5.4. N-grams in a two-stage search 

The n-gram search (MRRs of 0.09 and 0.11 for the two 
databases) is not nearly as good as the note-interval 
search algorithm (MRRs of 0.13 and 0.28), but our real 
interest is the potential effectiveness of a two-stage 
system. 

To study the possibilities, consider only the queries 
where a full search with the note-interval search algo-
rithm will return the correct target ranked in the top 10. 
(If the second stage is going to fail, there is little reason 
to worry about the first stage performance.) Among 
these “successful” queries, the average rank in the n-
gram search tells us the average number of results an n-
gram search will need to return to contain the correct 



  
 
target. Since the slower second-stage search must look at 
each of these results, the possible speed-up in search 
time is given by: 

rNs /= , 
where s is the speedup (s ≥ 1), N is the database size, 
and r is the mean (expected value of) rank. Table 4 
shows results from our two databases. Thus, in Database 
2, we could conceivably achieve a speedup of 3.45 using 
n-grams to eliminate most of the database from consid-
eration. 
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Figure 3. N-gram search results on Databases 1 and 2. 

Table 4. Fraction of database and potential speedup. 

Database r /N s 
1 (Beatles) 0.49 2.06 
2 (General) 0.29 3.45 

Of course, we have no way to know in advance where 
the n-gram search will rank the correct target, and n-
gram searching takes time too, so this theoretical 
speedup is an upper bound. Another way to look at the 
data is to consider how results are affected by returning 
a fixed fraction of the database from the n-gram search. 
Again, considering only queries where the second stage 
search ranks the correct target in the top 10, we can plot 
the number of correct targets returned by the first-stage 
n-gram search as a function of the fraction of the data-
base returned. 

As seen in Figure 4, n-gram search is significantly 
better than random, but somewhat disappointing as a 
mechanism to obtain large improvements in search 
speed. If the n-gram search returns 10% of the database, 
which would reduce the second-stage search time ten-
fold, about 50% to 65% of the correct results will be 
lost. Even if the n-gram search returns 50% of the entire 
database, the number of correct results is still cut by 
25% to 40%. These numbers might improve if the n-

gram search returns a variable number of results based 
on confidence. 
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Figure 4. Performance of the best n-gram search show-
ing the proportion of correct targets returned as a func-
tion of the total number of results returned. 

The n-gram search fails on a substantial number of 
queries that can be handled quite well by slower 
searches. Bainbridge, et al. say “It is known that music-
based n-gram systems are computationally very efficient 
and have high recall…” [14], but with our data, we see 
that about 40% of the correct Database 1 targets are 
ranked last, and about 20% of the correct Database 2 
targets are ranked last. A last-place ranking usually 
means that the target tied with many other targets with a 
score of zero (no n-grams matched). In the event of a tie, 
we report the highest (worst) rank. Overall, our results 
with “real” audio queries suggest that singing and tran-
scription errors place significant limits on n-gram system 
recall. 

6. SUMMARY AND CONCLUSIONS 

Query-by-Humming systems remain quite sensitive to 
errors in queries, and in our experience, real audio 
queries from human subjects are likely to be full of 
errors and difficult to transcribe. This presents a very 
challenging problem for melodic similarity algorithms. 

By studying many configurations of note-based dy-
namic programming algorithms, we have determined 
that (1) these algorithms are quite competitive with the 
best techniques including melodic contour search and 
HMM-based searching, but (2) parameters and configu-
ration are quite important. Previous work has both 
overestimated the performance of note-based DP 
searching by using simple tasks and underestimated the 
performance by failing to use the best configuration.  

We re-implemented the CubyHum search algorithm 
and found that it performs poorly compared to a simpler 
but well-tuned note-based DP algorithm.  

We also studied the use of n-grams for query-by-
humming. Overall, n-grams perform significantly worse 
than other melodic-similarity-based search schemes. The 
main difference is that n-grams (in our implementation) 
require an exact match, so the search is not enhanced by 



  
 
the presence of approximate matches. Also, intervals 
must be quantized to obtain discrete n-grams, further 
degrading the information. 

We considered the use of n-grams as a “front end” in 
a two-stage search in which a fast indexing algorithm 
based on n-grams narrows the search, and a high preci-
sion algorithm based on dynamic programming or 
HMMs performs the final selection. We conclude that 
there is a significant trade-off between speed and preci-
sion. We believe our results form a good indication of 
what is possible with n-gram searches applied to “real 
world” queries of popular music from non-musicians. 

7. FUTURE WORK 

Indexing for melodic contours remains an interesting 
and open question. N-grams suffer because at least small 
errors are very common in sung queries. A better under-
standing of melody recognition by humans might sug-
gest new strategies. In particular, a better sense of what 
we recognize and remember might allow vast reductions 
in database size, perhaps even eliminating the need for 
indexing. Query-by-Humming with “real” audio queries 
is difficult even for the best of known algorithms. While 
the average user may be unable to produce effective 
queries for unconstrained music searches on the web, 
there is probably room for creative applications of QBH 
in personal media management systems, music assis-
tants, education, and entertainment systems yet to be 
envisioned. 
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