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ABSTRACT 2. SIMILARITY MEASURES

A Matlab toolbox implementing music similarity mea- There are four main issues involved in designing similar-
sures for audio is presented. The implemented measuresty measures. First it is necessary to decide which fea-
focus on aspects related to timbre and periodicities in thetures to extract from the audio signal. This decision de-
signal. This paper gives an overview of the implemented pends on the targeted concept (e.g. timbre, rhythm, har-
functions. In particular, the basics of the similarity mea- mony, melody etc.) and involves signal processing, psy-
sures are reviewed and some visualizations are discussectchoacoustics, and music perception. The second issue is
closely related to the first and deals with how to sum-
marize and describe a piece of music based on the ex-
tracted features. Often pieces are very inhomogeneous
New technologies are needed to access large digital mu{€-g. Bohemian Rhapsody by Queen). Simply calculat-
sic collections (e.g. automatic playlist generation, rec- ing the mean of the extracted features is usually not use-
Ommendation, query_by_examp'e, hierarchical organiza_ ful. The third issue is how to compare the representation
tion and visualization). One important building block is a Of one piece with another. Depending on the previously
computational model of music similarity based on audio chosen representation this might be difficult. The visual-
analysis. izations in the toolbox support the user in understanding

Although approaches to compute similarity have been the different choices for each decision. The fourth issue is
published (e.g. [5, 6, 1, 7, 8, 4]) hardly any open source computational efficiency. Itis not possible to model every
implementations are available. One of the few excep- Nerve cell in the human auditory system when processing
tions is the CLAM framework which offers functions to Music archives with terabytes of data.
compute descriptors which can be used for music simi- N the following we briefly review the similarity mea-
larity. 2 Another exception is the Marsyas framework for Sures and how they are implemented in the toolbox.
computer audition [12] which implements several descrip-
tors for genre classification. 2.1. Frame Clustering and Cluster Model Similarity

In this paper an open source Matlab toolbox is pre- . . .
sented Wi(F:)h ?s availagle on the Interrfet. The toolbox The idea of FC/C.:MS was first put_)llghed by Logan a_nd
implements several similarity measures and functions to Salomon [6] and |mprov'ed and opt|'m|.zed b.y Aucouturier
visualize intermediate steps in the computations. Further and Pachet[1, 2, 3]. A piece of musicis cutinto thousands
more, some basic functionalities are included to create theof very short fr_ames (O.f abo_ut 20-30ms length). Each of
these frames is described in terms of loudness per fre-

islands of music metaphor where islands represent clus- band. Usually Mel f ¢ i
ters of similar pieces [7]. Although the toolbox is not q.uert]CyMsgc' sua yd ﬁ requencyl cedps rU|;rf1 coethi-
suited for large scale processing (i.e. collection sizes be uer:j SI( d bS) are(l;se ' owe\;gr al?y oudnessiirequency
yond 5000 pieces) it can serve as reference implemen-mooe Cotl;]. f_e LtJS? (t_e.g. sonet 323' i ¢ ¢
tation and as playground to study effects of parameters. nce tr:S Irs Is e'Ft) If) cto mpu fw ere are ;N 0 ts © ptSh °
First experiments in this direction using parts of the cur- compare the similarity between two pieces. First, in the
rent toolbox were reported in [9]. In this paper the main frame clustering (FC) ste_zp, th_e frames are clustered ”.“O
functions are presented and some demonstrations are giveH?ua"y 3-40 groups (“S"’?g either k-means or Qaqssmn
mixture models (GMM) with expectation maximization)
! http:/www.iua.upf.es/mtg/clam and the diagonal covariance of each group is computed.
2 http:/fwww.oefai.at/"elias/ma Second, in the cluster model similarity (CMS) step, the
similarity of two pieces modeled by clusters is computed.
Permission to make digital or hard copies of all or part of thiskfor Two different approaCheS have b,een_ used. Logan an.d .Sa-
personal or classroom use is granted without fee providatcibpies lomon proposed the Earth Mover’s Dlstanc_e (EMD, ongi-
are not made or distributed for profit or commercial advantagettzat nally developed as distance measure for image retrieval,
copies bear.this _notice and the full citation on the first page see [10] for details) in combination with the Kullback-
© 2004 Universitat Pompeu Fabra. Leibler (KL) divergence to compute the distance between

1. INTRODUCTION




two clusters. AP 30 | LS30 SH PH FP
Aucouturi_er and Pachet propos_ec_i u'_s@ng Monte Carlo ,\SA?:'?C 7m 7m ém | 6m | 6m
(MC) sampling to measure the similarities of the clus- Features 132m | 15m | 48s| 12m | 23s
ter models. In particular, given two pieces A and B a Distances 74m am | <Is | <1s| <1s
large sample (2000-5000) is drawn from each of the clus- Total 213m | 26m | 7m | 18m | 6.5m
ter models. Then the likelihood that the sample drawn [ R-Precision| 043] 0.38] 021] 0.13] 0.25 |

from A was generated by model B and vice versa is com-

puted and used as distance function. The advantage ofrgpie 1. Small Evaluation. Computation times (in min-

EMD-KL compared to MC is that it is computationally 1aq [m] and seconds [s]) and R-precision values.
much faster, however in an evaluation presented in [3] MC

outperformed EMD-KL.

The computation of the frames is either done using FPs include information on the energy distribution in the
“ma_mfcc” or “ma.sone”. In both cases the audio signal frequency spectrum which the PHs discard. Another dif-
must be in the memory (usually loaded by “wavread”). ferences is that FPs use a FFT instead of a comb-filter to
FC/CMS is implemented by the functions “ofel’ and find periodicities in the critical-bands (bark-scale). Fur
“ma.cms”. In both cases parameters define which vari- thermore, while the PHs use a resonance model which has
ation (i.e. k-means or GMM, EMD-KL or MC) to use. a maximum at about 120bpm the FPs use a fluctuation
Any combination is possible. For the GMM and MC the model which has a peak at 4Hz (240bpm). The distance
Netlab® toolbox and for the EMD the code published by is measured using the Euclidean metric. The functions

Yossi Rubner is required. needed to compute FPs are “rsa@ne” and “mafp”.
In the remainder of this paper “AP 30" is used to de-
scribe FC with 20 MFCC coefficients (ignoring the Oth 3. EXAMPLES

coefficient) and a GMM with 30 centers. For CMS the

MC is used with 2000 samples as suggested by Aucou-In this section some examples of how the toolbox can be

turier and Pachet. “LS 30" is used to describe the same asused for visualizations and evaluations are given. Further

AP 30 but using k-means instead of a GMM and EMD-KL examples are included in the code of most functions and

instead of MC as suggested by Logan and Salomon. are executed when the functions are called without input
arguments.

2.2. Spectrum Histograms

. ] 3.1. Similarity Measures
The SHs [8] are a simple approach to summarize the spec-

tral shape. They are based on a sone/bark representatiofrigures 1-4 show how the representations used by the sim-
of the audio signal. The SHs describe a piece by count-ilarity measures reflect characteristics of the music. Iin al
ing how many times each loudness level was exceededfigures, darker shadings correspond to higher values. Each
in each frequency band. The distance between two SHssubplot represents a different piece of music, namely (a)
is measured with the Euclidean metric. SHs are compu-Chopin - Waltz (Op.69 No.1), (b) Bon Jovi - Its My Life,
tationally much faster than FC/CMS variations, however and (c) Kai Tracid - Tiefenrausch. The later belongs to the
their performance is also significantly worse. The func- genre dance/electronic and has very strong beats.
tions needed to compute SHs are “s@ne” and “mash”.

3.2. Simple Evaluation

2.3. Periodicity Histograms There are different ways to evaluate similarity measures.
K. Atrue evaluation can only be performed in the context of
a specific application and usually requires extensive user

larity measure and previous approaches can be found in [8 tudies. However, se_veral work arounds to compare_dlf-
The idea is to describe periodically reoccurring beats. The erent parameter settings he}vg been p_resented,. €.g. n [3]
features are extracted by further processing the sone/barlzhe authors use the R-precision. A simple script Wh'Ch.
representation. The distance is measured using the Eurdemonstr'ates how such“an gvaluatlon"can be performed is
clidean metric. Although the PH is not a good similar- included in the toolbox ( maslmpl_eeval )- .

ity measure it is a good starting point to compute higher . Results from such an evaluation are shown in Table 1

level descriptors. The functions needed to compute PHsInCIUding the computation times. The data set consists
are “masone” and “maph” of 118 pieces classified into 19 categories. Note that the

computation time for the feature computation for AP 30
_ can be reduced by using less iterations of the expectation
2.4. Fluctuation Pattern maximization algorithm and stopping the iteration when

FPs are an alternative approach to describe periodicities.the Gaussian mixture model converges. As can be seen the

The main difference between FPs [7] and PHs is that the Perf“"‘_‘a”.c‘? of AP 30 clearly outperform_s .SH’ PH, and
FP, while it is comparable to LS 30. Preliminary exper-

3 http://www.ncrg.aston.ac.uk/netlab iments indicated that the main difference in performance

PHs were originally presented in the context of beat trac
ing [11]. Details of the differences between the PH simi-
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Monte Carlo sampling. o -
In addition to comparing R-precision values it is inter- pun
esting to study confusion matrices. We compute the con- mr
. . rom
fusion between classes A (true) and B (estimated) as the spe u
average ratio (over all elements in A) of elements from bar .ﬁ
B in the set ofn nearest neighbors to an element from sub \
A. Wheren is the number of elements in B. As can be S23CE3FEELE56EEREED

seen some genres are very clearly distinguished such as

blues (blu), classic orchestra (clo), classic piano (@pJl  Figure 5. Confusion matrices for LS 30 and AP 30. The
speech (spe). Furthermore, we had 3 classes which onlyows refer to the estimated classes and columns to the true

contained pieces from one artist (bar, nma, sub), all of classes. Black corresponds to 100%, white to zero.
which are also well distinguishable. Most of the other

classes are poorly distinguished, including alternat@, (
pop, and romantic dinner music (rom). One explanation is essarily confined to distinctive timbres. As expected the
that the classes are defined subjectively and are not necmain characteristics of the AP 30 and LS 30 confusion
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Figure 6. Islands of Music created using spline interpolation andH$mth s = 2.

[2] J.-J. Aucouturier and F. Pachet, “Finding songs that
sound the same,” iProc of |IEEE Benelux Work-
shop on Model Based Processing and Coding of Au-
dio, 2002.

matrices are very similar.

3.3. Idandsof Music

In combination with the SOM and SDH toolboxes it is

possible to create the Islands of Music visualization with [3] J.-J. Aucouturier and F. Pachet, “Improving Timbre

only few lines of code. Similarity: How high’s the sky?,” inJournal of Neg-
An example is shown in Figure 6, example code can  ative Research Results in Speech and Audio Sciences,

be found in “masimpleiom”. The distances are com- vol. 1, no. 1, 2004.

puted using FC/CMS (AP 30) on the same data used for[4]

the small evaluation. In the upper left there is an island

representing speech (spe), in the lower left there is an is-

land with classic piano (clp) and classic orchestra (clo). T

the south-east of the speech island there is an island with[5] J. T. Foote, “Content-based retrieval of music and au-

mainly blues (blu), to the north-east of the blues island dio,” in Proc of SPIE Multimedia Storage and Archiv-

there are some hip-hop pieces (hip). However, further to  ing Systemsll, 1997, vol. 3229.

the east of the map the distinctions are not as clear. This is[6]

confirmed by the confusion matrices. For example, rock’n

roll (rnr), rock (roc), and punk rock (pun) seem randomly

distributed.
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