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Past work on musical accompaniment systems [1], [2],
[51, [3], [4], [6], [7], has focused mostly on generating
MIDI or other sparsely-parameterized accompaniments for
live musicians. MIDI is is particularly well-suited to pi-
ano and percussion music since, in these cases, the MIDI
representation captures much of the interpretative quality
of the performance. Most other acoustic instruments are
considerably less deterministic and their MIDI equivalents
are currently much less convincing. We present here a sys-
tem that generates a complete orchestral accompaniment
that follows a live player and learns and assimilates the
player’s interpretation through a series of rehearsals. Un-
like our previous efforts, this system creates the accompa-
niment by synthesizing, in real time, an orchestral accom-
paniment using an actual audio recording.

Our system contains three separate modules called “Lis-
ten,” “Predict” and “Synthesize” which perform tasks anal-
ogous to the human’s hearing of the soloist, anticipating
the future trajectory, and actual playing of the accompani-
ment.

Listen is based on a hidden Markov model that tracks
the soloist’s progress through the musical score. Each
note in the score is modeled as a series of states, while
the note models are chained together in left-to-right fash-
ion to form the hidden process. Listen can be used “off-
line,” to estimate the onset times of each note in the score
given the entire acoustic data file, or “on-line,” by deliver-
ing real-time onset time estimates. In the on-line version
these estimates are delivered with as little latency as the
local ambiguity of the acoustic data will allow.

Predict models our prior and learned notions of musical
interpretation through a collection of hundreds of Gaus-
sian random variables whose dependency structure is ex-
pressed by a belief network. The observable variables cor-
respond to the note onset times estimated by Listen as well
as the known accompaniment onset times. These variables
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are connected through a layer of hidden variables corre-
sponding to unobservable quantities such as local tempo
and rhythmic stress. During a rehearsal phase we learn
the musical interpretations of soloist and accompaniment
by estimating parameters for the distributions of the hid-
den variables using the EM algorithm. During live per-
formance this module anticipates the future musical evo-
Iution by computing the most likely time of the next un-
played accompaniment note given all currently observed
variables. Thus our future predictions are constantly be-
ing reassessed as new information is observed. These pre-
dictions form the basis on which the accompaniment is
synthesized.

The Synthesize module begins with a digital record-
ing of the orchestral accompaniment playing without the
soloist. In our experiments we have used “Music Minus
One” recordings which are created for the purpose of pro-
viding canned accompaniment for a live player. Our play-
back of this recording will be warped in a time-variable
way consistent with the real-time analysis of the live player’s
acoustic signal, as estimated through Listen, and the learned
musical interpretation, as represented in Predict. This is
accomplished through a phase vocoder. The phase vocoder
synthesizes a time-varying trajectory through the orches-
tral performance by simulating the local frequency con-
tent, computed through a short-time Fourier transform,
while preserving the phase continuity from frame to frame
for each frequency.

We will provide a live demonstration of this system.
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