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ABSTRACT

With digital technologies, music content providers face
serious challenges to protect their rights. Due to the wide-
spread nature of music sources, it is very difficult to cen-
tralize the audio management. Audio fingerprinting al-
lows the identification of audio content regardless of the
audio format and without the need of additional metadata.
Monitoring the audio being broadcasted by the TV and
radio stations of a country requires the design and imple-
mentation of a scalable, robust and modular framework.
We have chosen CORBA as distributed environment. The
whole functionality needs to be decoupled from clients.
To do so, Web services have been deployed. The audio
identification core uses a Hidden Markov Model-based
audio fingerprinting technology. The paper discusses the
design and implementation issues of a complete distribut-
ing system that automatically monitors audio content, spe-
cifically music and commercials.Today, a working proto-
type of such a system already exists, and is dedicated to
monitoring several radio and tv stations in Spain.

1. INTRODUCTION

Due to the outgrowing field of digital rights management
(DRM), the need to automate the tracking of different au-
dio sources arose. Traditionally this task was accomplished
by sampling the sources (or just asking them) and storing
what had been broadcasted in a certain period of time. At
the time the only sources of audio which companies kept
track of were radio stations.

Time went by and some factors showed the need for
companies to automate the tracking process. Among these
factors we could mention the growth of the music rights
management companies and their significance, the increas-
ing number of radio stations, and one of the most impor-
tant (if not the most) the arrival of the Internet and the

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page.
c© 2004 Universitat Pompeu Fabra.

resulting exponential growth of music transfer.

As the number of sources and the quantity of audio it-
self was really huge, it became clear that a distributed sys-
tem supporting many pluggable sources was an optimal
solution.

The system needed to be powerful enough to serve dif-
ferent clients 1 each of them having its own requirements.
It also had to provide efficient load balancing and fault
tolerance. The experience in distributed systems pointed
the use of CORBA (http://www.CORBA.org) as a robust
platform to integrate and cooperate many heterogeneous
systems [5].

2. MAIN DESCRIPTION

We have implemented a system composed by several nodes
in charge of the audio recognition. They communicate in
a hierarchical structure in wich each node tries to recog-
nize audio. In case a node is unable to identify a pattern,
it passes the request to the next node of the hierarchy. The
identification procedure continues until it reaches the top
level of the hierarchy.

Nodes act as caches of the top level node. Each of
them has a list of patterns representing a portion of all
the models present in the system, so a node will identify
a portion of what the whole the system is able to. If the
audio fragment is not identified by the top level node, the
audio passes to manual (human) processing. See figure 1

Each identification transaction (either positive or nega-
tive) is logged in order to provide feedback information to
the clients. They can also monitorize the behavior of the
system and adjust global parameters depending on their
needs.

1 We will use the term client to refer to a program that will commu-
nicate with the system as well as the end user of the system. This non
distinction is made because from the point of view of the system these
terms (program client and user client) are similar and the system makes
no difference.



Figure 1. main description

From a logical point of view, our system is composed
of different layers each of them with its own purpose:

Identification : the core of the system. This layer is in
charge of the identification of the audio. It takes au-
dio streams as input and tries to identify them using
the audio patterns datase. It consists of C++ audio
recognition libraries.

Distribution : groups physical units into virtual nodes
that cooperate for the same purpose, for example
commercials, music or TV virtual node. It man-
ages the load of each virtual node and is in charge
of distributing jobs to the nodes depending on their
respective load. This layer sends jobs to the identi-
fication layer and loggs the results received from it.

This layer also manages each virtual node’s pattern
list to avoid overloading the top node by providing
lower level nodes with feedback information from
higher level nodes. This process results in an up-
dated pattern database for each node. Thus, a lower
level node will not fail to identify any given pattern
more than once. At the same time with load balanc-
ing, this layer is responsible for error recovery and
handle system failures. CORBA is used to provide
seamless integration between remote components.

Intelligence : it provides mechanisms for prioritizing jobs
either on demand by client request or to satisfy the
distribution layer needs. It also executes jobs pe-
riodically or can even estimate processing times to
give clients a better feedback. As well as the dis-
tribution layer, this one uses CORBA as a platform
for process distribution and coordination.

Integration : a layer in charge of making the system
accessible to many different clients each of them
having its own operating system and requirements.
This is accomplished by using web services, which
provide a functional API of the system.

User interface : the use of web services lets up to client
the implementation of the end interface, so this part
is not covered in this paper.

3. IDENTIFICATION LAYER

System overview The system presented here goes be-
yond the template matching paradigm to a statistical
pattern matching paradigm. The goals are to incor-
porate robustness to the system by statistically mod-
eling the audio evolution while reducing the size of
the fingerprint by considering local and global per-
ceptual redundancies in a corpus of music data.

Feature extraction A filter-bank based analysis approx-
imates the human inner ear behavior and the Mel-
cepstrum coefficients (MFCC) [2] analise the music
timbers [4].

Channel estimation If the distorting channelH(ω) is slowly
varying we can design a filter that, applied to the
time sequence of parameters, is able to minimize
the effects of the channel. The filter we designed
for our system is H(z) = 0.99 1−z

−1

1−0.98z
−1 .

Hidden Markov Model Observers

Polyphonic music can be seen as a sequences of si-
multaneous acoustic events (notes). In [1], we de-
fined a set of abstract events that allow a mathe-
matical description of complex music as sequences
of events. These events are captured by Hidden
Markov Models(HMM)[6] that model abstract au-
dio generators. (trained with the Expectation-Maxim-
ization algorithm [3])

Identification Algorithm

Each HMM fingerprint in the song database uniquely
identifies each song among the others. The finger-
print database is generated using the Viterbi algo-
rithm [8]. The identification algorithm matches an
input streaming audio against all the fingerprints to
determine whenever a song section has been de-
tected. The Viterbi algorithm is used again with
the purpose of exploiting the observation capabili-
ties of the HMM models contained in the fingerprint
sequences.

4. DISTRIBUTION LAYER

This layer has many tasks to accomplish: group nodes:
virtual nodes represent a hardware abstraction layer that
increases system scalability. Assure a good load balanc-
ing: in a distributed system it is essential to make a good
load balancing in order to have an almost constant through-
put. This is also a task of this layer. Fault tolerance: a
node may be disconnected during processing without any
consequences. Feedback clients and nodes: clients need
to receive the results of the recognition processes as well



as to monitorize the global behaviour of the system. As
we mentioned in the Main description section (2), nodes
are fed back from the top node to prevent future identifi-
cation failures.

This layer is composed of three different levels (see
figure2):

- Physical level: each node is seen as a single pro-
cessing unit.

- Logical unit level: hardware resources are grouped
together into virtual nodes. This level divides iden-
tification tasks depending on which kind of audio it
will identify. For example we can have three units
for commercial audio identification grouped together
into one virtual node. Other example could be sev-
eral logical units hosted on the same physical ma-
chine. The number of physical units that form each
virtual node can be configured to fit the system needs.

- Process level: this is composed of virtual nodes and
a logger. Each virtual node is built of three ele-
ments:Data providers: provide data from hetero-
geneous sources in a unified manner. Recognizer:
identifies the audio supplied by the data providers.
Controller: handles communication and synchro-
nization issues between data providers and recog-
nizer. It also communicates with other controllers
to perform load balancing and error recovery. In
case of identification failure it is charge of passing
the identification task to the top level node.

Apart from virtual nodes there is a special component
named logger who is in charge of logging all the events re-
ceived from the controllers of the virtual nodes. It writes
logs to the databases. They can be later consulted by
clients by calling the services provided by the Integration
layer. Logs reflect information about the recognition pro-
cess such as timing, which node processed the audio, kind
of audio processed etc. This information help clients to
track the whole identification process.

5. INTELLIGENCE LAYER

The Intelligence layer serves for the process optimiza-
tion.It is separated into several intelligent agents that per-
form automatic stream tagging based on metadata. The
system preprocesses the stream description, separates the
fragments with voice from those with music. It also per-
forms source signal cache management. The source sig-
nal is cached and arranged in manageable fragments al-
lowing to minimize the number of queries made to exter-
nal data storage system, thus minimizing the traffic. This
layer also provides identification result optimization, au-
tomatic job management, automatic pattern list generation
and pattern reindexation.

Figure 2. Distribution layer

6. INTEGRATION LAYER

This layer integrates modules provided by the distribu-
tion (see 4 Distribution) and the Intelligence (see 5 In-
telligence) layer with the clients. At the same time is lets
server-client interaction as much open as possible by pro-
viding a functional API.
SOAP (http://www.w3.org/TR/soap/) is a lightweight pro-
tocol based on XML-RPC calls. It is designed to work in
a decentralized environment. It sits on top of the proto-
col stack and can use many different transport protocols
such as SMTP, FTP or other. However its most widely
used over HTTP because of its facilities for firewall/proxy
filtering.[7]

From a general point of view, working with SOAP con-
sists on making requests to a Web Service (from now on
WS or simply service) in a specific SOAP format, and
receive responses from the WS. The Service interface is
described in a WSDL (http://www.w3.org/TR/wsdl, a su-
perset of XML) file indicating methods calls, objects, and
exceptions that will be sent across the net. A Web Ser-
vice is a set of related methods exposed to clients via
SOAP protocol. As all the exchange of information is
made with XML (both data and control messages), SOAP
makes possible the interaction between different platforms
or languages such as COM, CORBA, Perl, Tcl, the Java-
language, C, C++, Python, or PHP programs running any-
where on the Internet.

Features of Web Services: Applications can communi-
cate across the Internet, they are language and platform
independent, they can run over many protocols, and they
are human readable.

Due to their features, WS suit perfectly our needs. The
aims of the layer are accomplished by using WS because
they act as a bridge between clients and modules in the
underlying layers which use a CORBA infrastructure. By



providing a fine grained functional API, WS define the
way clients communicate with the system, but don’t im-
pose any restriction on their implementation. In a MVC
pattern this would mean a complete separation of the View
from Model and Controller and force clients only to fol-
low SOAP encoding rules but not to use a specific lan-
guage or end user interface.

6.1. implementation

Figure 3. Integration layer organization

This layer is built on different modules (see figure 3):

- Axis: Axis (http://ws.apache.org/axis/) is the name
of the implementation of the SOAP specification we
use. Its is a servlet that must be plugged in to a
servlet container. Its responsibility is to route SOAP
messages between services and clients.

- SOAP Server: we use Tomcat Server as a servlet
container to route SOAP requests and response to
and from AXIS servlet.

- SQL Server: mysql is used as a persistence layer
(audio model storage, system information, etc.)

- Controllers: there are two different controllers. Ser-
vice controllers that manage database access mod-
ules and CORBA controllers that handle interactions
with the underlying layers using CORBA.

- CORBA Components: components in charge of dis-
tribution, load balancing and audio processing. Apart
from distribution tasks, they accept audio recogni-
tion jobs from their controllers and invoke Identifi-
cation layer components.

7. CONCLUSIONS

The combination of Hidden Markov Models applied to
fingerprinting, with CORBA and Web Services results in
a robust, scalable and performant distributed framework.
Hidden Markov Models provide an accurate fingerprinting
technique which is made robust and scalable with the use
of CORBA. The integration provided by Web Services lets
as much open as possible the interaction between clients
and system functionalities.
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