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Semi-Automatic Tagging of Photo Albums
via Exemplar Selection and Tag Inference

Dong Liu, Meng Wang, Member, IEEE, Xian-Sheng Hua, Member, IEEE, and Hong-Jiang Zhang, Fellow, IEEE

Abstract—As one of the emerging Web 2.0 activities, tagging be-
comes a popular approach to manage personal media data, such as
photo albums. A dilemma in tagging behavior is the users’ manual
efforts and the tagging accuracy: exhaustively tagging all photos
in an album is labor-intensive and time-consuming, and simply en-
tering tags for the whole album leads to unsatisfying results. In this
paper, we propose a semi-automatic tagging scheme that aims to fa-
cilitate users in photo album tagging. The scheme is able to achieve
a good trade-off between manual efforts and tagging accuracy as
well as to adjust tagging performance according to the user’s cus-
tomization. For a given album, it first selects a set of representative
exemplars for manual tagging via a temporally consistent affinity
propagation algorithm, and the tags of the rest of the photos are au-
tomatically inferred. Then a constrained affinity propagation algo-
rithm is applied to select a new set of exemplars for manual tagging
in an incremental manner, based on which the performance of the
tag inference in the previous round can be estimated. If the results
are not satisfying enough, a further round of exemplar selection
and tag inference will be implemented. This process repeats until
satisfactory tagging results are achieved, and users can also stop
the process at any time. Experimental results on real-world Flickr
photo albums have demonstrated the effectiveness and usefulness
of the proposed scheme.

Index Terms—Exemplar selection, photo album, semi-automatic
tagging, tag propagation.

I. INTRODUCTION

W ITH the popularity of digital cameras, recent years have
witnessed a rapid growth of personal photo albums.

People capture photos to record their lives and share them on
the web. For example, Flickr [1], the earliest and the most
popular photo sharing website, hosts over 3.6 billion personal
photos [2].

Tagging has proved to be a popular approach to facilitate the
management and the sharing of photos. By providing tags to de-
scribe the content of photos, many manipulations can be easily
accomplished, such as indexing, browsing, and search. Intu-
itively, the most convenient approach to generate tags is to in-
vestigate automatic tagging (or annotation) techniques [3], [4].
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Fig. 1. (a) Tags obtained by the ALIPR system [5] for two photos, and we can
see that many of them are inaccurate. (b) Several photos and their associated
tags from a personal album on Flickr, where many of them are both visually and
semantically close.

However, although great advances have been achieved in auto-
matic tagging, currently these methods can hardly obtain satis-
factory performance for real-world photos that contain signifi-
cantly varying content. As an example, Fig. 1(a) illustrates two
photos and the tags predicted by ALIPR [5], a state-of-the-art
image annotation system introduced in [3]. From the results,
we can see that many of the predicted tags are incorrect. Actu-
ally, nowadays, most photo sharing websites adopt the manual
tagging approach, i.e., allowing users to manually enter tags to
describe their uploaded photos. There are mainly two kinds of
manual tagging approaches on the photo sharing websites. The
first one is exhaustively tagging, in which users provide tags for
each individual photo in the album. This approach tends to result
in relative high tagging accuracy, but the drawback is its labor
cost: a simple study in [6] shows that typically a user needs 6.8
s to enter tags for an image. Therefore, exhaustively tagging all
the photos in a large album will be a labor-intensive task. In
fact, many photos in a personal album are usually captured con-
tinuously to record one or more events and thus many of them
are close to each other [7], [8], such as the examples illustrated
in Fig. 1(b). Hence, a large part of manual efforts will be re-
dundant in the exhaustive tagging manner. The second manual
tagging approach in most photo sharing websites is batch tag-
ging, in which users can assign tags to a suite of continuously
uploaded photos. However, directly applying this approach to a
whole album will introduce significant imprecise tags for many
photos. Based on the above observations on the existing manual
tagging approaches, we argue that there is a dilemma between
manual efforts and tagging accuracy.
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In this paper, we propose a semi-automatic photo tagging
scheme that is able to modulate the manual efforts and the
tagging performance in a flexible way. The proposed tagging
scheme works in a semi-automatic manner in which the users
only need to manually tag several selected exemplars and
the tags of the rest of the photos are inferred automatically.
In practice, due to the fact that different photo owners have
distinct expectations of the tagging accuracy and are willing to
make different levels of manual efforts, we design the scheme
in an incremental manner. For the users who want to assign
precise tags to their photos, the tagging process needs to be
implemented intensively until the user established accuracy
threshold is achieved. On the other hand, the users can also
choose to terminate the tagging process freely at any time they
do not want to continue. Specifically, the proposed tagging
scheme is performed as follows. Given an album, a set of exem-
plary photos are first selected for manual tagging and the tags
of the rest of the photos are inferred automatically. Then we
further select an additional set of exemplars for manual tagging.
With the user provided tags as ground truths, the performance
of tag inference in the first round can be estimated on these
newly selected exemplars. If the performance has not achieved
the requirement established by users or they want to continue
tagging, the process can proceed, and otherwise we perform
the last round of tag inference by employing all exemplars
selected in the tagging process as labeled data, and output the
result as the final tagging result. A more detailed process will
be illustrated in Section III.

There are two challenges in our proposed tagging scheme.
The first one is the selection of exemplars. Actually it further
contains two problems: 1) how to integrate multiple information
clues in exemplar selection; 2) how to select exemplars in an in-
cremental way. Personal photos are captured at greatly varied
conditions with different photography skills, and these factors
make the exemplar selection challenging. On the other hand,
time is an important information clue for personal photos since
photos that are temporally close will have high probability to
record an identical scene or event [7]–[9]. As to be shown later
in this paper, we propose a temporally consistent affinity prop-
agation algorithm to group a photo album into a set of clus-
ters and one exemplar is selected from a cluster. To realize the
exemplar selection in an incremental way, we propose a con-
strained affinity propagation algorithm which is able to perform
incremental exemplar selection conditioned on the existing ex-
emplars selected in the previous rounds.

The second challenge is an effective tag inference algorithm,
which utilizes the manually tagged photos to predict the tags of
the rest of the photos. To accomplish this task, we construct a
graph between the photos, where photos are linked to each other
with their similarities. Once the graph is created, we will apply
a graph-based semi-supervised learning approach [10] to prop-
agate tags of the exemplary photos to the other non-exemplars.

The contributions of this paper can be summarized as fol-
lows: 1) we propose a semi-automatic photo tagging scheme
that is able to modulate manual efforts and tagging accuracy in
a flexible way. It can be applied in either online photo sharing
or desktop photo management services; 2) we investigate the
exploration of multiple clues in photo exemplar selection; 3)

we propose a constraint affinity propagation algorithm that can
realize exemplar selection in an incremental manner. In each
round, exemplars can be selected with consideration of the ex-
isting exemplars selected in the previous rounds.

The organization of the rest of this paper is as follows. We
provide a short review on the related work in Section II and
describe the overview of our proposed semi-automatic tagging
scheme in Section III. In Sections IV and V, we introduce the
exemplar selection algorithm and the tag inference algorithm,
respectively. Empirical study is presented in Section VI. Finally,
we conclude the paper in Section VII.

II. RELATED WORK

In this section, we will review related work along three
threads, including photo tagging, active learning, and interac-
tive photo album tagging.

A. Photo Tagging

Extensive research efforts have been dedicated to photo tag-
ging. Ames et al. [11] have explored the motivation of tagging
on the Flickr website and claimed that most users tag photos to
make them better accessible to the general public. Kennedy et
al. [12] have evaluated the performance of the classifiers trained
with Flickr photos and their associated tags, and demonstrated
that tags provided by Flickr users contain many noises. Liu et al.
[13] have revealed the fact that the tags associated with Flickr
images are in a random order and then proposed a tag relevance
learning method to rank the tags according to their relevance
levels. Yan et al. [6] proposed a model that is able to predict
the time cost of manual image tagging. Tag recommendation is
an intensively studied approach to help users tag photos more
efficiently [14], [15]. By recommending a set of potentially rel-
evant keywords in the tagging process, users can directly select
the correct ones instead of entering them and it can effectively
reduce the labor cost. Different from these existing efforts, this
work adopts a different approach to facilitate users in tagging.
For an album, only a set of selected photos are manually tagged,
and the tags of the other photos are automatically inferred. In
this way, the manual efforts can be significantly reduced and we
will demonstrate that fairly high tagging accuracy can still be
maintained.

B. Active Learning

In the computer vision and machine learning communities,
active learning is a widely applied approach to reduce human
efforts in labeling training samples [16]–[18]. Typically, the ac-
tive learning approaches work on a predefined concept set and
try to build a classifier for each concept with an initial set of
training data. Then they iteratively annotate a set of elaborately
selected samples so that the expected generalization error for the
classifiers can be minimized in each step. It is clear that the ac-
tive learning approaches work on a predefined ontology. On the
contrary, we focus on an ontology-free scenario in which any
textual keywords may be utilized as tags, and thus, it is imprac-
tical to build a fixed set of classifiers and minimize their gener-
alization errors. In addition, our proposed scheme does not need
any initial labeled training data.
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Fig. 2. Process of our proposed semi-automatic photo tagging scheme.

C. Interactive Photo Album Tagging

There exist some interactive photo album tagging systems in
the literature [19], [20], which typically use the idea of clus-
tering to partition the whole albums into smaller clusters and
then ask the users to simultaneously label the photos in a cluster
in one operation. For example, Suh et al. [19] have proposed an
interactive photo album tagging system to annotate albums with
people appearance. They extracted torso color based on face de-
tection results, and then clustered the photos in an album based
on torso color of people’s clothes. However, it is sensitive to
human cloth color and can only cluster photos from the same
day. Cui et al. [20] further proposed to cluster faces or photos
with similar scene together, then applied a contextual reranking
procedure to boost the browsing experience of manual labeling.
Although these systems can reduce manual efforts at some ex-
tent, they heavily rely on the clustering results obtained. If the
clustering results are not convincing, especially when the visual
distributions within a photo album are complex, these tagging
systems will tend to fail. In the experiments, we will also show
that the tagging performance of this naive method is poor.1 Dif-
ferent from these existing systems, our proposed scheme asks
the users to label the representative exemplar images and then
propagates tags to the unlabeled images, which, on the one hand,
reduces the sensitivity to the clustering results, and on the other
hand, provides sufficient labeled images (the sufficiency of the
labeled images can be controlled by the termination expectation
of the users) to the follow-up tag inference algorithm.

III. SEMI-AUTOMATIC PHOTO TAGGING SCHEME

Fig. 2 shows the work flow of the tagging process of a per-
sonal photo album. The tagging process works in an incremental
manner until the satisfactory tagging accuracy is achieved or
users stop the process. The whole tagging procedure can be sum-
marized in Algorithm 1.

Algorithm 1: The Procedure of Our Proposed Semi-Auto-
matic Photo Tagging Scheme: Input: A given photo album .

1Actually, these clustering-based interactive photo album tagging systems can
be abstracted as one uniform framework, where clustering is first implemented,
followed by a manual labeling process that assigns tags to the individual clusters.
We will name this framework as naive tag assignment in the experiments (see
Section VI).

Output: Tagging result of the album.
1) Initial tagging.

a) Select an initial set of exemplars for manually tag-
ging via temporally consistent affinity propagation al-
gorithm.

b) Perform 0th tag inference on by employing as
the labeled data.

2) Incremental tagging.
a) Select a set of exemplars from based on con-

strained affinity propagation algorithm, and manually
tag the exemplars in .

b) Validate the performance of the th tag inference
on .

c) .
d) Perform th tag inference on by employing all

tagged exemplars in as labeled data.
e) If the result in b) meets user’s satisfaction or the user

wants to terminate the iteration.
• Output the result as the final tagging result on ;
• Break;

Else
• , go to a).

IV. EXEMPLAR SELECTION

In this section, we will describe the exemplar selection
strategy in our proposed photo tagging scheme. We first per-
form the initial exemplar selection via the temporally consistent
affinity propagation algorithm and then propose a constrained
affinity propagation algorithm to accomplish the incremental
exemplar selection.

A. Initial Exemplar Selection via Temporally Consistent
Affinity Propagation

As previously discussed, the exemplar selection at the first
round of our proposed semi-automatic tagging scheme is ac-
complished via a temporally consistent affinity propagation al-
gorithm. We first introduce affinity propagation (AP) algorithm
[21], [22], which is a similarity-based clustering algorithm that
is able to group a given set of samples into several clusters as
well as select an exemplar from each cluster.

Given a set of data points , the algo-
rithm takes as input the pairwise similarity between any
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two points and in . The algorithm then works by iter-
ating the following two simple messages until convergence:

(1)

(2)

The above messages have an intuitive interpretation: the “re-
sponsibility” sent from to indicates how well
serves as the exemplar of considering other potential exem-
plars for , and the “availability” sent from to indi-
cates how appropriate chooses as its exemplar considering
other potential samples that may choose as their exemplar.
The belief that image selects image as its exemplar is de-
rived as the sum of the incoming messages

(3)

After convergence of the message updates, the exemplar of
point is decided as according to the criterion

(4)

We choose AP as our exemplar selection algorithm due to its
advantages in the following aspects: 1) its effectiveness in clus-
tering has been shown in many tasks; 2) it simultaneously ac-
complishes the clustering and the selection of exemplars. Sev-
eral other methods, such as -means and spectral clustering,
only cluster samples, and the centroids of the obtained clusters
may not be real samples.

Most existing works model the similarity of two images based
on their visual features [23], [24]. However, time is an important
information clue for personal photos [9]. Since the photos in an
album are captured by the same person, two photos that are tem-
porally close will have high probabilities to record an identical
scene or event2. Therefore, we integrate the visual and temporal
information to compute the similarities of photos.

More specifically, the similarity between photos and is
estimated as

(5)

where and indicate the visual feature vector and timestamp
of photo , respectively, is a weight factor between 0 and
1, and denotes -norm. We perform AP with this simi-
larity measure, and we name this method temporally consistent
affinity propagation (TCAP) since the selected exemplars will
be not only visually representative but also cover widely and di-
versely in time.

2Occasionally, there might be some situations where the photos are from re-
curring events that are temporally far apart. In this case, we can skip the temporal
clue and only utilize the visual clue to estimate the image similarity.

As for the visual feature vector , we observe that the im-
ages in a given photo album may have an entirely separate set
of visual features that are common among the whole collection,
where some images are similar in terms of color feature while
other images are similar with respect to texture feature. Repre-
senting images with distinct visual features may have a great im-
pact on the image similarity estimation and in turn will affect the
results of the clustering and the exemplar selection. To reduce
the sensitivity caused by the image representation, we look for
different visual features that complementarily describe the vi-
sual contents of the images. More specifically, we represent each
image with a complementary feature vector composed of the
following three kinds of global visual features: 1) 225-dimen-
sional block-wise color moment feature generated from 5-by-5
partition of the image, where the first three moments of three
channels of CIE Luv color space are extracted [25]; 2) 128-di-
mensional Gabor texture feature, where we take eight scales and
eight orientations of Gabor transformation and further use their
means and standard deviations to represent the image [26]; 3)
75-dimensional edge direction histogram feature, which is taken
as the line direction of an image and represents the global shape
information of an image [27]. After normalization, we concate-
nate color, texture, and edge feature vectors into a 428-dimen-
sional feature vector.

B. Incremental Exemplar Selection With Constrained
Affinity Propagation

Now, suppose we have obtained a set of exemplars for a
photo album in the early stages of tagging, and we wish to
endow our system with the ability to incrementally select a new
exemplar set conditioned on the previously selected ones. More
specifically, we aim at obtaining a new exemplar set from .

To accomplish this task, the most straightforward approach
is to directly preserve the initial exemplars in and then re-run
AP to select new exemplars from . However, as indi-
cated by the experiment results in Section VI-C, this method
is sub-optimal since the existing exemplars in are overlooked
in the selection of new exemplars. Recall that in the AP algo-
rithm [22], the exemplar configuration is determined through
a set of hidden binary variables associated with each
data point , in which denotes that has se-
lected as its exemplar and indicates that the exem-
plar of data point is itself. Here we propose a method that
constrains the value of these exemplar configuration variable in
the message update procedure. To govern the expected set of
solutions, we clamp the value of for each data point in to
be const (i.e., when and when )
and seek for valid configuration of variables for other data
points in . This allows us to explicitly preserve the most
representative exemplars obtained in the previous exemplar se-
lection stage as well as to incrementally select new exemplars.
In practice, the exemplar configuration constraints can be easily
incorporated via an adaptation of the AP model and we refer to
this method as constrained affinity propagation (CAP).

1) Optimization Objective of CAP: To facilitate the
presentation, let and

denote the set of selected
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Fig. 3. Factor graph of CAP which is adapted from the factor graph of AP in
[22]. The factor graph inside the dotted line is the same as the original AP model.

exemplars and the set of photos that have not been selected as
exemplars, respectively. The rule of CAP can be established as
that any photo in will now be able to select each photo in
as its exemplar, but the photos in can only choose themselves
as exemplars.

Fig. 3 shows the graphical model of CAP. Note that the vari-
able nodes ’s whose indices of lie in

(i.e., those corresponding to any data point ) have
been removed from the factor graph, since the values of these

’s variables are constrained to be constant with the only valid
value to be 0 for and 1 for . The function nodes,
which enforce the property that each point must choose exactly
one exemplar, can be formally defined in (6). In addition, the
function nodes, which enforce the constraints that a point can
only select its exemplar from those points that identify them-
selves as exemplars, are not required for data points in , as by
fact, each data point in has already selected itself as exemplar.
The definition of function is shown in (7):

if

otherwise.
(6)

if and

otherwise.
(7)

Similar to the AP, we can define the overall objective function
for CAP as follows:

(8)

Fig. 4. Message passing between the variable nodes and function nodes, where
there are (a) five messages types for the � node whose index of � lies in
�� �� � � � �� and (b) three message types for the � node whose index of � lies
in � � ��� � �� � � � � � ��.

where

if
otherwise.

(9)

2) Message Propagation of CAP: The message propagation
for the new model is similar to the original AP algorithm, whose
derivation is based on max-sum algorithm over the factor graph
in Fig. 3, in which the messages are passing between variable
nodes and function nodes. There are five message types for vari-
able node whose and three message types
for the node whose , which
are annotated in Fig. 4(a) and (b), respectively. By applying the
message derivation strategy in [22], we can easily obtain the
message update rules as follows:

(10)

(11)

(12)

(13)

By merging different messages above, we can obtain the “re-
sponsibility” message (i.e., message) and “availability” mes-
sage (i.e., message) that are iteratively exchanged between the
data points as shown in (14) and (15) at the bottom of the next
page.

By comparing them with the massage update rules of AP, it
can be found that the difference lies on the responsibility mes-
sage: the previously selected exemplars in will now have a di-
rect impact on the values of the messages in CAP. More specifi-
cally, as indicated in the formulation of message in (14),
the similarity value between data point and the previously
selected exemplars in will directly determine the value of

. If has high similarity values with respect to the pre-
vious exemplars, its message tends to be small, which
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will in turn reduce its possibility of being selected as a new ex-
emplar. Actually, the new message formulations in (14) and (15)
will tend to select those data points that have small similarity
with the existing exemplars as new exemplars.

3) Exemplar Selection in CAP: The belief that image se-
lects image as its exemplar is derived as the sum of the in-
coming messages

(16)

Then the exemplar of image is taken as

(17)

Hence, the exemplar identification can be determined.

C. Discussion

Now we need to clarify why the proposed CAP algorithm
can obtain better results in the exemplar selection task than the
re-run of AP algorithm in which the new exemplars are directly
selected from the remaining non-exemplar samples without con-
sidering the exemplars selected in the previous rounds. It is
worth noting that the exemplar selection in the initial exemplar
selection stage aims to discover the most representative sam-
ples in a collection, which actually reflect the individual recur-
rent visual patterns in an image collection. Each of the obtained
visual patterns summarizes a set of images within a cluster. In
the next round, if we simply skip these initially selected exem-
plars and perform exemplar selection in the remaining samples,
the selected exemplars will tend to repeatedly take on the visual
patterns obtained previously. The problem of involving such
an exemplar selection procedure into our semi-automatic photo
tagging scheme is that it may always provide visually similar
images for manual labeling, which, on the one hand, introduces
a lot of redundant labors, and, on the other hand, significantly
affects the visual diversity of the obtained training sets that is
critical to the learning speed of the tag inference algorithm. On
the contrary, as aforementioned, the exemplars selected by the
CAP algorithm will have small visual similarity with respect to
the previously selected exemplars. Therefore, the obtained ex-
emplars at each round will be distinct from the existing exem-
plars, which results in a diversified image training set for the tag
inference.

V. TAG INFERENCE

Now we introduce how to infer the tags of the rest of
the photos based on all labeled exemplars. Denote by

the set of appeared unique tags in
the tagged exemplar set. Denote by the tag membership
vector for photo , in which the th entry indicates the mem-
bership of tag to the photo, i.e., if is relevant
to and otherwise . Thus, our task is to estimate

. The most intuitive approach is to directly assign the tags
of each exemplar to all data points who have identified it as
their exemplar (we call it naive tag assignment). However, this
method heavily relies on the performance of exemplar selection
algorithm and neglects the different distances of photos to the
exemplars. Therefore, here we adopt a tag propagation method,
which is closely related to a graph-based semi-supervised
learning approach [10]. The method works by iteratively prop-
agating the tags of each photo to others and holding the tags of
exemplars. The process is illustrated in Algorithm 2.

Algorithm 2: Iterative Tag Propagation Algorithm: Input:
Similarity matrix , diagonal matrix with .

Output: .
1) Initialize the tag membership matrix .
2) Update matrix .
3) Clamp the tags of exemplars, i.e., let if is

an exemplar, where is the th row of .
4) Repeat from step 2 until converges.
The process will converge to the solution of the following

optimization problem [10]:

(18)

Here we also adopt the similarity measure that explores both
visual and temporal clues—see (5)—i.e., . Based
on the estimated , we can easily obtain the binary tag mem-
bership by setting a threshold, i.e., if the th entry
in is above 0, and otherwise .

VI. EXPERIMENTS

A. Experimental Settings

To evaluate the proposed tagging scheme, we conduct ex-
periments with 16 different personal albums that are collected
from Flickr, each of which is actually a personal photo set that
includes a group of images under the same theme and thus
can be utilized as realistic personal photo albums. Specifically,

(14)

(15)
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TABLE I
NUMBER OF PHOTOS IN EACH ALBUM

the photos involved in these 16 photo albums are captured
at different locations around the world and contain diverse
content, including the records of cityscape, landscape, wildlife,
etc. Table I illustrates the number of photos in these albums.

We use the normalized 428-dimensional feature vector de-
scribed in Section IV-A to represent each image in these albums.
In the feature extraction stage, since many of the photos are with
very high resolution, we scale each photo to fix its width to 240
pixels to speed up the feature extraction.

The performance of our proposed tagging scheme is evalu-
ated by comparing the tagging results with the ground-truth tags.
The ground-truth tags of the photos are established by ten vol-
unteers as follows: for each album, the photos are exhaustively
tagged by a volunteer. In this way, there are 7.62 ground-truth
tags associated with each photo in average. For each photo,
we estimate precision, recall, and F1-measure measurements of
the tags obtained with the proposed tagging scheme. Then we
average the F1-measure of all photos in an album to evaluate
the tagging performance on the album. Finally, we average the
F1-measure of all albums and it is adopted as the performance
evaluation measurement in this work.

B. Evaluation of Exemplar Selection and Tag Inference

In this experiment, we aim to justify the effectiveness of 1)
TCAP in the exemplar selection task; and 2) tag propagation
in the tag inference task. We select a set of photos for manual
tagging via different exemplar selection methods and then infer
the tags of the rest of the photos automatically. For comparison,
we also ask the volunteers to implement the naive batch tagging
for each album, i.e., entering a set of tags for the whole album,
and the tagging performance obtained with this method will be
adopted as the baseline result.

We compare the following five exemplar selection methods.
• TCAP. We select the samples with maximal values

[see (3)] as the exemplars obtained by TCAP. The param-
eter is empirically set to the median value of the pair-
wise Euclidean distances of all samples, and the parameter

is empirically set to 1 h [see (5)]. The parameter is
simply set to 0.5.

• AP. We employ the similarity estimated with only visual
features, and the samples with maximal values are
employed as exemplars.

• Random exemplar selection. We randomly select sam-
ples from the photo album as exemplars.

• -means clustering. For each cluster, the sample that is
closest to the mean vector is selected as exemplar and the
number of clusters is set to .

• Spectral clustering [28]. For each cluster, the sample that is
closest to the mean vector is selected as exemplar and the
number of clusters is set to .

We apply each method to obtain exemplary photos and then
perform manual tagging for each photo. The parameter is set
to be 20; thus, a modest manual cost can be maintained.

For tag inference, we compare the following three methods.
• Naive tag assignment, i.e., directly assign the tags of each

exemplar to all images that has identified it as their exem-
plars. As aforementioned, this method essentially summa-
rizes the methodology of state-of-the-art interactive photo
album tagging systems.

• Tag propagation, where the graph-based label propagation
algorithm is adopted to infer the tags of unlabeled images.

• SVM. We employ the exemplar images labeled
with/without a certain tag as positive/negative training
samples and then train an SVM classifier with RBF kernel
as the prediction model of the given tag. The libSVM
toolkit [29] is utilized to implement the classification,
where the best parameter settings for and are deter-
mined from the interval of .

According to different combinations of the exemplar selec-
tion and tag inference methods, we will compare 15 methods

in all in the experiments. Table II illustrates the per-
formance comparison. From the results, we can see that the
AP method outperforms the -means and spectral clustering
methods with either naive tag assignment, SVM, and tag prop-
agation. In addition, the best result is obtained by the TCAP to-
gether with tag propagation, and this indicates the effectiveness
of tag propagation and the integration of temporal information.
It is also worth noting that the tagging performance for the base-
line method is too low to be accepted although this approach
needs the least labor cost. Note that the selected exemplars (20
photos) only occupy a very small portion of each photo album
(5.5% in average). Thus, the proposed tagging approach signif-
icantly reduces the human efforts in comparison with the ex-
haustive tagging, and fairly high tagging performance can still
be maintained (average F1-measure: 0.7066).

C. Evaluation of CAP

An important property of our proposed tagging scheme is its
flexibility. Specifically, the tagging accuracy can be gradually
improved if users perform the tagging procedure iteratively. In
this subsection, we evaluate the performance of the semi-auto-
matic tagging scheme when the iterative tagging processes are
employed. The purpose of this experiment is two-fold: 1) we
demonstrate that the incrementally selected exemplars obtained
by CAP algorithm can be well utilized as representative photos
to benefit the follow-up tag inference, and 2) we also justify
the performance improvement by introducing the iterative
tagging into the semi-automatic tagging scheme. We compare
CAP-based incremental exemplar selection with -means
clustering-based, spectral clustering-based, re-running of
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TABLE II
PERFORMANCE COMPARISON OF DIFFERENT EXEMPLAR SELECTION AND TAG

INFERENCE METHODS

TCAP (RTCAP)-based, and randomly incremental exemplar
selection methods, respectively. For the last four methods, the
incremental exemplars are selected from the photo album in
which the previously selected exemplars have been excluded.

Note that the incremental exemplar selection procedure in our
proposed semi-automatic tagging scheme is intertwined with
the tag inference model. To fairly evaluate the performance of
CAP in the incremental exemplar selection task, we use both
SVM and the graph-based tag propagation as the tag inference
model, respectively. Only if the CAP algorithm shows good per-
formance on both SVM model and tag propagation model can
we draw a conclusion that the CAP algorithm is effective in the
incremental exemplar selection task. In this experiment, we uti-
lize the tagging results obtained in Section VI-B as the initial
tagging results for different methods, i.e., the results of random
selection, -means, spectral clustering, and TCAP along with
tag propagation/SVM are applied as the initial results before it-
erative tagging procedure.

Then at each round of iteration, we select and manually tag
ten new exemplars, and then predict the tagging performance
of the previous iteration on this incrementally selected exem-
plar set. If the performance is not satisfying, the newly selected
exemplars will be incorporated into the previously tagged ex-
emplars and a tag inference process will be implemented. Such
a round will be repeated step-by-step.

Fig. 5 illustrates the tagging performance obtained with dif-
ferent incremental exemplar selection methods in terms of av-
erage F1-measure on all photo albums, where Fig. 5(a) is based
on graph-based tag propagation and Fig. 5(b) is based on SVM.
Specifically, we limit the round of iteration to be ten and report
the tagging performance at each step. It is interesting to note
that, whatever the tag inference model (SVM or tag propaga-
tion) is applied, CAP has the best performance compared with
other exemplar selection methods among the ten iterations, es-
pecially at the early stage of iteration. This is due to the fact that
the CAP algorithm has taken the interaction between previously
selected exemplars and potentially new exemplars into account,
and this confirms the effectiveness of CAP-based incremental
exemplar selection method. Fig. 6 illustrates some sample im-
ages and their tags after the iterative tagging procedure.

Fig. 5. Tagging performance at each round in the iterative tagging procedure,
where (a) graph-based tag propagation and (b) SVM are utilized as tag inference
model, respectively. (a) Graph-based tag propagation. (b) SVM.

Fig. 6. Several exemplary tagging results after the iterative tagging procedure.

We also report the prediction accuracy of automatic tag in-
ference on the incrementally selected exemplars at each round,
and the results can be illustrated in Fig. 7. We can find that the
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Fig. 7. Tagging performance on the incremental exemplar set at each iteration.

TABLE III
DIFFERENCE BETWEEN TAG ACCURACY ON EXEMPLAR SET AND ON WHOLE

PHOTO ALBUM IN TERMS OF AVERAGE F1-MEASURE

prediction accuracy on each incremental exemplar set keeps in-
creasing as the tagging round proceeds, and the trend is very
similar to the changing of tagging accuracy on the whole photo
album in Fig. 5. We also calculate the difference between tag-
ging performance on the incremental exemplar set and on the
whole photo album in Table III. As can be observed, the differ-
ence between two kinds of tagging performance is small. This
confirms that the tagging accuracy on the exemplar set can be
utilized as the prediction of tagging performance on the whole
photo album, and validates the effectiveness of the termination
strategy for the iterative tagging process.

D. Computational Cost

Computational cost is also one of the main considerations for
the web scenarios. The cost in each iteration of our proposed
semi-automatic tagging scheme consists of the following four
parts: 1) feature extraction; 2) similarity estimation; 3) tem-
porally consistent AP-based exemplar selection; and 4) tag
propagation.

In our practice, it costs about 0.062 s to extract features from
each photo. For an album, the similarity estimation, exemplar
selection, and tag propagation averagely cost 1.7, 8.5, and 2.1 s,
respectively. All these time costs are recorded on a PC with
Pentium 4 3.0-G CPU and 1-G memory. We can see that the
costs are fairly low, and our user study results demonstrate that
they are tolerable (in fact, these time costs will be much less

than the procedure of uploading photos if we apply the tool on
photo sharing websites, and the feature extraction and similarity
estimation can be implemented during the uploading process).

VII. CONCLUSION

We have proposed a semi-automatic tagging scheme for per-
sonal photo albums, which achieves a good trade-off between
manual efforts and tag performance. The proposed scheme is
flexible in the sense that the tagging performance can be dynam-
ically adjusted according to users’ satisfaction. In this scheme, a
set of exemplary photos are first selected from a personal photo
album for manual tagging via a temporally consistent affinity
propagation algorithm, and the tags of the rest of the photos
can be automatically inferred. Then an additional set of exem-
plars are incrementally selected for manual tagging with the
proposed constrained affinity propagation algorithm, based on
which the tagging performance at the previous step can be es-
timated. A further round of tag inference will be implemented
when the tagging performance cannot meet users’ requirements.
This process repeats until a satisfactory tagging performance is
achieved. Our empirical results on multiple photo albums have
demonstrated the effectiveness of the proposed scheme.
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