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Abstract—This paper introduces a novel approach to facilitating image search based on a compact semantic embedding. A novel method is developed to explicitly map concepts and image contents into a unified latent semantic space for the representation of semantic concept prototypes. Then, a linear embedding matrix is learned that maps images into the semantic space, such that each image is closer to its relevant concept prototype than other prototypes. In our approach, the semantic concepts equated with query keywords and the images mapped into the vicinity of the prototype are retrieved by our scheme. In addition, a computationally efficient method is introduced to incorporate new semantic concept prototypes into the semantic space by updating the embedding matrix. This novelty improves the scalability of the method and allows it to be applied to dynamic image repositories. Therefore, the proposed approach not only narrows semantic gap but also supports an efficient image search process. We have carried out extensive experiments on various cross-modality image search tasks over three widely-used benchmark image datasets. Results demonstrate the superior effectiveness, efficiency, and scalability of our proposed approach.
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I. INTRODUCTION

At the beginning of the 21st century, the world wide web has brought about a fundamental change in the way how people access and consume media information [10], [30], [51]. The techniques to facilitate image search are receiving more and more attentions from different research communities, e.g., information retrieval and multimedia data management. In general, the existing approaches for image search can be roughly categorized into two widely recognized yet independent classes [10], [50], namely, text-based image retrieval (TBIR) and content-based image retrieval (CBIR).

Since none of these two paradigms can fully satisfy all user requirements for online image search, some recent research efforts have been made to combine the advantages from both TBIR and CBIR into a single search framework [5], [16], [21]. But a major obstacle is how to combine the features extracted from different modalities to support accurate and computationally efficient image search. Motivated by this fact, we develop a novel cross-modality search scheme that aims to minimize the semantic gap between high-level concepts and low-level visual features. Fig. 1 illustrates the flowchart of the online retrieval procedure facilitated by our proposed method. The scheme possesses good scalability in handling dynamic online image databases. To achieve this goal, we develop a method to explicitly map keyword terms and images into a compact latent semantic space with “semantically meaningful” distance metric. In particular, it places semantic concepts into the space in the form of concept prototypes. Then, a linear embedding matrix is learned to map low-level visual features into the semantic space. With the proposed approach, textual keywords can still be applied as query terms, and the mapped images around a related concept prototype can be viewed as the retrieved results of the query term. Consequently, the images are ranked according to their distances to the concept prototype. Since the images of a certain semantic category are enforced to compactly locate around the corresponding concept prototype in the semantic space, it essentially reduces the semantic gap between low-level features and high-level concepts. Moreover, our method possesses superior scalability in dealing with new semantic concepts via updating the embedding matrix without model reconstruction. The major technical contributions of this paper can be summarized as follows.

1) A novel cross-modality image search scheme is proposed that explicitly reduces the semantic gap between semantic concepts and low-level features extracted from
images. The approach also possesses superior scalability and can well handle dynamically increasing image repository.

2) A semantic embedding method called compact semantic embedding is proposed to project concept prototypes and visual features into a compact semantic space.

3) To deal with dynamically increasing semantic concepts, an online updating algorithm is proposed to refine the semantic space. The new semantic concepts and the corresponding images can be effectively retrieved in an incremental manner.

The remainder of this paper is organized as follows. Section II introduces some related works. Section III presents the proposed keyword query-based yet content aware image search paradigm. It also provides a detailed introduction about an online updating procedure for efficiently handling dynamic changes. Section IV presents the experiments over three benchmark image datasets. Finally, Section V concludes this paper.

II. RELATED WORK

The first research attempts to develop an image search system were made over 30 years ago. Since then, the related research problems have been a fundamental subject in areas such as computer vision, multimedia computing, and information retrieval. In each of these areas, plentiful literature has been published. In this section, we will focus only on the analysis of the technical developments that are most relevant to the study.

The most popular way to implement image search systems is based on unimodal approach, where query and retrieved documents are described using the same modality [1], [6], [26], [39], [42], [54]. One of the most typical examples is TBIR, which heavily relies on textual information to describe and annotate visual content of images [15], [33], [36], [40], [46]. But a major obstacle is the lack of the annotation of large-scale image collections. The most naive approach is to manually assign text labels to each image in database. However, since manual labeling requires a huge amount of time and domain expertise, it greatly restricts the feasibility of the approach in many real applications. Consequently, intelligent algorithm design for automatic image annotation has been extensively studied in last decades [3], [11], [13], [15], [20], [25], [41], [45], [48]. Many different algorithms and systems have been developed.

There exist a wide variety of features to describe an image (e.g., color, texture, shape, and spatial layout). Utilizing a single kind of features may not be able to represent an image comprehensively. Thus, the effective combination of various features to achieve optimal search performance becomes a very important research issue. Inspired by this observation, a multimodal paradigm for search has been developed and demonstrated promising performance in a series of domain applications [2], [21], [22], [38], [47], [55]. But for images in real world, different modalities do not appear in isolation. Instead, they demonstrate strong correlation and naturally interact with each other at different levels (from low-level visual features to high-level semantics). For example, there exists certain underlying association between textual and visual modalities. Through exploring and analyzing their association, certain patterns could be identified and applied for improving search accuracy. Based on this principle, the canonical correlation analysis (CCA) technique [14] has been applied to cross-modality image search. One typical example is the study presented in [35]. Rasiwasia et al. [35] investigated two important research questions: 1) whether modeling correlations effectively between textual components and visual content components can boost overall search performance and 2) whether the modeling can be more effective in feature spaces with semantic abstract. The empirical results
show that the search systems accounting for cross-modality correlations and high-level abstraction demonstrate a promising performance. Although this method realizes the goal of querying image content through textual keywords, the learned statistical model only catches the latent relationship between text and visual components. The semantic gap between image content and semantic concepts remains unsolved.

III. OUR APPROACH

This section presents details of the proposed image search scheme. We first give a brief overview of the scheme in Section III-A. Then, we introduce the key technical component, namely the compact semantic embedding, in Section III-B. The algorithm for learning semantic embedding under dynamic environment is presented and discussed in Section III-C.

A. Overview of the Approach

As illustrated in Fig. 1, the proposed scheme consists of two functional modules. In the first module, given a collection of training images with a fixed number of semantic concepts, we aim to create a unified semantic space \( \mathcal{F} \), where each semantic concept \( \alpha \) is represented as a topic prototype \( p_\alpha \in \mathcal{F} \) and each image \( x_i \in \mathcal{X} \) is represented by \( z_i \in \mathcal{F} \).

**Definition 1:** A topic prototype \( p_\alpha \) denotes the point which represents the semantic concept \( \alpha \) in the latent semantic space \( \mathcal{F} \).

As shown in Fig. 2(a), the purpose of learning a unified semantic space is to create a common representation of both images and semantic concepts, in which distance is able to indicate image concept membership. To facilitate this process, we derive semantic concept prototypes by exploring the semantic distance among the concepts. Based on the suitable prototype embedding of the semantic concepts, we further find an appropriate mapping \( W: \mathcal{X} \rightarrow \mathcal{F} \), which maps each image of one semantic concept as close as possible to its corresponding concept prototype. In this way, images of the same category are enforced to be located in a compact region around the concept prototype in the semantic space \( \mathcal{F} \). This naturally leads to a cross-modality image search paradigm. Each of the concept keywords can still be used as query keyword, which inherits the simplicity of TBIR. Meanwhile, the embedded images can be represented by multidimensional vectors in the new feature space. For those images around a concept prototype, they can be regarded as indexed by the concept. In search process, these images can be ranked according to their distances to the concept prototype in the embedded semantic space.

As shown in Fig. 2(b), our proposed scheme can scale well when images and semantic concepts are dynamically changed. When a new semantic concept appears, instead of rebuilding the semantic space which is computational intensive, we only incorporate the appropriate concept prototype for the new concept and then update the mapping matrix \( W \) in an incremental way.

B. Compact Semantic Mapping

In our image search scheme, input training images are assumed to be represented by a set of high-dimensional feature vectors: \( \{x_1, x_2, \ldots, x_n\} \in \mathcal{X} \) of dimension \( d \). All the semantic concepts corresponding to the training images can be denoted by \( y_1, y_2, \ldots, y_n \in \{1, \ldots, c\} \), where \( c \) is the number of semantic concepts. In addition, the image indices are denoted by \( i, j \in \{1, 2, \ldots, n\} \) and the concept indices are denoted by \( \alpha, \beta \in \{1, 2, \ldots, c\} \). The semantic interactions among the semantic concepts can be represented by a semantic distance matrix \( D \in \mathbb{R}^{c \times c} \), where \( D_{\alpha,\beta} \geq 0 \) estimates the semantic distance between concepts \( \alpha \) and \( \beta \). There are several existing approaches for estimating the distance between two textual keywords, such as Google distance [8] and WordNet distance [31]. Here, we adopt a Flickr distance method. It estimates \( D_{\alpha,\beta} \) as

\[
D_{\alpha,\beta} = \max \left( \frac{\log f(\alpha) \log f(\beta)}{\log G - \min (\log f(\alpha), \log f(\beta))} \right)
\]

where \( f(\alpha) \) and \( f(\beta) \) are the numbers of images containing concepts \( \alpha \) and \( \beta \), respectively, \( f(\alpha), f(\beta) \) is the number of images containing both \( \alpha \) and \( \beta \), and \( G \) is the total number of images. All these numbers are obtained from Flickr website. It actually has the same formulation with Google distance [8] and the only difference is that the numbers \( f(\alpha), f(\beta), f(\alpha, \beta) \), and \( G \) are obtained from Flickr instead of Google. This is because Flickr is a dedicated image sharing website and thus it is expected to help to estimate a better distance between image concepts. This method has also been employed in [28], [29], and [49]. In Section IV-E, we will compare this method with Google distance and WordNet distance with an experiment.

As summarized in Algorithm 1, the whole learning procedure consists of three major steps.

1) Concept Prototype Embedding: In the first step of our proposed compact semantic embedding process, the feature vectors belonging to individual semantic concepts are projected into an Euclidean vector space. In this paper, we derive the semantic concept prototypes \( p_1, p_2, \ldots, p_c \in \mathbb{R}^c \) based on the semantic distance matrix \( D \). It is worth noting that the dimension of the semantic space is set to \( c \), i.e., the total number of semantic concepts residing in images. Such a straightforward setting prevents the MDS algorithm from complex parameter exploration and achieves good performance in our experimental results (see Section IV). To further simplify the notation, we group the columns together to generate a matrix \( P = [p_1, p_2, \ldots, p_c] \in \mathbb{R}^{c \times t} \) whose columns consist of all \( c \) concept prototypes.

In this paper, we enforce the prototypes of similar semantic concepts to be close to each other than the other dissimilar concept prototypes. Here, the semantic distance matrix \( D \) is used as an estimation of semantic dissimilarity between the concepts. For any two given semantic concepts \( \alpha \) and \( \beta \), we aim to place the corresponding concept prototypes into the lower dimensional space such that the Euclidean distance \( \|p_\alpha - p_\beta\|_2^2 \) is as close to \( D_{\alpha,\beta} \) as possible. Mathematically, we can formulate the given task as

\[
\hat{P} = \arg \min_P \sum_{\alpha,\beta=1}^{c} \left( \|p_\alpha - p_\beta\|_2^2 - (D_{\alpha,\beta})^2 \right)^2
\]

where \( \hat{P} \) denotes the optima of the objective function. By enforcing the two terms to be close to each other, the
Algorithm 1 Image Search via Compact Semantic Embedding

1: **Semantic Distance Matrix Learning:** Given a set of semantic concepts with training images, learn the semantic distance matrix \( D \) by

\[
D_{\alpha,\beta} = \max \{ \log f(\alpha), \log f(\beta) \} - \log f(\alpha,\beta)
\]

where \( D_{\alpha,\beta} \) denotes the semantic distance between concepts \( \alpha \) and \( \beta \).

2: **Concept Prototype Embedding:** Derive the semantic concept prototypes \( \hat{P} \) by

\[
\hat{P} = \arg \min_{P} \sum_{\alpha,\beta=1}^{c} \left( \| p_{\alpha} - p_{\beta} \|_2^2 - (D_{\alpha\beta})^2 \right) ^2.
\]

3: **Image Content Mapping:** Learn the mapping matrix \( W \) from \( \hat{P} \) and the labeled training images \( X \) by

\[
\hat{W} = \arg \min_{W} \sum_{i} \| \hat{p}_{y_i} - Wx_i \|_2^2 + \lambda \| W \|_F^2.
\]

4: **Indexing:** Map all unlabeled images in the database with \( \hat{W} \). The mapped images and the concept prototypes form an inverted file structure, where the images indexed by a semantic concept are ranked with the compact semantic distances.

5: **Online Search:** At the stage of online query, for any given query keyword, the images around the corresponding concept prototype are directly returned.

where \( A \) is the eigenvalue diagonal matrix and \( V \) is the corresponding eigenvector matrix. In the followings, we refer to the individual vectors residing in matrix \( \hat{P} \) as the semantic concept prototypes.

Note that the learned semantic concept prototypes matrix \( \hat{P} \) is actually independent of the image content \( \{x_i\}, i = 1, \ldots, n \). In the next section, we will further introduce an image embedding algorithm that maps the images into the obtained semantic space. In real applications, this procedure can be typically processed in an off-line manner which results in a set of prototypes corresponding to all the semantic concepts.

2) **Image Content Mapping:** Assume that a reliable embedding matrix \( \hat{P} \) of the semantic concept prototypes is ready, we now aim to find an appropriate mapping matrix \( \hat{W}: \mathcal{X} \rightarrow \mathcal{F} \), which can map each input training image \( x_i \) with label \( y_i \) as close as possible to its relevant concept prototype \( \hat{p}_{y_i} \). To achieve this target, a linear mapping \( z_i = \hat{W}x_i \) can be found via the following mathematical formula:

\[
\hat{W} = \arg \min_{W} \sum_{i} \| \hat{p}_{y_i} - Wx_i \|_2^2 + \lambda \| W \|_F^2.
\]

3) **Indexing and Search Process:** After the training process, the learned embedding matrix \( \hat{W} \) can be applied to index obtained concept prototypes \( \hat{P} \) actually inherit the semantic relationships of the individual semantic concepts.

Since the distance matrix \( D \) quantifies the semantic divergence between the pairwise semantic concepts, we can solve (2) with the multidimensional scaling (MDS) algorithm [52]. To be detailed, denote \( \hat{D} = -1/2HDH \), where the centering matrix is defined as \( H = \mathbf{I} - 1/c11^T \). Then, we perform eigenvector decomposition as \( \hat{D} = V\Lambda V^T \). Finally, the solution can be obtained by

\[
\hat{P} = \sqrt{\Lambda}V
\]
unlabeled images in the repository. More specifically, given an unlabeled image \( x_t \), we first map it into the latent semantic space \( \mathcal{F} \) and estimate its indexing keyword as the semantic concept with the closest prototype \( \hat{p}_a \) as

\[
\hat{a} = \arg\min_a \| p_a - \hat{W} x_t \|_2^2. \tag{7}
\]

This implies that the new image \( x_t \) is indexed by the semantic concept \( \hat{a} \).

After embedding all the unlabeled images in repository into the semantic space \( \mathcal{F} \), we actually generate an inverted file structure whose indexing terms are the individual semantic concepts, and the images indexed by the semantic concept are ranked with their latent semantic distances to the concept prototype. At the online search stage, for a given query keyword, we can directly return the images around the corresponding concept prototype in the latent semantic space. In this way, we naturally obtain a keyword-based yet content aware cross-modality image search paradigm.

### C. Online Updating

In real-world applications, online image repositories can change dynamically and images belonging to new semantic concepts can emerge very frequently. In this case, the learnt semantic mapping matrix \( \hat{W} \) may not be able to handle new semantic concepts effectively and thus degrade performance. The desirable solution for this problem is to incorporate these new concepts with the corresponding appropriate semantic concept prototypes. Then, the image mapping matrix \( \hat{W} \) also needs to be updated after the new semantic prototype terms are added into the latent semantic space. To achieve this target, we develop an online updating scheme that can: 1) generate the concept prototypes for the newly arrived semantic concepts and 2) adjust the image mapping matrix \( \hat{W} \) which incrementally handles the new concepts and the corresponding new training images appropriately. The whole procedure for the online updating can be illustrated as in Algorithm 2.

1) **Inserting New Semantic Concept Prototypes:** To achieve a more scalable image search scheme, we develop a set of novel methods to handle new semantic concept prototype insertion efficiently. When a new semantic concept \( c_{N+1} \) arrives, our system can incorporate the corresponding concept prototypes \( \hat{p}_{N+1} \) into the latent semantic space \( \mathcal{F} \) such that the newly generated concept prototype inherits the semantic distance between the pairwise semantic concepts. Intuitively, a natural solution to this task is to reimplement the concept prototype embedding procedure, in which the \( N+1 \) semantic concepts are considered together to learn the concept prototypes in a distance preserving manner. However, this approach is obviously infeasible since the learning procedure will lead to an extremely heavy computational cost, especially when the number of semantic concepts is huge under the Internet environment. Therefore, instead of reconstructing all semantic concept prototypes simultaneously, we fix the previously learned concept prototypes and only incorporate the new prototype \( \hat{p}_{N+1} \). To achieve this target, the concept prototype \( \hat{p}_{N+1} \) is learned in the semantic space \( \mathcal{F} \) such that the embedding distances between \( \hat{p}_{N+1} \) and the other \( N \) prototypes maintain the semantic distances between the corresponding semantic concepts in the original semantic space. Mathematically, this task can be formulated as an optimization problem as follows:

\[
\hat{p}_{N+1} = \arg\min_p \sum_{i=1}^{N} \left( \| p - \hat{p}_i \|_2^2 - (\mathbf{D}_{N+1,i})^2 \right)^2 \tag{8}
\]

where \( \hat{p}_i, i = 1, 2, \ldots, N \) denote the concept prototypes learned previously, and \( \mathbf{D}_{N+1,i} \) denotes the semantic distance between the \( (N+1) \)th semantic concept and the \( i \)th semantic concept.

The objective function is a fourth-order function, and generally there does not exist a closed-form solution. In this paper, the conjugate gradient is applied to derive the minimization of the objective function in (8). Denote by \( f \) the objective function in (8), i.e., \( f = \sum_{i=1}^{N} \left( \| p - \hat{p}_i \|_2^2 - (\mathbf{D}_{N+1,i})^2 \right)^2 \). Differentiating the objective function \( f \) with respect to \( p \) yields a gradient rule

\[
\frac{\partial f}{\partial \mathbf{p}} = 4 \sum_{i=1}^{N} \left( \left( (\mathbf{p} - \hat{p}_i)^\top (\mathbf{p} - \hat{p}_i) - (\mathbf{D}_{N+1,i})^2 \right) (\mathbf{D}_{N+1,i}) \right) \left( \sum_{i=1}^{N} (\mathbf{p} - \hat{p}_i) \right). \tag{9}
\]

Based on the above gradient, the iterative gradient descent is applied to derive the optimal solution of (8). Denote by \( l \) the index of iterations, the iterative gradient procedure updates the current solution \( \mathbf{p}_{N+l} \) to \( \mathbf{p}_{N+l+1} \) by the following rule:

\[
\mathbf{p}_{N+l+1} = \mathbf{p}_{N+l} - \rho \frac{\partial f}{\partial \mathbf{p}} \bigg|_{p=p_{N+l}} \tag{10}
\]

where \( \rho \) is the learning rate and we set it to 0.1 throughout the experiments in this paper.

After the optimization of the above procedure, we actually obtain a new semantic concept prototype \( \hat{p}_{N+1} \) without updating the semantic concept prototypes learned previously. Once a
new concept appears, a lightweight learning procedure is triggered out, which incrementally updates the semantic concept prototypes efficiently.

We can also consider changing the dimension of latent semantic subspace, but it will need to reimplement the whole MDS and image mapping process, even for those concepts that are already in database. One approach only adds some new dimensions for concept prototypes, such as increasing the dimension of concept prototype from \(c\) to \(c+r\) and keeping the original \(c\) dimensions unchanged. But how to efficiently learn the \(r\) new dimensions is a problem and it is beyond the scope of this paper. Therefore, in this paper we keep the dimension of latent semantic subspace unchanged.

2) Updating Image Mapping Matrix \(W\): Even after the insertion of new semantic concept prototypes, a mechanism is needed for updating the image embedding matrix \(\hat{W}\) such that the newly inserted semantic concepts and the corresponding images can have the compact property in the latent semantic space \(F\).

In contrast to the offline embedding matrix learning procedure introduced above, the online updating procedure assumes that the semantic concepts and the corresponding training images are received sequentially. That is, we assume that we have constructed a semantic space containing \(N\) semantic concepts, and there already exists an embedding projection matrix \(\hat{W}_N\). Meanwhile, we also assume that a new concept \(c_{N+1}\) and its corresponding training images, denoted as \(\hat{X}_{N+1} = \{x_1', \ldots, x_q'\}\), are received, where \(q\) denotes the number of images in \(\hat{X}_{N+1}\). In this setting, we aim to update the image embedding matrix from \(\hat{W}_N\) to \(\hat{W}_{N+1}\).

To derive the updated embedding matrix \(\hat{W}_{N+1}\) after new semantic concept \(c_{N+1}\) and the corresponding images \(\hat{X}_{N+1}\) arrive, we proceed by exactly solving for the updated embedding projection matrix \(\hat{W}_{N+1}\) based on the property in the closed-form solution of the embedding matrix \(\hat{W}\). More specifically, from (5), we can observe that the closed-form solution of the embedding matrix \(\hat{W}\) can be expressed as \((\sum_{i=1}^{n} p_i x_i^\top)(\sum_{i=1}^{n} x_i x_i^\top + \lambda I)^{-1}\) where the two summation terms involved are performed on the training images \(\{x_1, \ldots, x_n\}\) witnessed until now. Actually, it potentially provides an efficient solution for us to derive the incremental solution. More specifically, if we keep the two matrices \(B = \sum_{i=1}^{n} \tilde{p}_i x_i^\top\) and \(Q = \sum_{i=1}^{n} x_i x_i^\top\), each of which corresponds to the summation of all the training samples witnessed until now, then the updating procedure can be calculated as follows:

\[
\hat{W}_{N+1} = \left( B + \sum_{i=1}^{q} \tilde{p}_i x_i^\top \right) \left( Q + \sum_{i=1}^{q} x_i x_i^\top \right)^{-1}
\]  

(11)

which indicates that, after each updating procedure, we only need to store the matrices \(B\) and \(Q\). When a new concept and its corresponding training images are available, we only need to add the additional training samples into \(B\) and \(Q\) and perform a matrix inversion calculation, of which the computational cost only relies on the dimension of image features. Typically, the dimension of image feature will be in a considerate scale, and thus the computation can be performed efficiently.

Based on \(\hat{W}_{N+1}\), we need to remap the previous unlabeled images along with the newly arrived images of concept \(c_{N+1}\) into \(F\) such that the compact semantic embedding property can be well maintained. However, directly mapping all the images with \(\hat{W}_{N+1}\) is infeasible since it takes linear time with respect to the number of images. Instead, we resort to locality semantic hashing (LSH) to perform a fast remapping. Specifically, suppose we have produced a hashing table for all the previous unlabeled images \(\{x_1, \ldots, x_n\}\) in the semantic space \(F\). The length of binary codes is fixed to be 64 for LSH. When we get the new \(\hat{W}_{N+1}\), for each new image \(x_q\), we map it into 64 binary codes with the LSH hashing vectors. Finally, only the previous unlabeled images that have the same binary codes are considered as the most similar images with respect to \(x_q\).

In this process, these images have closer relationships with the newly arrived semantic concept. Therefore, we simply only remap these images into \(F\), which dynamically updates the image distributions in \(F\). This strategy thus significantly reduces computational cost.

D. Scalability Analysis

As shown above, our online updating scheme is able to scale well for dynamic online image repositories. The whole system does not need to be rebuilt after data objects from new semantic classes are inserted. It can save overall maintenance cost, especially for large-scale and dynamic data. The key idea can be summarized as follows.

1) When a new semantic concept arrives, we only need to learn its corresponding concept prototype while simply keeping the previous concept prototypes unchanged. The learning procedure is based on an iterative gradient descent, which is a quite fast process. For example, in our experiment on the NUS-WIDE dataset (see Section IV-C), the learning of the 41st concept prototype based on the existing 40 concept prototypes takes only 0.35 s on the MATLAB platform of an Intel XeonX5450 workstation with 3.0 GHz CPU and 16 GB memory. On the other hand, simultaneously learning all the 41 concept prototypes with the optimization strategy in (2) takes 2.58 s. Therefore, our method is very efficient in terms of computational cost.

2) For newly arrived images, we only need to map them with the updated \(\hat{W}\) matrix, which takes linear time with respect to the number of new images. For previous unlabeled images, the LSH-based method only selects those that have the same binary codes with the newly arrived images. In this paper, the updating takes only 0.0032 s in average for each new image, which achieves thousands times speedup.

E. Discussion

Up to now, we have introduced the semantic embedding approach and how to search images with the embedded concepts. We can also use the semantic space to facilitate image search with free text queries. Actually, query-to-concept mapping is already a widely investigated topic in multimedia...
research field [23], [32], [37], [43]. There are many different methods available. For example, for each existing concept, we can find its textual explanation from a dictionary. Then, we can calculate the similarity of a free text query and the textual explanation. In this way, we can map the query to the weighted semantic concept space, we can easily rank images for the given query. In Section IV-D, we will provide several experimental results.

IV. EXPERIMENTS

In this section, we systematically evaluate the effectiveness of our proposed solution, referred to as compact semantic mapping (CSM), by conducting experiments over three widely used datasets, namely, Caltech-101 [24], NUS-WIDE [7], and MIRFlickr dataset [19]. More specifically, the following three sub-tasks are exploited for performance evaluation.

1) Cross-modality image search via CSM. In this sub-task, we map semantic concepts and images into a unified latent semantic space, and then we use textual queries to perform cross-modality image search.

2) Online updating via incremental learning. The main purpose of this sub-task is to validate the effectiveness of the proposed online learning procedure in updating latent semantic space in order to handle new semantic concepts.

3) Image search with multiple query terms. Notably, multiple-query-term image search paradigm tries to find images that simultaneously contain multiple semantic concepts, which is a nontrivial but rarely investigated task. Since our proposed approach attacks image search simply based on the distances between semantic concepts and image contents, it provides a natural way to accomplish the task as the images residing closely to the multiple query terms can be deemed as search results. Given the fact that multiple-query-term image search is challenging for image search engines, the performance on this sub-task can well validate the generalization capability of the cross-modality image search approach.

For the purpose of performance comparison, the following four baseline image retrieval methods are implemented and their details can be found as follows.

1) Content-Based Image Retrieval (CBIR): This inputs a query image and searches over the entire image database based on low-level visual features.

2) Semantic-Based Image Retrieval (SBIR): For each semantic category, a set of positive and negative images are selected to train a support vector machine (SVM) [9] classifier with radius basis function kernel. Then, all the left images in the database can be ranked according to the prediction scores from the SVM classifier on the individual images. The libSVM toolkit [4] is utilized to implement the classification, and the parameters are tuned by a 10-fold cross-validation process.

3) CCA-Based Cross-Modality Image Search [14]: This is actually the most popular method for cross-modality image search. Given the image space $\mathcal{I}$ and the semantic concept space $\mathcal{C}$, CCA learns two mapping matrices $W_{I \times C}$ and $W_{T \times C}$ along which the two kinds of modality are maximally correlated. This results in a unified $r$-dimensional representation of both modalities in a common subspace for cross-modality search, and the images are ranked according to their distances to the semantic concepts in the common space. Regarding the parameter settings for this method, we tune the transformation dimensionality $r$ to its best value in our experiments.

4) Compact Embedding With Random Matrix (CERM): To verify the importance of the semantic correlation, we generate the initial semantic matrix $D$ with random similarities and then perform cross-modality search based on our proposed approach.

To quantitatively measure the algorithmic performance, we utilize the following three criteria.

1) Mean Precision @ $n$: The proportion of relevant images in the top $n$ ranked images. We calculate precision@$n$ for different queries and further calculate their mean value as the final evaluation metric.

2) Mean Recall @ $n$: The proportion of successfully retrieved relevant images when $n$ results are returned. We calculate the average value over all queries and report the obtained average value.

3) Mean Average Precision (MAP) @ $n$: AP measures the ranking quality of a whole list. Since it is an approximation of the area under a precision-recall curve, AP is commonly considered as a good combination of precision and recall [17]. Given a ranked list containing $n$ images, the AP value is calculated as

$$\frac{1}{R} \sum_{i=1}^{n} \frac{R_i}{\delta_i}$$

where $R$ is the number of relevant images in the list, $R_i$ the number of relevant images in the top $i$ ranked ones, and $\delta_i = 1$ if the $i$th image is relevant and 0 otherwise. To evaluate the overall performance, we report MAP, the mean value of the AP values over all queries.

A. Image Datasets

In our experiments, three publicly available benchmark image datasets, Caltech-101, NUS-WIDE, and MIRFlickr, are used to evaluate the performance of different methods. It is worth noting that all these datasets are collected from Internet, e.g., from Google and Flickr, and thus they precisely reflect the properties of the real-world web images.

Caltech-101 Dataset [12]: This dataset has been frequently used in image search tasks [18], [44]. It contains around 10000 images from 101 object categories and 1 background category. Here, we directly use the 101 semantic concepts (categories) as the textual query keywords to perform image search.

NUS-WIDE Dataset [7]: This dataset is a more challenging collection of real-world social images from Flickr. It contains 269648 images from 81 semantic categories, with a total number of 5018 unique tags, and the average number of tags for
each image is 2. It is worth noting that there are some subordinate tags (such as “water” and “lake”) and abstract tags (such as “military” and “earthquake”) contained in this dataset. Therefore, search on this large-scale web image dataset is quite challenging for all the state-of-the-art methods. We use the 81 semantic category as query keywords to perform retrieval.1

MIRFlickr Dataset [19]: The MIRFlickr-25k collection consists of 25,000 images collected from Flickr. It contains 1386 tags which occur in at least 20 images. The average number of tags per image is 8.94. Here, we use the 25 most common tags whose ground truth annotations with respect to all the images have been provided by the MIRFlickr dataset: “sky,” “water,” “portrait,” “night,” “nature,” “sunset,” “clouds,” “flower,” “beach,” “landscape,” “street,” “dog,” “architecture,” “graffiti,” “tree,” “people,” “city,” “sea,” “sun,” “girl,” “snow,” “food,” “bird,” “sign,” and “car.”

For low-level visual representation, we combine the following two different low-level features.

1) Color Features: We use the 64-dimensional color histogram and 144-dimensional color correlogram as image color features. More specifically, the color histogram serves as an effective representation for the color content of an image, whereas the color correlogram can be used to characterize color distributions and spatial correlations.

2) Local Features: Here, we use 128-dimensional SIFT descriptor for describing the local information of each image and then quantize them into a vocabulary of 1000 visual words generated by the k-means method. Then, each SIFT feature point is mapped to an integer (visual word index) between 1 and 1000, leading to the BoW image representation. Finally, we obtain a \( 64 + 144 + 1000 = 1208 \) dimensional feature vector to describe each image.

B. Exp-I: Cross-Modality Image Search

1) Experimental Configuration: In this experiment, all the three datasets are used for the evaluation. For Caltech-101, we randomly select 15 samples from each category to form a training set. So, there are \( 15 \times 101 = 1515 \) training images in total. For the proposed CSM method, these training images are used to learn the semantic embedding matrix and all the left samples in this database are projected into the latent semantic space, which are further used for the consequent image search experiments. For the CBIR method, the images in the training set are used as the queries, resulting in 1515 query images in total. To realize SBIR, for each semantic category in Caltech-101, we use the selected 15 training images from this category as positive samples and all the left samples in the training set as negative samples to train an SVM model. The predicted scores obtained by the SVM model are then used to measure the relevance levels of the database images with respect to the query. Finally, for CCA, we also use the selected training set to learn two mapping matrices that maximize the correlation between the visual contents and semantic labels. Then, the visual contents and semantic labels are mapped into a common CCA space by the corresponding mapping matrices. For the NUS-WIDE and MIRFlickr datasets, the numbers of training samples are both set to 50 for each category.

2) Results and Analysis: The comparisons between the baseline methods and the proposed CSM method on Caltech-101, NUS-WIDE, and MIRFlickr are shown in Fig. 3(a)–(c), (d)–(f), and (g)–(i), respectively. From the results, we have the following observations.

1) The CSM method achieves much better performance than CBIR. The precision, recall, and MAP curves all clearly validate the effectiveness of CSM. The main reason is that CSM method well captures the semantic correlation between textual queries and image contents.

2) The CSM method outperforms the SBIR method, which is substantially owing to the exploration of the intermediate representation of both textual and visual modalities in the CSM method.

3) The CSM method clearly outperforms the CCA method. One explanation is that CCA method does not explicitly enforce that the images related to the same keyword should be close in the projected common CCA space.

4) The CSM method produces much better results than the CERM method. This clearly indicates that, besides the dimensionality reduction process, the semantic similarity also contributes significantly to the overall performance, which confirms the advantage of exploring the correlation of semantic concepts.

Fig. 4 illustrates the exemplary cross-modality image search results for queries “waterfall” and “horse” produced by the CSM method.

3) On the Impact of Concept Distance Estimation: Here, we also compare different methods for the estimation of concept distances \( D \) [see (1)]. We compare our approach against Google distance and WordNet distance. That means, we employ different methods to estimate \( D_{\alpha,\beta} \) and then observe the cross-modality search results. Here, we tabulate the MAP@100, MAP@500, and MAP@1000 results on the NUS-WIDE dataset with different methods in Table I.

From the table, we can see that the WordNet distance has a relatively large performance gap in comparison with the other two methods. The performances of the employed method and Google distance are close, but the employed method performs slightly better.

C. Exp-II: Online Updating

As aforementioned, an online learning procedure is provided in the CSM method for dynamically updating the model.

<table>
<thead>
<tr>
<th>Algorithm #</th>
<th>Google Distance</th>
<th>WordNet Distance</th>
<th>Employed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP@100</td>
<td>0.312</td>
<td>0.301</td>
<td>0.318</td>
</tr>
<tr>
<td>MAP@500</td>
<td>0.227</td>
<td>0.208</td>
<td>0.229</td>
</tr>
<tr>
<td>MAP@1000</td>
<td>0.175</td>
<td>0.16</td>
<td>0.183</td>
</tr>
</tbody>
</table>

1 Actually, we can use all the 5018 tags as query keywords to perform image search. But the lack of ground truth annotations brings difficulty for evaluation. Therefore, we only report the search results on the 81 semantic categories (tags) for which ground truth annotations have been provided in the NUS-WIDE dataset.
Fig. 3. Mean precision, mean recall, and MAP curves at different returned depths (Top n) on the (a)–(c) Caltech-101 dataset, (d)–(f) NUS-WIDE dataset, and (g)–(i) MIRFlickr dataset, respectively, for Exp-I: cross-modality image search.

when new semantic concepts are involved. In this subsection, we evaluate the performance of the proposed online updating procedure.

1) Experimental Configuration: For the Caltech-101 dataset, we randomly choose 50 semantic categories to build the semantic prototype set $\mathbf{P}$ and mapping matrix $\mathbf{W}$, in which the implementation details are the same as in the first experiment in Section IV-B. So, the number of training samples is $15 \times 50 = 750$. In this case, we can treat the generated 50 semantic concept prototypes and the corresponding semantic mapping matrix as the initial component of the latent semantic space, based on which the proposed online updating procedure can be further implemented. Here, we assume that the semantic concepts arrive one-by-one. Each time when a new semantic concept is involved, 15 images randomly selected from this semantic category are employed as the training images of this category and added to the training set. Based on the new semantic concept and the corresponding training images, we employ our online updating procedure to incorporate the new concept prototype and update the semantic
mapping matrix. For CBIR, SBIR, and CCA, the implementation details are also the same as in the first experiment in Section IV-B. Similarly, on the NUS-WIDE dataset, we randomly select 50 training samples from each of the 40 semantic categories and utilize all the training images to construct the latent semantic space which consists of 40 semantic concepts. Furthermore, when a new semantic concept is involved, additional 50 training samples of this semantic category are randomly selected from the dataset, which are then used for the consequent online updating procedure. For MIRFlickr dataset, the beginning number of semantic categories is 15, and the left process is the same with that for the NUS-WIDE dataset. In addition, we also employ the Original CSM method (termed as Org-CSM) which, instead of performing incremental learning, directly works on all concerned semantic categories and corresponding training images.

2) Results and Analysis: The experimental results on different datasets are shown in Fig. 5(a)–(c) (Caltech-101), (d)–(f) (NUS-WIDE), and (g)–(i) (MIRFlickr), respectively. From these results, we have the following observations.

1) The proposed CSM with online updating procedure clearly outperforms CBIR, SBIR, and CCA, which well validates the effectiveness of the online updating strategy.

2) The performance of CSM with online updating procedure is quite close to Org-CSM, which clearly shows that CSM with online updating procedure is well generalizable.

Besides performance superiority, our proposed CSM with online updating method also possesses the advantages in time complexity. Table II lists the running times of different methods in the task of online learning on NUS-WIDE dataset. As can be seen, our proposed method can update the semantic space and the mapping matrix for a new semantic concept and the corresponding images within 0.35 s in average, which is much faster than the other methods. This further validates the scalability and efficiency of our proposed algorithm.

3) On the Impact of LSH Code Length: In online updating, we have used LSH to select images for mapping with the newly obtained projection matrix. Here, we also carry an
experiment to test the influence of the code length in our LSH. We vary the code length from 32 to 112 bits and observe the final MAP@100 results on the NUS-WIDE dataset after 41 new concepts are all processed. Fig. 6 illustrates the results. We can see that, generally the increasing of code length reduces time cost, but the performance will also degrade. This is because, with a large number of bits, less images will be remapped, but it may miss some images that are relevant to the new concept and should be remapped. We choose 64 bits as this length well compromises performance and computational cost.

D. Exp-III: Multiple-Query-Term Image Search

In this subsection, we evaluate the effectiveness of the proposed CSM method under the setting where a query contains multiple keyword terms. Notably, multiple-query-term image search usually requires complex structural learning models to facilitate such function [27], [34]. But our proposed scheme can be directly applied to such scenario as the image subset close enough to the prototypes of the query terms in the unified space can be returned as search results. This provides a simple paradigm for multiple-query-term image search and further verifies the advantages of the proposed algorithm.

1) Experimental Setup: We conduct experiments on the NUS-WIDE dataset. To be detailed, we select ten multiple-terms queries, each of which is composed of two different keywords. To properly choose the two-term queries, we count the TF-IDF [53] of each tag pair in the image set and select the top ten tag pairs as the query terms. In this way, the combination of each tag pair corresponds to a reasonable portion of the images in the dataset. The detailed list of the two-term queries is shown in Table III. In the online search stage, when a two-term query is input, we can obtain two image ranking lists from the latent semantic space. Each of the ranking lists is indexed by one of the concepts and the corresponding images are ranked according to their semantic closeness to the concept. To obtain the desired search results, the images are ranked based on the sum of their square distances to both of these two concept prototypes.

For the other three baseline methods, in order to realize multiple-query-term image search, we implement each of them in the following manner.

1) CBIR: We select 50 query images, and the images in database are ranked based on the sum of their square distances to each of these two categories.

2) SBIR: For each semantic concept, we train an SVM model. We rank the images in database according to the sum of the predicted scores of the two models.

3) CCA: After mapping tags and images into a CCA space, we rank the images based on the sum of their square distances to each of these two tags. For each algorithm, the implementation settings are the same with those used in the experiment in Section IV-B.

2) Results and Analysis: Table IV shows the results generated by different methods in the sub-task of multiple-query-term image search. We can find that the proposed CSM method can respond complex queries with better effectiveness than the other methods. For example, in comparison with CCA, CSM achieves 59.9% and 46.3% improvements in terms of Precision and MAP, respectively. It can be attributed to the fact that the proposed CSM method well organizes the semantic concepts and the images in a unified compact semantic space, whereby the complex queries can be simply analyzed according to the spatial layout between the individual query terms and the images.

Fig. 7 further shows the top search results of some example multiple-term queries, which well illustrates the effectiveness of the CSM method in multiple-query-term image search.

2For the Caltech-101 dataset, the images solely contain a single semantic concept. For the MIRFlicker dataset, we observed the fact that, for many multiple-query terms, there are very few relevant images in the returned results. Therefore, we only conduct experiments on the largest one among the three datasets, namely the NUS-WIDE dataset.

3It is worth noting that our proposed method can support complex queries that contain more than two terms. However, to simplify the implementation, here we only use the query with two terms.
Finally, we also conduct a simple experiment to test the effectiveness of the learned semantic space in conventional CBIR, i.e., example-based image search. Although our approach is designed for cross-modality image search, the learned semantic space can also be employed in example-based image search, as the distance of two images can be estimated in the learned space.

1) Experimental Setup: We conduct experiments on the NUS-WIDE dataset. Here, 100 images are randomly chosen as queries from the whole dataset and the other images are ranked according to their distances to the query images. The first ten returned images are labeled as relevant or irrelevant to each query by human (there are three labelers involved in the experiments and they label relevance according to the semantic relatedness of the returned image and the query). We estimate mean precision and MAP scores use them to evaluate the performance of different methods.

We compare the following three methods.
1) Image search with Euclidean distance (denoted as “Euclidean”). Here, we directly rank the images according to their Euclidean distances to the query image by comparing visual feature vectors.
2) Image search with distance metric learning (denoted as “metric learning”). We first perform a distance metric learning method and then rank images based on the learned distance metric. Here, we employ the relevance component analysis algorithm. More specifically, we select 100 images for each of the 81 semantic categories, and so there are 8100 samples in 81 classes, whereby we then perform RCA to learn a distance metric.
3) Image search with our semantic space (denoted as “proposed”). We rank the images according to their Euclidean distances to the query image in our semantic space.

2) Results and Analysis: Table V demonstrates the results. From the results we can see that, although the semantic space learning approach is designed for cross-modality image search, it can also facilitate example-based image search to some extent. By employing the learned semantic space, image search can yield much better performance than simply comparing the visual features of images with Euclidean distance. Its performance is also better than firstly learning a distance metric with RCA and then performing image search with the learned distance metric.

V. CONCLUSION

In this paper, we present a scalable cross-modality image search scheme based on a CSM method. The proposed method narrows semantic gap and scales well to dynamically increasing semantic concepts and images. To achieve this, we derive a method to construct a linear mapping matrix which maps images into a semantic space such that the images and the corresponding semantic concepts are as close as possible. In this way, mapped images around a concept prototype can be viewed as the retrieved results of the corresponding query. To deal with dynamically increasing semantic concepts, we also introduce an online learning procedure to incorporate new semantic concepts and update the mapping matrix. Extensive experiments on three widely-used benchmark datasets have well demonstrated the effectiveness of the proposed scheme.
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