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Milestone 1 Instruction
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Milestone 1
◦ Each team will present on either February 2nd or February 9th
◦ Prepare about 20 mins of presentation (and expect 3-5 mins of Q&A)
◦ All teams will submit a written Milestone 1 report on February 9th.

◦ Key elements in Milestone 1 presentation:
◦ Task Goal: 

◦ What do you want to achieve?
◦ Why is the research and development important?
◦ Is this a new topic that considers challenges of

◦ Volume
◦ Velocity
◦ Variety

◦ Does this topic try to incorporate multi-discipline knowledge?
◦ (Optional) Is it related to A.I.? 
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Milestone 1

◦ Literature Survey:
◦ What are the prior arts? What related works were done before?
◦ Which research publications, tools and products may be utilized to 

build upon them to achieve the goal? 

◦ Methodology:
◦ What types of novel algorithms I shall try to invent and implement?
◦ Where will you try to gather the data — Existing dataset? Self-

collected dataset? Live dataset?
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Milestone 1

◦ System:
◦ What will your final system look like — potential backend 

components and interaction with front end?
◦ How will you create visualization and user interface to help users 

consume your analysis outcome?

◦ Timeline:
◦ What may you achieve in Milestones 2 and 3, and in the Final 

Project?

Note — it’s good to think about what you want to achieve as complete as 
possible and study what other people have done. But, like all projects, 
everything can change when you make progress. Please do not afraid of 
making bold assumptions and attempt!!
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Big Data Analytics Basic Foundation
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Key Open Source Big Data Foundations
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Other Important Foundations (visualization and web 
servers)
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123rf.com
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123rf.com

Where to store data?
How to get data in and out?
How to manage access of data?
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123rf.com

How do I process the data?
How do I execute machine learning from the data?
How do I tell people my analytics results?
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Spark
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Spark MLlib
Includes:
• ML Algorithms: common learning algorithms 

such as classification, regression, clustering, 
and collaborative filtering

• Featurization: feature extraction, 
transformation, dimensionality reduction, 
and selection

• Pipelines: tools for constructing, evaluating, 
and tuning ML Pipelines

• Persistence: saving and load algorithms, 
models, and Pipelines

• Utilities: linear algebra, statistics, data 
handling, etc.
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Spark MLlib Basic Statistics
Includes:
• Correlation
• Hypothesis testing
• Summarizer

Example of Calculating Correlation of Time Sequences:
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Spark MLlib Features
Includes:
• Extraction: Extracting features from “raw” 

data
• Transformation: Scaling, converting, or 

modifying features
• Selection: Selecting a subset from a larger 

set of features
• Locality Sensitive Hashing (LSH): This class 

of algorithms combines aspects of feature 
transformation with other algorithms.
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Spark MLlib Supervised Machine Learning 
Algorithms

Classification
◦ Logistic regression

Binomial logistic regression
Multinomial logistic 
regression

◦ Decision tree classifier
◦ Random forest classifier
◦ Gradient-boosted tree classifier
◦ Multilayer perceptron classifier
◦ Linear Support Vector Machine
◦ One-vs-Rest classifier (a.k.a. 

One-vs-All)
◦ Naive Bayes

Regression
◦ Linear regression
◦ Generalized linear 

regression
Available families

◦ Decision tree regression
◦ Random forest regression
◦ Gradient-boosted tree 

regression
◦ Survival regression
◦ Isotonic regression
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Spark MLlib UnSupervised Machine Learning & Recommendation 
Algorithms

Clustering:
• K-means

◦ Input Columns
◦ Output Columns

• Latent Dirichlet allocation (LDA)
• Bisecting k-means
• Gaussian Mixture Model (GMM)

◦ Input Columns
◦ Output Columns

Collaborative Filtering:
◦ Explicit vs. implicit feedback
◦ Scaling of the regularization 

parameter
◦ Cold-start strategy
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Spark MLlib Model Selection and Tuning
• Model selection (a.k.a. hyperparameter tuning)
• Cross-Validation
• Train-Validation Split
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Data and Analytics Visualization
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Webservers

o Apache (http server) — the oldest and most popular web server exists in every linux 
machine, including MacOS machines.

o — display webpages of those files reside in its http root directory
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D3 Visualization (via Javascript) Examples
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D3 Visualization (via Javascript) Examples
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D3 Visualization (via Javascript) Examples
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D3 Installation
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D3 Example Circles
https://bost.ocks.org/mike/circles/
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D3 Bar Chart Tutorial
https://bost.ocks.org/mike/bar/

Javascript:

D3:
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D3 Bar Chart Tutorial
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D3 Bar Chart Tutorial Full code to do it manually 
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D3 Bar Chart Tutorial Full code to do it automatically
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D3 Bar Chart Tutorial
Full code to do it automatically
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D3 Bar Chart Tutorial
Load data

The equivalent of Javascript code:



© 2024 CY Lin, Columbia UniversityE6895 Advanced Big Data and AI – Lecture 2: Big Data Foundations32

D3 Bar Chart Tutorial
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D3 Bar Chart Tutorial
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Generative AI



Levels of Artificial General 
Intelligence
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Levels of AGI: 
https://arxiv.org/pdf/2311.02462.pdf



The Evolution of LLMs 
1. In 2017, Google released the "Transformer Model", 

which can be used in question-answering systems, 
reading comprehension, sentiment analysis, instant 
translation of text or speech, and more

2. In 2018, OpenAI proposed "GPT" and Google proposed 
the "BERT" model, widely used in search engines, 
speech recognition, machine translation, question-
answering systems, and more.

3. From 2018 to 2022, most of the research focused on 
BERT-related algorithms, when GPT performance was 
inferior to BERT

4. In 2023, ChatGPT (GPT3.5) was proposed by OpenAI, 
which significantly improves NLU's ability to understand 
most texts and surpasses humans in some area

CNN RNN

Local feature Front and Back 
Dependency Issues

In NLU

Self-Attention

One to all attention, more flexible 
and trainable

need large datasets

Text

Image
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The speed of development of Generative AI
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Generative AI Application

Image Generator

text Generator

Conditional image Generator

Audio Generator
Speech Generator

Pose Generator

Chat Bot

Summarization and Translation

Robot

NLU + Image Generator

NLU + Robot

Multi-Model

Condition Model
Generative Model
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What is Generative AI
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Multimedia Generation
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Generating Text using Large Language Models
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How LLM works
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A New Way to Find Information
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Assist Writing

EECS E6895 BIG DATA ANALYTICS 44



Examples of Generated Images
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Image Generation
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Image generation from Text
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Attention Model
[Bengio_2015]

Chorowski, Jan K., et al. "Attention-based models for speech recognition." Advances 
in neural information processing systems 28 (2015).

h : Input
αi : Attention Weight
yi : Output

In 2015, Bengio ‘s Model focuses on 
every phenon’s recognition as the 
combined weights. 

EECS E6895 BIG DATA ANALYTICS
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Transformer [Vaswani_2017]

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Cited 66157 (2023/2/21)

Noam Shazeer proposed scaled 
dot-product attention, multi-head 
attention and the parameter-free 
position representation.

Jakob Uszkoreit proposed replacing 
RNNs with self-attention and started 
the effort to evaluate this idea. 

In 2017, 8 Google researchers proposed Transformer 
Neuron Networks based on Attention, which was 
adopted by ChatGPT.  

EECS E6895 BIG DATA ANALYTICS

https://scholar.google.com.tw/scholar?cites=2960712678066186980&as_sdt=2005&sciodt=0,5&hl=zh-TW
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

oTransformer is a Deep Learning Model based on Self-

Attention

oTransformer encodes and decodes data with different 

weights. 

oExamples of transformer language models include: GPT 

(GPT-1、GPT-2、GPT-3、ChatGPT) and BERT models 

(BERT、RoBERTa 、ERNIE).
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Attention to Transformer
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Encoder DecoderTransformer

EECS E6895 BIG DATA ANALYTICS
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Encoder Decoder

哥大學生很棒! Columbia University students are great!
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Transformer
Attention

weights Columbia university students are great !

哥 1 0.5 0.2 0 0.3 0.2

大 0.5 1 0.2 0.1 0.3 0.1

學 0.2 0.2 1 0 0.5 0.2

生 0.3 0.3 0.8 0.5 0.5 0.6

很 0 0.1 0 1 0.5 0

棒 0.3 0.3 0.5 0.5 1 0.8

! 0.2 0.1 0.2 0 0.8 1

K

Q

q1

q2

q3

q4

q5

q6

q7

k1 k2 k3 k4 k5 k6
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Transformer
Translation

Transformer uses 6 

layers of encoder 

and decoder to 

achieve the same 

quality of SOTA 

English-German 

and English-French 

translation. 
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BERT Introduction
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Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint arXiv:1810.04805.
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BERT Introduction

o2018 Google’BERT has 24 layers of Transformer Encoder

oBERT’s original model is based on Wikipedia and booksorpus, using 

unsupervised training to create BERT. 

oAt Stanford’s Machine Reasoning Test SQuAD1.1 beats human 

performance. 

oGoogle NLU English was replaced from seq2seq to BERT
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Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint arXiv:1810.04805.
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BERT understands language’s meaning

Page 58

Low-Level NLPHigh-Level NLP

Tenney, I., Das, D., & Pavlick, E. (2019). BERT rediscovers the classical NLP pipeline. 
arXiv preprint arXiv:1905.05950.

ConstitutionsDependentsSemantic-Role LevelCoreSemantic-Role
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In 2018, BERT Comprehension test outperformed human
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Transformer to GPT

Input -> Encoder -> Latent Feature + Masked Output -> Decoder -> Output

Transformer GPT
Input -> Decoder(with Casual mask) -> shift Output

An ■ a day keeps the doctor away

An apple a day keeps the doctor away

apple   95%
banana  5%

An

An apple

apple    99%
almond   1%

a           99%
watch    1%

An apple a

Masked 
Language
Learning

Autoregressive 
Learning
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https://lifearchitect.ai/chatgpt/

ChatGPT
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GPT Evolution
Not only Bigger and Bigger

2018 2020 2020

Fine Tuning

Fine Tuning

Fine Tuning
Or

In context Few shot Learning

“GPT-3 is applied without any 
gradient updates or fine-tuning, 
with tasks and few-shot 
demonstrations specified purely 
via text interaction with the model.” 
From Language Models are Few-Shot 
Learners (2020)

As the model and dataset get larger, it will 
know more and more
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GPT Evolution
Not only Bigger and Bigger

? 
How does the Model Answer smartly or 

more like an Adult human

Thinking and Answering policy optimization
Reinforcement Learning from Human Feedback

(RLHF)

Prompts
&
Text

Prompts
&

Text^n

Labeler
Step I

Step II
Pre-trained 

model

Prompts

Training

Critic
… 5
… 4
… 3
… 2
… 1

Scoring
Text

Reward
Model
Training

Step III
Pre-trained 

model
Policy 
Model

… 5
… 4
… 3
… 2
… 1

Scoring
Texts

Reward
Model

Text

Policy Training

Prompts

Inference

Prompts

Text

ChatGPT
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What is Next ?
AutoGPT

What goal do you want

Connect to Internet to Find the way or answer

Write code and debug

Do research and try & error

Make a Hypothesis and provide it

Summarization and Organization

In Iron Man

Like JARVIS

The no longer future will come true

https://agentgpt.reworkd.ai/zh
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A.I. for Drug Design
 -- New Era is Now. Significant Scientific and Business 
Breakthrough
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https://youtu.be/iUMpm3tYsVE?t=218

Protein == Biological Machine

When people in 50 years later look back history, they may 
recognize ‘Today’ is a scientific breakthrough moment in 
Biology as an equivalent of Newton’s moment in Physics

 -- Graphen 2023    

https://youtu.be/iUMpm3tYsVE?t=218
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“Tools from established companies like 
Google DeepMind, startups like 
Graphen, and AI chipsets from vendors 
like NVIDIA and Intel will help accelerate 
the speed of drug discovery, 
development, and testing, allowing 
pharmaceutical companies and 
healthcare authorities to combat the 
pandemic.” – ABI research, May 2020



Graphen Ardi Full-Brain Platform’s Graph Models enable Graphen Atom 
Tools that better simulate biological functions
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Memory

Reasoning

Strategy

Classification
Cognition

Sensing

SignalEmotion

https://www.graphen.ai/products/ardi.html

68

Ardi Graph Analytics and 
Database of zillions of nodes 
and edges were deployed in 
one of the world’s largest 
institutes in 2018.

Atom Network Modeling

Protein Function Prediction Affinity Prediction

Graphen’s Differentiator: 
Graph Modeling + Deep 
Learning + Generative AI

https://www.graphen.ai/products/ardi_feature.html
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1. Generate Synthesis and low side effects 
Drug

2. Filtering drug by ADMET and Solubility

3. Filtering Drug by Graphen QF Energy 
model and Kinase model

4. Disease-Clinical/Cell Target mapping 
(Spectrum Mutant Prediction)

5. Synthesis and Wet Lab Evaluation

Samples

30K

2.5K

0.1K

Required Time

7 Days

3 Days

5 Days

30 5 Days

10

Generate de novo 
new compound

Manufacturable and 
Safety Screening

Dynamic Target-Lead 
interaction simulation

Target Cell and Disease 
Finding

30+30 Days

Graphen Small Mole Drug Dev è 1/27 of the Time; 1/9000 of the Cost, 
comparing to traditional methods

1.5M

Chemical Synthesis
Kinase Assay/Cell Assay

AI is making a paradigm shift to reduce the risk of drug development via:
• Enrich pipeline
• Increase Probability of Success
• Cost Reduction
• More Precise, Fewer Side Effects
• Rare Disease & Personalized Drugs


