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Overview of Large
Language Models

THE EVOLUTION OF NATURAL LANGUAGE PROCESSING




The Evolution of LLMs

1. In 2017, Google released the "Transformer Model",
hick I " : : ’
reading comprehension, sentiment analysis, instant Text
translation of text or speech, and more

2. In 2018, OpenAl proposed "GPT" and Google proposed
the "BERT" model, widely used in search engines,
speech recognition, machine translation, question-
answering systems, and more.

3. From 2018 to 2022, most of the research focused on
BERT-related algorithms, when GPT performance was
inferior to BERT

Image

4. In 2023, ChatGPT (GPT3.5) was proposed by OpenAl,
which significantly improves NLU's ability to understand

L
2018

most texts and surpasses humans in some area
§ @
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CNN RNN Self-Attention
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Dependency Issues and trainable
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The speed of development of Generative Al

—
The blessings of scale Quick learners
Al training runs, estimated computing resources used The speed at which artificial intelligence models master benchmarks and surpass human baselines
Floating-point operations, selected systems, by type, log scale is accelerating. But they often fall short in the real world.
Benchmarks
PaLM (540B) MMIST (handwriting recognition)  ® SQuAD 1.1 (reading comprehension)
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GPT-3 @ ImageNet (image recognition) @ GLUE (language understanding)
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learning”, by |. Sevilla et al,, arXiv, 2022; Our World in Data




Generative Al Basics

CREATING ARTIFICIAL CREATIVITY
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Generative Al Application
Multi-Model

NLU + Image Generator

Condition Model
“pinlke oy horse
Generative Model bin the Beack”

Conditional image Generator
Image Generator \./

Audio Generator

Speech Generator

Chat Bot
text Generator

Summarization and Translation

Pose Generator

Robot

push the green star to

the bottom center
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Generative Al Methodology

Variational AutoEncoder (VAE)

Reconstructed

Input Image Image

‘!“‘
““““ Latent space
% Representation

-
-
-
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-
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Generative Adversarial Network (GAN)

Real Sample
noise > D I '
i Fake Sample Discriminator z
N G
Generator
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Diffusion Denoise Model

TraininE

Concatenate

Concatenate

Concatenate

Concatenate
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time embedding
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Generating

Large Language Model (LLM)




What i1s Generative Al

Artificial intelligence systems that can produce high quality
content, specifically text, images, and audio.

. . Bard (Experiment ) + : I ro I I l pt S
Socidll@wsthadption - B
B Microsoft Bing

ﬂ Give me three ideas for t-shirt graphics that would /'

appeal to llamas.
View other drafts v D) Find me some recipes for snacks for hungry pirates

Write three captions for a social post aboutjour
new line of sunglasses for robots

e . . -
@ ~1. “Shine b':'thr even if your eyes arg digital! +‘ Sure, here are three ideas for t-shirt graphics that would SN - =
Introducing our latest sunglasses line for robots.” appeal to llamas: g e el
2. “Because even bots deserve to look cool in \// Generating answers for you...
thesun! #RobotChic” 1. A cartoon llama with a funny expression, such as a
3. “Future’s so bright, our robots need surprised llama, a grumpy llama, or a silly llama. Sure! Here are sofmehfun andltatsty.pirate-themed snacks that
shattestk out our new eyewear collection now.” 2. A llama doing something that is typically associated e bl
with llamas, such as eating grass, spitting, or being 1. Pirate Mix: This snack includes pirate pegleg pretzel
majestic. sticks, Gorilla Munch cannonballs, and “gold” “fish” whole
L < Regenerate grain Goldfish crackers ' .
Write three captions for a social post about our
line of sunglasses for robots
ChatGPT/OpenAl Bard/Gooale Bing Chat/Microsoft
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Multimedia Generation

A beautiful, pastoral mountain scene. Two cute kittens playing (DALL-E)
Landscape painting style (Midjourney)
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Icliclialllly ICTAL USllly Lalycc Lallyuaytc

Models

Text generation process

| love eating
|
Y bagels with cream cheese
prompt
my mother’'s meatloaf
out with friends

\ )
[

Al output

\
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How LLM works

LLMs are built by using supervised learning (A—B) to repeatedly predict the next word.

My favorite food is a bagel with cream cheese

Input (A) Output (B)
My favorite food is @ bagel

My favorite food is a bagel with

My favorite food is a bagel with cream

My favorite food is a bagel with cream cheese

When we train a very large Al system on a lot of data (hundreds of billions of words),
we get a Large Lanquage Model like ChatGPT.
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A New Way to Find Information

What is the capital of South Africa?  What does LLM stand for?

South Africa has three capital cities:  LL.M. stands for "Legum Magister” in
1. Pretoria (administrative capital)  Latin, which translates to "Master of
2. Cape Town (legislative capital) Laws" in English.

3. Bloemfontein (judicial capital) What about in the context of Al?

In the context of Al, LLM refers to
“Large Language Model”.

EECS E6893 BIG DATA ANALYTICS 12




Assist Writing

Rewrite this for clarity: Write a 300 word story involving
Students all around the world are trucks for a 3 year old to
realizing learning has to happen encourage them to brush their
not just in school but throughout taath o

1A fmals i ;im~ v el b A Once upon a time In a town
Students worldwide understand called Toothville, there lived a
that learning extends beyond happy tow truck named Timmy.
school and continues throughout

life.

One day Timmy noticed that his
shiny bumper had a dull spot.
Worried, he went to the doctor |...]
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Examples of tasks LLM can carry out

Writing Reading Chatting
Suggest three names for I love my new llama T-shirt! Welcome to BettaBurgers!
our new analytics platform The fabric is so soft.
Sure, here are three ideas: Complaint: NO I'd like a cheeseburger for
1. Nexalnsight : -+ delivery!

. g Department: Apparel app ry
2. Quantivue = n J— N
3. AnalytiSphere | wore my llama T-shirt to a wesome. Anything eise:

friend’s wedding, and now

they’re mad at me for
Yes, employees can park on <tenlina the show

Is there parking for staff? That's it thanks!

levels 1 and 2 of the offic Complaint: YES - O'fr It l' beEtherel in 20
You can get a sticker at Department: Apparel aapp minutes. Enjoy:

EECS E6893 BIG DATA ANALYTICS 14



LLM Hallucinations

Give me three quotes that Shakespeare
wrote about Beyonce

1.
2.

Her vocals shine like the sun.

All hail the queen, she is most worthy
of love.

Such a voice, so electric and alive,
none else can compare!
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LLM Hallucinations

List two court cases tried in Hallucinations have had

California about Al :
Serious consequences
1. Waymo v. Uber — Theft of v/ Real case

trade secrets related to The ChatGPT Lawyer Enlaing

autonomous dflVlng x qulucinqtion Himself
2.1n g ersoll v. Chevron — In a cringe-inducing court hearing, a lawyer who relied on A.L. to

Patent infringement of oil field craft a motion full of made-up case law said he “did not
machine learning technology

comprehend” that the chat bot could lead him astray.

Ehe New Aork Eimes
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Input / Output Length is Limited

Many LLMs can accept a prompt of up to only a few thousand
words.

* The total amount of context you can give it is limited
« Some LLMs have longer context limits — up to 100,000 words

» An LLM’s context length is the limit on the total input+output
size

~ | Summarize the
~ | following pages
| into 300 words

Summarize the
following pages
into 300 words

Summarize the
following pages
into 300 words

or fewer:
r 1

Human-like Al The economy is The author finds

[l [.] [.]
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Not Understanding Structured Data

Home prices Purchases on website

size price user ID time price ($) | purchased
(square feet) | (1000%) 4783 | Jan2108:15.20 7.95 yes

523 100 3893 March 3 11113:.5 10.00 yes
645 150 8384 | JuneT114:15.05 9.50 no
708 200 0931 | . Aug220:3055 | 12.90 yes
1034 300 A B
2290 350

l—Y—J \_T_J
2%5 4&0

Use supervised learning (A — B)

EECS E6893 BIG DATA ANALYTICS 18




Bias and Toxicity

An LLM can reflect the biases that exist in the text it learned from.

Complete this sentence: Complete this sentence:
The surgeon walked to the The nurse walked to the
parkina lot and took out parkina lot and took out
his car keys. her phone.
— —

assumed male assumed female

Some LLMs can output toxic or other harmful speech, but
most models have gotten much safer over time.

EECS E6893 BIG DATA ANALYTICS
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Knowledge Cutoffs

An LLM's knowledge of the world is frozen at the time of its
training

- A model trained on data scraped from internet in January

2022 has no information about more recent events

What was the highest
grossing film of 2022?

As of January 2022, | don't X
have data on the highest-
grossing movie for that year.

Avatar: The Way of Water
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Examples of Generated Images

A picture of a woman smiling A futuristic city scene A cool, happy robot
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Image Generation

R R A £ 4
By B 11?? 7-'«* e
b 1 Ar LR ‘

'-"" oA
L

e e by g
'-":' '*'n“\' e T A2 R
oy ‘»v“’:,.. ok
e §§, 4 WA
R e ;’-r‘.: %

nk\J‘_, LR oy

Image 1 Image 3 Image 4

|
Typically ~100 steps for diffusion model
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Image generation from Text

27 Lot e >
»ﬁ:f N

va” v,&-qf

‘ "i‘f. R ey
Ll ‘%:;:J;w

':&.}\‘QL .‘!&
Image 1

Image 4

Output (B)

4
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Key Technics behind
Large Language Models
and Generative Al

KEY CONCEPTS




ChatGPT

Verbal-Linguistic Intelligence Test Your snapshot report

Intro Graphs Detailed Strengths & Advice
Results Limitations

Snapshot Report

ChatGPT ChatGPT
Vocabulary
1Q score = 147’ '
Percentile score =99 a ‘ L -

ChatGPT 1Q 147 &

You appear to have a very extensive vocabulary. You know the meanings of most of the given

terms, some of which are extremely advanced. Your excellent vocabulary can help you commu-

nicate and understand the written word.

https://lifearchitect.ai/chatgpt/
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ChatGPT

Software dev job ChatGPT would be hired as L3 Software
Developer at Google: the role pays

$183,000/year.

Politics ChatGPT writes several Bills (USA).

MBA ChatGPT would pass an MBA degree exam at
Wharton (UPenn).

Accounting GPT-3.5 would pass the US CPA exam.

Legal GPT-3.5 would pass the bar in the US.

Medical ChatGPT would pass the United States Medical

Licensing Exam (USMLE).

AWS certificate ChatGPT would pass the AWS Certified Cloud
Practitioner exam.
IQ (verbal only) ChatGPT scores 1Q=147, 99.9th %ile.

SAT exam ChatGPT scores 1020/1600 on SAT exam.

https://lifearchitect.ai/chatgpt/
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Attention Experiment

Ulric Neisser Attention Experiment

Selective Attention Test

from Simons & Chabris (1999)

BEET R

> P ¢ wvae@ B £ (= O I3

https://www.youtube.com/watch?v=vlG698U2Mvo&ab_channel=DanielSimons
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Attention Model
[Bengio 2015]

2015, Bengio’s Model focuses on every

phenome’s recogniztion is the combined
Attention-Based Models for Speech Recognition weights.

Jan Chorowski Dzmitry Bahdanaun
University of Wroctaw, Poland Jacobs University Bremen, Germany
] sl kiEdii. i .pl . = . .
jan.chorowskiRii.uni.wroc.p o = Attend(sz_l N TERR h)
Dmitriy Serdyuk Kyunghyun Cho Yoshua Bengio L
Université de Montréal Université de Montréal Université de Montréal
CIFAR Senior Fellow g; = E Q; j h :
?
7=1
Abstract ) .
y; ~ Generate(s;—1,9;),
Recurrent sequence generators conditioned on input data through an attention

mechanism have recently shown very good performance on a range of tasks in-
cluding machine translation, handwriting synthesis [1, 2] and image caption gen-
eration [3]. We extend the attention-mechanism with features needed for speech h ® I n ut
recognition. We show that while an adaptation of the model vsed for machine ° p
translation in [2] reaches a competitive 18.7% phoneme error rate (PER) on the
TIMIT phoneme recognition task, it can only be applied to utterances which are ° M M

roughly as long as the ones it was trained on. We offer a qualitative explanation of a . Atte n t I O n We I g t
this failure and propose a novel and generic method of adding location-awareness / °

to the attention mechanism to alleviate this issue. The new method yields a model
that is robust to long inputs and achieves 18% PER in single utterances and 20% L O t t
in 10-times longer (repeated) utterances, Finally, we propose a change to the at- y/ ° u p u
tention mechanism that prevents it from concentrating too much on single frames,
which further reduces PER o 17.6% level.

Chorowski, Jan K., et al. "Attention-based models for speech recognition." Advances
in neural information processing systems 28 (2015).
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Transformer [Vaswani_2017]

In 2017, 8 Google researchers proposed Transformer
Neuron Networks based on Attention, which was
adopted by ChatGPT.

Jakob Uszkoreit proposed
replacing RNNs with self-
attention and started the
effortto " idea.

Attention Is All You Need

Ashish Vaswani* Noam Shazeer” Niki Parmar” Jakob Uszkoreit”
Google Brain Google Brain Google Research Google Research
avaswani@google.com noam@google.com nikip@google.com usz@google.com

Llion Jones* Aidan N. Gomez" | Lukasz Kaiser”
Google Research University of Toronto Google Brain
1lion@google.com aidan®@cs.toronto.edu lukaszkaiser@google.com

Illia Polosukhin®
illia.polosukhin@gmail.com

Abstract

The dominant sequence transduction models are based on complex recurrent or N oa m S h a zee r p ro p 0 Se d

convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention

mechanism. We propose a new simple network architecture, the Transformer, Sca Ied d ot- p rod u ct

based solely on attention mechanisms, dispensing with recurrence and convolutions.
entirely, Experiments on two machine translation tasks show these models 1o

. .
be superior in quality while being more parallelizable and requiring significantly tt t It - h d
less time to train. Our model achieves 28 4 BLEU on the WMT 2014 English- a e n Io n 4 m u I ea
to-German translation task, improving over the existing best results, including .
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task, tt t d t h
our model establishes a new single-model state-of-the-art BLEU score of 41.0 after a e n |0 n a n e

training for 3.5 days on E.;%:;E-GPUS. a small fraction of the training costs of the ..
best models from the li pa rameter-free pOS|t|On
(2023/2/21) representation.

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).
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Transformer

oTransformer is a Deep Learning Model based on Self-Attention

oTransformer encodes and decodes data with different weights.

o Examples of transformer language models include: GPT (GPT-1.
GPT-2, GPT-3, ChatGPT) and BERT models (BERT, RoBERTa .
ERNIE).

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information
processing systems 30 (2017).
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BERT Al Models

Semi-supervised Sequence Learning
context2Vec
Pre-trained seq2seq

ELMo \

ULMFIT
GPT
Multi mgual Transformer Bidirectional LM
Larger model
MultiFiT More:data
Cross-lingual BERT Defense -
» Grover
UXII;I\; +Knowledge Graph w8
i .
MT-DNN MASS Permutation LM
Knowledge |distillation UniLM wii e
VideoBERT
CBT
MT-DNNgp ViLBERT
E.RNIE Visual BERT ERNIE (Baidu)
(Isinghua) B2T2
XLNet " BERT-wwm
SpanBERT Neural [entity linker Unicoder-\1,
RoBERTa Y LXMERT
VL-BERT
KnowBert UNITER By Xiaozhi Wang & Zhengyan Zhang @ THUNLP
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Transformer

Qutput
Probabilities d
Encoder Transformer Decoder
e !
Feed
Forward
’ N

Mufti-Head

Feed Attention

Forward } } N x
—
Nix

—{_Add & Norm Y

Multi-Head Multi-Head

Attention Attention

— J X —
Positional @ ¢ Positional
Encoding Encoding

Input Output

Embedding Embedding

Inputs Outputs

(shifted right)

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information
processing systems 30 (2017).
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Transformer

SFREBERE!

Encoder

Columbia University students are great!

EECS E6893 BIG DATA ANALYTICS

» Decoder >

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information
processing systems 30 (2017).
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Transtormer
Attention

Scaled Dot-Product Attention

QK"

Attention(Q, K, V') = softmax(
Vi

)14

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information
processing systems 30 (2017).
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Transformer

Attention
K
k; k; ks Ky ks Ks

weights | Columbia | university | students are great !
aq; = 1 0.5 0.2 0 0.3 0.2
0 a, 7N 0.5 1 0.2 0.1 0.3 0.1
g3 2 0.2 0.2 1 0 0.5 0.2
q, & 0.3 0.3 0.8 0.5 0.5 0.6

qs R 0 0.1 0 1 0.5 0
9s (= 0.3 0.3 0.5 0.5 1 0.8

g, 0.2 0.1 0.2 0 0.8 1

EECS E6893 BIG DATA ANALYTICS
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Transformer multi-head attention

Multi-Head Attention

t

Linear

Concat I

AA

Scaled Dot-Product
Attention

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information
processing systems 30 (2017).
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Transformer Translation

Table 2: The Transformer achieves better BLEU scores than previous state-of-the-art models on the
English-to-German and English-to-French newstest2014 tests at a fraction of the training cost.

BLEU Training Cost (FLOPs)

Bilingual Evaluation
Understudy Score - BLEU is

Model an evaluation to see how
ByteNet [T5] EQP;%E EN-FR EN-DE  EN-FR close the translation is to
Deep-Att + PosUnk 39.2 1.0 - 10% real human being.

GNMT + RL 24.6 39.92 2.3-1012  1.4-10%

ConvS2S []] 25.16  40.46 9.6-10% 1.5-10%

MoE [26]] 26.03  40.56 2.0-1012  1.2.10%

Deep-Att + PosUnk Ensemble [32] 40.4 8.0-10%°

GNMT + RL Ensemble [31]] 2630  41.16 1.8-10%° 1.1-10%

ConvS2S Ensemble 26.36 41.29 7.7-10Y  1.2-102%

Transformer (base model) 27.3 38.1 3.3.10'8

Transformer (big) 28.4 41.0 2.3-10°

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information
processing systems 30 (2017).
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Transformer Translation

[ Der schnelle braune Fuchs ]
A

\ Transformer uses 6
Decoder 6

/ Encoder 6

I layers of encoder
Encoder 5 > Decoder 5
I and decoder to
E Encoder 4 > Decoder 4 E .
; f 3 achieve the same
g Encoder 3 > Decoder 3 § .
quality of SOTA
Encoder 2 > Decoder 2 .
— English-German

and English-French

=

.
\ Encoder 1 > Decoder 1
T AN

Input | The quick brown fox

translation.
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BERT Introduction

02018 Google’BERT has 24 layers of Transformer Encoder

o BERT'’s original model is based on Wikipedia and booksorpus, using

unsupervised training to create BERT.

o At Stanford’s Machine Reasoning Test SQUAD1.1 beats human

performance.

o Google NLU English was replaced from seq2seq to BERT

Devlin, J., Chang, M. W.,, Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional
transformers for language understanding. arXiv preprint arXiv:1810.04805.
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BERT Introduction

cs.CL] 24 May 2019

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova
Google Al Language
{jacobdevlin,mingweichang, kentonl, kristout}@google.com

Abstract

We introduce a new language representa-
tion model called BERT, which stands for
Bidirectional Encoder Representations from
Transformers. Unlike recent language repre-
sentation models (Peters et al., 2018a; Rad-
ford et al., 2018), BERT is designed to pre-
train deep bidirectional representations from
unlabeled text by jointly conditioning on both
left and right context in all layers. As a re-
sult, the pre-trained BERT model can be fine-
tuned with just one additional output layer
to create state-of-the-art models for a wide
range of tasks, such as question answering and
language inference, without substantial task-
specific architecture modifications.

There are two existing strategies for apply-
ing pre-trained language representations to down-
stream tasks: feature-based and fine-tuning. The
feature-based approach, such as ELMo (Peters
et al., 2018a), uses task-specific architectures that
include the pre-trained representations as addi-
tional features. The fine-tuning approach, such as
the Generative Pre-trained Transformer (OpenAl
GPT) (Radford et al., 2018), introduces minimal
task-specific parameters, and is trained on the
downstream tasks by simply fine-tuning all pre-
trained parameters. The two approaches share the
same objective function during pre-training, where
they use unidirectional language models to learn
general language representations.

Devlin, J., Chang, M. W, Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional

transformers for language understanding. arXiv preprint arXiv:1810.04805.
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In 2018’s BERT Comprehension test
outperformed human

SQuAD1.1 Leaderboard

Since the release of SQUAD1.0, the community has made rapid progress, with the best
models now rivaling human performance on the task. Here are the ExactMatch (EM)
and F1 scores evaluated on the test set of v1.1.

Rank Model EM F1

Human Performance 82.304 91.221
Stanford University
(Rajpurkar et al. "16)

1 BERT (ensemble) 87.433 93.160
Google A.l

2 BERT (single model) 85.083 91.835
Google Al

2 ninet (ensemble) 85.356 91.202
Microsoft Research Asia

2 ninet (ensemble) 85.954 91.677
Microsoft Research Asia
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BERT understands language's meaning

High-Level NLP {eeeeeeeeseesss——) | ow-Level NLP
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Tenney, I., Das, D., & Pavlick, E. (2019). BERT rediscovers the clasical NLP pipeline. arXiv preprint arXiv:1905.05950.
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Attention to Transformer

Output
Probabilities
(" N
Add & Norm
Feed
Forward
7 ™ Add & Norm
_ :
Add & Norm Multi-Head
- Feed . Attention N
orwar X
. 2 },_)
N Add & Norm
Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
At At
— VEIAN —
Positional Positional
Encod P & -
ncoding . Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figure 1: The Transformer - model architecture.

encoder self attention

1. Multi-head Attention
2. Query:Key:Value

decoder self attention

1. Masked Multi-head Attention
2. Query:Key:Value

encoder-decoder attention

1. Multi-head Attention
2. Encoder Self attention:Key:VaIue

3. Decoder Self attention=QuUery
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Transformer to GPT

Transformer

Input -> Encoder -> Latent Feature + Masked Output -> Decoder -> Output

Qutput
Probabilities

An . a day keeps the doctor away

F

Latent Features || roay

zﬁ Add & Norm

| Add & Norm ]
Multi-Head
Feed :néntiz?w Masked
Forward |l 7 7 7 Nx apple 95% Language
Add & Norm 0,
N - [ ]
X Add & Norm ] rym— banana 5% Learning

Multi-Head Multi-Head
Attention Attention

At 5 [

\"_ J _ —' )
Positional A ] Positional
Encoding ®_O € Encoding
Input Qutput
Embedding Embedding
i T An apple a day keeps the doctor away
Inputs Outputs
(shifted right)
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GPT

Input -> Decoder(with Casual mask) -> shift Output

Mext Token A n
Probabilities

QOutput

Embeddings

T apple 99%

%E almond 1%
Feed Forward ‘

Nx

l Lazer Norm ? An a Ie
Multi-Head Casual l
Self Attention
! a 99%
Text + Position watch 1 %
Embedding
Inputs ‘
An apple a

Autoregressive
Learning
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GPT Evolution

Not only Bigger and Bigger

Fine Tuning
Or
In context Few shot Learning

175B parameters

Fine Tuning "
1.5B 3
Fine Tuning o
o¥}
o 3
Ly ) =
RTCYIR| cPT2
5 <
M GpPT-1

1024 token size 2048 token size

-@—©
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512 token size

As the model and dataset get larger, it will

know more and more

"GPT-3 is applied without any gradient
updates or fine-tuning, with tasks and
few-shot demonstrations specified
purely via text interaction with the

model.”
From Language Models are Few-Shot Learners
(2020)

Zero-shot One-shot Few-shot

L

175B Params

Natural Language
Prompt

racy (%)

Accul

- 13B Params

1.3B Params

Number of Examples in Context (K)
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Thinking and Answering policy optimization

i Reinf t Learning from H Feedback
GPT EVOIUtlon einforcemen earn(llngH;)om uman Feedpac

: . Step |
Not only Bigger and Bigger Labeler
Prompts A
fot —> <@ —)
Fine Tuning
Or
In context Few shot Learning Step Il
Pre-trained Reward
175B parameters model Critic Scoring Model

5 Training

? Prompts ‘ Teét @ ‘ g *,@
& “

How does the Model Answer smartly or
more like an Adult human %ﬂ@a

96 decoders

Or Step Il

% Pre-trained Policy Reward .
model Model Model Scoring

Texts Text 2
2048 token size Prompts ‘ “ @ ‘ g

Policy Training

Inference ChatGPT

Prompts ‘ .:'-P
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What Is Next ?

AutoGPT

Connect to Internet to Find the way or answer Like JARVIS

Write code and debug

What goal do you want m===) @ —> ————>

Do research and try & error

Make a Hypothesis and provide it

'}

Summarization and Organization

BNT AND ENHANRII‘;IAZ ‘

REMOVE P

In Iron Man

SABeptRE

The no longer future will come true —>

https://agentgpt.reworkd.ai/zh
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Generative Al for
Enterprise

APPLYING ARTIFICIAL CREATIVITY IN INDUSTRY




Graphen
oal‘)%tz:s Meqq'a"a

World’s First A.l. Dlgltal Human for Daily Llfe’ /

1 . Hardware-Software Integratg*
Local Al ‘Brain’.

| 1
(.' e Privacy / Individual / Personal

* Speaks English, Chinese, i
Japar@ese, Spanish, Korean, J |
Mala

nd Indonesian. |
ith Person@lity &

- Graphen
=. Robotics




Al as Knowledge Worker

Examples :

Instant reference tool for medication dosages, side effects, and
interactions, reducing the risk of medication errors.

Patient education : helping nurses provide accurate, understandable
explanations of medical conditions and treatments.

Question : What is the infusion time for 1 unit of Packed Red Blood Cells?

Alia Nurse Assistant: PBRCs are a blood product used to replace erythrocytes; infusion time for 1
unit is usually between 2 and 4 hours.

Source: The answer is obtained by retrieving page 158 in the provided PDF, which is the RN Exam textbook.

=>» Aiia answered 90% questions correctly in New York RN License Exam



-----

Alila Examples

Garden by the Bay
@ Singapore

JR East @Tokyo

Medical Assistant
@ US and Taiwan

https://www.youtube.com/
watch?v=J9zsaW0gDN4

» " Graphen

4
. ¥ R .
& 4 Robotics
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https://www.youtube.com/watch?v=J9zsaW0gDN4
https://www.youtube.com/watch?v=J9zsaW0gDN4

@) GAME PASS

B8 Windows 11

) GAME PASS

. Windows 11

4

e QRS

Powend by Gm

Graphen
5 M Robotics




f| CONECREr

Drinks, Restaurants, Supermarket, etc. Retail stores

Six Aiia demos at New York Convention Center (April 2023 @ NY Auto Show)

NIIW

— —
<
e -

1

Hosoital Nursing Home Financial Institutes Agtomotives



Graphen Robotics Hardware

Aiia Glass Aiia Classic Aiia Kiosk Aiia Robot Aiia Hologram

(.Q

55" & 43”

55” & 43" 75” & 86”
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Example: Aiia Clinical Applications
and Remote Health Assistant

e Health instruction
* Family meeting

* Exercise instruction
* Medical documents By MIANEE

& kngEsE
* Data recording ©f mRm
* Individual care plan
* Virtual reality therapy
* Communications

P EEEEMG

B (BB R AR
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Secure, Scalable Al Chatbot for Enterprise

Internal Database (million records): GraphDB Analytics
Product Documentations
FAQs

Aicais listening: o E= Clover

I want to learn the OBD reader coverage Messenger from
g (=) square

Graphen Ardi Platform

Graph name : dialogflow_newagent

. acebook

Customer Service Records i

Account APIs Y- g

External Data: Slack giype

Wikipedia, LLM, ®

: e

Internet, etc. 0 UIT 6-1low-res Twilio (Text
LINE Messaging)

Customer-Facing: Texting, Phones,
WebApps, Emails, ChatApps,
dedicated App (Android/iPhones), and

Graphen Kiosks with Point-of-sales
Ardi Knowledge QA

! g T
il
I ¢ L]
| ) )
. D ¥
1 payment
., which car are the fastest car in the world?

Ardi h
Guinness Book of World Records recorded the 217.1 mph run as the official fastest speed ever attained by a standard production car, this figure was reported in the '.--i ‘.\"'\-I
1994 10 1999 editions of the Guinness Book of World Records. Guinness World Records then recognised the - driven by Andy Wallace which achieved a Ba C ke nd Pl tf Ope nAI i = - Bk
maximum recorded speed of 240.1 mph (386.4 km/h) in March 1998 (also with rev-limiter increased) as the fastest standard production car in the world. a O rl I I S L l'-_\. __-'l 4]

Faloan LLM

Ardi Knowledge and Reasoning RAG

ﬂ“ Graphen KG

e S

EECS E6893 BIG DATA ANALYTICS 56




LLM Weakness and Graphen Enhancements

o LLM lacks temporal and causality reasoning,

o Graphen Bayesian Reasoning RAG provides.

o LLM lacks Analytical Reasoning and requires agentGPT,

o Graphen Analytics extends capability with entity-resolution, recommendation, multi-hop relations and cyclic detection.

o LLM Limited Conversation Window,

o Graph Database maintains unlimited history similar to memGPT.

o LLM cannot separate facts from opinions, on top of hallucination.
o Graphen Ontology-based COT improves chain of thoughts

o LLM is ‘single-minded’, even with mix-of-experts model

o Graph Database provides Multi-agent history, cross-reasoning, and dynamically adjusts for best chain-of-thoughts.
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Graphen’s Enterprise LLM Solutions

o Context-sensitive voice recognition tailored to your
company’s products and industry.

oVoices and personas tailored to your products.
o https://www.graphen.ai/products/Aiia.htm|

oGraphen Knowledge Graph
> To Infuse and boost your products and industry.

oGraphen Guard Rail
> To guard against Al misbehavior and incorrect response.
o To maintain user and enterprise privacy
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https://www.graphen.ai/products/Aiia.html

Steps to develop a customer service Al

Step 1: Knowledge Training

Data preparation and improved entity voice recognition in industrial and brand
contexts

Enrichment of models with Aica’s knowledge to avoid hallucination using an
enterprise-approved

Step 2: Courtesy Training

Model with initial Guard Rall to ensure knowledgeable courtesy response.
Context-boosting voice-based recognition and personable response.
Step 3: Fine-tuning and Production Tests

Fine-tuning and bulk testing for production deployment.
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Industry Context Boosting

o Natural Language Understanding (NLU) in Speech-to-Text, Text-to-Speech

o To enhance the chatbot's understanding of customer inquiries, the NLU component of ChatGPT will be fine-tuned for Innova's
specific domain and industry. This involves:

1) Domain-Specific Training Data: Training the chatbot on a dataset containing industry-specific terms, phrases, and customer
inquiries to improve its understanding and relevance.

2) Intent Recognition: Developing a robust intent recognition system to accurately identify customer requests and queries.
3) Entity Recognition: Extracting key entities (e.g., car models, part names) from user input to provide more precise responses.

4) Context Management: Implementing context management techniques to maintain the conversation context and provide
coherent responses over multiple interactions.

Speech-to-Text Example: Recognizing aliases and terms in Auto Industry, and product and service names in Innova.

Text-to-Speech: Pronouncing Innova Products as intended, such as “Innova Fifty-Six Ten” as opposed to “five-Six-one-zero”.
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Key to Super-Knowledgeable Brand
Ambassador

o Must only use sourced info, and able to cite where info were from, to avoid

hallucination impression.
o Must detect and reject irrelevant questions and comments. (Guardrails)

o Must express understanding of user/caller’s issue, and lead conversations

to solution. This shows intelligence, reasoning and domain-knowledge.

o Must assure privacy of users (in conversation and backend practice)
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Graphen prevents hallucinations

o Knowledge Injection

o intentionally misspelled leon Chen, Innova’s CEO name to show successful injection)

who's the ceo of innova

The CEO of Innova is Eon Chen.

> Only Chen’s recommendation is allowed

how do i go to autozone

To go to Autozone, you can visit their location at 15505
Northern Blvd, Flushing, NY 11354. Their phone number is
+1(718) 961-6102. Alternatively, you can also visit their
location at 55 Cathedral Ave, Hempstead, NY 11550. Their
phone number is +1 (516) 489-0260. Please note that
these are the addresses and phone numbers provided by
Chen. It's always a good idea to call ahead or check their
website for the most accurate and up-to-date
information.
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Guardrail Example

o Guardrail Demo

can i have breakfast

I'm sorry, but | can only assist with inquiries related to
Innova car diagnostic tools and services. For breakfast
recommendations, | suggest checking online directories
or asking local residents for their favorite breakfast spots.
Is there anything else | can help you with regarding
Innova products or services?

your voice Is sweet

Thank you for the compliment! I'm here to assist you with
any questions or concerns you may have about Innova car
diagnostic tools and services. How can | assist you today?
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Conversation Handling

hi my car is broken
What specific issue are you experiencing with your car?
my check engine light is on

Do you have an Innova OBD tool to retrieve the trouble
code?

no

I'm sorry to hear that. In order to diagnose the issue with
your check engine light, it would be helpful to have an
Innova OBD tool. If you don't have one, | recommend
getting one to easily retrieve the trouble code and get
more information about the issue. If you need assistance
in choosing the right OBD tool for your car, please let me
know the make, model, and year of your car.

EECS E6893 BIG DATA ANALYTICS
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Graphen vs ChatGPT comparison example

hi | need code definition

Code Make Description
Car Fixer
Sure, | can help with that. Could you please provide me wi 2 specific OBD2 code
Sure, | can help with that. Could you please provide me with the specific OBD2 code P1136 HONDA HO2S Rich Mean Bank 1 Sensor 1
you're inquiring about?
0
P1136 FORD (HO2S11) circuit high voltage

)\ You
P1136

Graphen Aica For RS2 Testing Platform

Car Fixer

The OBD2 code P1136 generally refers to a fault in the fuel trim system. Specifically, it

indicates that the Long Term Fuel Trim Additive Air (Bank 1) is at its maximum limit.

Here are some Key points about this coae: hi I need code definition

Sure, | can help you with that. Could you please provide me

1. Bank 1: This refers to the side of the engine which contains the first cylinder. In a V- with the DTC code and the make of your car?

shaped engine, this would be one of the two cylinder banks. P1136 it's a Honda

2. Long Term Fuel Trim: This is part of the engine's management system that adjusts the Internal right rear power window sub switch malfunction

fuel mixture over time to maintain an optimal balance. It compensates for factors like how about Ford

Ho2S Bank 1 Sensor 1 Heater Circuit High Input

engine wear, changes in altitude, and other variables.

ChatGPT is INACCURATE and didn’t even ask T
(Ho25 Bank 1 Sensor 1 Heater Circuit High Input
for car make. Graphen asks for Make and answer as provided. ,Internal right rear power window sub switch malfunction
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Graphen Knowledge Graph expansion for LLM example I: Car brands, foreign rebadges, and engine parts

Graphen Ardi Platform X +

C @ idev.ardi.graphen.ai/analytics/paths?rand=

G Graphen Ardi Platform
Graph Name: acura_mdx v
Egonet
Vertex ID: v | VertexLabel: v + QA © Depth: |1 | ¥ Edge Labels:

Node #: 47 Edge #: 49

_name

454 78, BBo(KORABR010-2013 785 in (1.994 mm)
alucigengirBrirgozo2)RARY Idd Bedniy-2013: 1916 in (4,867 mm)

@ Sseptember 20, 2006-2013

‘ 77.0 in (1,955 mm)

‘ J37A1 37L (3,664 cc) 24 valve SOHC V6 VTEC [300HP]
@ 351 240 hp 180 kW),

Lb-ft (343 N-m) (2003-2006)
. 1885 ih (4786 mm) . 2007-09: 681 in (1,730 mm)2010-2013: 68.2 in (1.732 mm)

2' Honda Pilot Acura ZDX
3in (1811 mm)

@ 20072013
. 5-speed BYFA automatic (2007-09)6-speed MT4A automatic (2010-13)
‘ 108.3in (2,751 mm)

. Mid-size luxury crossover SUV

@ 2000-2006 Be#7603-2006 (Honda)
Hon

3 @ 2000-present (Acura)2003-2006 (Honda)

/\A‘ 6-speed automatic (2014-15) 9-speed ZF gHP automatic (2016- ) 7-speed DCT (hybrid)
tion (YD3)

@ 20u-2020

, all-wheel drive (SH-AWD)
Lincoln, Alabama, HMA (2013-2017) East Liberty, Ohio, ELP (2017-present)

m).
BEAFWADGLERT) 268 (AWD)

EECS E6893 BIG DATA ANALYTICS

[«

© Advance Setting

Submit

Add to Source
:J37A1 37L (3,664 cc) 24 valve SOHC V6 VTEC
[300HP]_evidence
: evidence
: J37A1 37L (3,664 cc) 24 valve SOHC V6 VTEC
[300HP]
: J37A1 3.7L. (3,664 cc) 24 valve SOHC V6
VTEC [300HP]
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Graphen Knowledge Graph expansion for LLM example 2:
Airline Industry Knowledge Graph with aircrafts, airports, airlines relationship, etc

> Graphen Ardi Platform X +

C @ idev.ardi.graphen.ai/analytics/paths?rand=

Graphen Ardi Platform

EES

v Vertex Label: v

Node #: 226 Edge #:500

’ ‘i SisagePlus
. o Rt Cdgporation

. apital Airline:

+ Q @ Depth: |1 | ¥ Edge Labels:

' NADLIAY
' docing 7,-_

@ Boting 737-800

DeTg ﬁammtséwmerica

Airbus A319

f \Washington Dulles Intern*.iona ')erg 787 Dreamliner
i

\ . A320 family

A
R ‘ Boeing 777

‘ United Airlines fleet

D
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© Advance Setting

Submit

Add to Source
: Q174769 _wiki_entity
: wiki_entity
: United Airlines
: Q174769
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Graphen Knowledge Graph expansion for LLM example 3:
Amazon corporate board, executive, insider trades, news, products and investors Knowledge Graph

Graphen Ardi Platform X +

C & idev.ardi.graphen.ai/analytics/paths?rand=

G Graphen Ardi Platform ¢ = @ cren

Graph Name:  AMZN v
Egonet @ Advance Setting
Vertex |D: v | VertexLabel: v + Q @ Depth |1 « Edge Labels: Submit

Node #:135 Edge #:148 Add to Source

K WLl ShewTtais Be '& ame v|~l4
gl I — e e Amazon.com to Webcast Fourth Quarter 2020 Financial Results Conﬂ:.rencL call =

=-Ralgase
:"\ ATgpal Stock Fund That Couldn't Care Less About the Growth-Versus-Value Debate

Amazon Expands Investment in Metro Detroit, Creates Thousands of New Jobs to Support Operations
Should You Buy into the GameStop Hype?

Microsoft looks unstoppable: analyst

@ \’ ogwicg C L Reynolds

Founder, Chairman, P& GE8 VS Jirey P. Bezos
= ‘@H”Wiwi. s Pp 4 cFp Mr/bria ouav’

Y A
STONERFERART R E @ sr VR Gen fLounsel & Sec. Mr. David A. Zapolsky

oo WILKE JEF rotor
‘AS AR RUB ‘\\, ATHAN /—b
LA
3 SocialMedia
% Executive @+ LOCHER, DA .
o DG @ B:Z0S JFFRAY E -
UE \ BeZOS JMFREY P 1 REYNOLDS SHELLEY L
. \
Ia... il @ OLSAVSKY BRIANT. e
¥rnGl SRV TR s P e ru I RHBUISTFIN JONATHAN J
/ \ WIKE JEFFREY Al @ Amazon Kindle
@ STONESEERPATRICIA Q
“ oducts & Services
RUGINETEIN JENATHAN, JASSY ANDREW R ec Sl o g on Web SengdinREbeRTHOMAIBSY @ Amazon Appstore
OLEATEKY BRIAN T —— —aQEmwd
oLdM/sky glaN T. REYNOLDS sHILSp[Porate @ WiLKE JEFFREY A
WILKEJEFFRE
WILK [EEE@SAEFWE" P
@ z~;oLsky DaviD @ comixology
@ citigroup Maintain
@ yenguard 500 Index Fund @ Pivotal Research Maintain @ Aeaintemet
Fund jon . Morgan Stanley Maintain . Amazon Prime Video
® Bl institution Holder Eo @ Benchmark Maintain O A. @ Amazon Echo
\ ARG atabese
® @ Mizuho Maintain L

@ Credit Suisse Maintain

[ ) r BtordtEn StamirMaintain
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GraphDB Keeps Conversation Context

o Graphen Graph Database is memory-mapped on-

disk property graph. MemGPT: Unlimited Memory
_ _ without Token Constraints for
o Allows long-term (days) of conversation keeping Generative Al Platforms, like GPT-4,
and filtering for query. LaMDA, PaLM, LLAMA, CLAUDE,
and others
o Enables filtering for what to send to LLM, for [ P

example, outdated or unused RAG results need

7 Q RO O -

not be in future query, but still be kept in graph

structure.
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Graphen Analytics over multi-LLM.

o Enables multi-agent-like behavior, by querying multiple LLMs, and maintain relationships,
reasoning and conclusion states in graph. Filtering can be applied to reduce resulting

bloated conversation history.

. microsoft.com/en-us/research/blog/autogen-enabling-next-generation-large-language-model-applications/

developments | have seen in Al recently.”

Doug Burger, Technical Fellow, Microsoft

Conversable agent T i o

o e ] ¢ "_' \ 1 Q 1
. D &8
E % &. x Multi-Agent Conversations
= 8~ 8
P @ ~N - T
' 8 dilem = . . o
:__: jointchat  Hierarchical chat Spy Kids 2017 movie Game Over, where the main villain
Agent Customization Flexible Conversation Patterns P Iayed by Sylveste r Stallone
:rllg:Ln;ll :)‘;’[‘f;:;;’::’:i;"e’::f : ﬁﬁ::::::gn of them. (:’:ip"-i‘ght):g:nts‘ can conve.rse Io(Lseo’l?/e tasks. {Baogt:::-:;l) The fr;mew:rldsfl:,;::sb;saii C re ate d m u Iti p Ie avata rs to a dVi Ce h i m Se I f.

additional complex conversation patterns.
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