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The Evolution of LLMs 
1. In 2017, Google released the "Transformer Model", 

which can be used in question-answering systems, 
reading comprehension, sentiment analysis, instant 
translation of text or speech, and more

2. In 2018, OpenAI proposed "GPT" and Google proposed 
the "BERT" model, widely used in search engines, 
speech recognition, machine translation, question-
answering systems, and more.

3. From 2018 to 2022, most of the research focused on 
BERT-related algorithms, when GPT performance was 
inferior to BERT

4. In 2023, ChatGPT (GPT3.5) was proposed by OpenAI, 
which significantly improves NLU's ability to understand 
most texts and surpasses humans in some area

CNN RNN

Local feature
Front and Back 

Dependency Issues

In NLU

Self-Attention

One to all attention, more flexible 
and trainable

need large datasets

Text

Image
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The speed of development of Generative AI
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Generative  AI  Basics
CREATING  ARTIFICIAL  CREATIVITY
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Generative AI Application

Image Generator

text Generator

Conditional image Generator

Audio Generator

Speech Generator

Pose Generator

Chat Bot

Summarization and Translation

Robot

NLU + Image Generator

NLU + Robot

Multi-Model

Condition Model

Generative Model
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Generative AI Methodology

Variational AutoEncoder (VAE)

Generative Adversarial Network (GAN)

Training

Generating

Diffusion Denoise Model

Large Language Model (LLM)
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What is Generative AI
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Multimedia Generation
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Generating Text using Large Language 
Models
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How LLM works
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A New Way to Find Information
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Assist Writing
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Examples of tasks LLM can carry out
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LLM Hallucinations
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LLM Hallucinations
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Input / Output Length is Limited
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Not Understanding Structured Data
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Bias and Toxicity
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Knowledge Cutoffs
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Examples of Generated Images
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Image Generation
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Image generation from Text
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Key Technics behind  
Large  Language  Models  
and  Generative  AI
KEY CONCEPTS
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ChatGPT

ChatGPT  IQ 147

https://lifearchitect.ai/chatgpt/
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https://lifearchitect.ai/chatgpt/

ChatGPT
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Attention Experiment

https://www.youtube.com/watch?v=vJG698U2Mvo&ab_channel=DanielSimons

Ulric Neisser Attention Experiment

Ulric Neisser Attention Experiment
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Attention Model
[Bengio_2015]

Chorowski, Jan K., et al. "Attention-based models for speech recognition." Advances 
in neural information processing systems 28 (2015).

h : Input
αi : Attention Weight
yi : Output

2015, Bengio’s Model focuses on every 
phenome’s recogniztion is the combined 
weights. 
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Transformer [Vaswani_2017]

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).

(2023/2/21)

Noam Shazeer proposed 
scaled dot-product 
attention, multi-head 
attention and the 
parameter-free position 
representation.

Jakob Uszkoreit proposed 
replacing RNNs with self-
attention and started the 
effort to evaluate this idea. 

In 2017, 8 Google researchers proposed Transformer 
Neuron Networks based on Attention, which was 
adopted by ChatGPT.  
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

oTransformer is a Deep Learning Model based on Self-Attention

oTransformer encodes and decodes data with different weights. 

oExamples of transformer language models include: GPT (GPT-1、

GPT-2、GPT-3、ChatGPT) and BERT models (BERT、RoBERTa 、

ERNIE).
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BERT AI Models

http://pelhans.com/2020/02/02/pretraining_model/
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Encoder DecoderTransformer
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Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Encoder Decoder

哥大學生很棒! Columbia University students are great!
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Transformer
Attention

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).
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Transformer
Attention

weights Columbia university students are great !

哥 1 0.5 0.2 0 0.3 0.2

大 0.5 1 0.2 0.1 0.3 0.1

學 0.2 0.2 1 0 0.5 0.2

生 0.3 0.3 0.8 0.5 0.5 0.6

很 0 0.1 0 1 0.5 0

棒 0.3 0.3 0.5 0.5 1 0.8

! 0.2 0.1 0.2 0 0.8 1

K

Q

q1

q2

q3

q4

q5

q6

q7

k1 k2 k3
k4 k5 k6
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Transformer multi-head attention

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).
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Transformer Translation

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information 
processing systems 30 (2017).

Bilingual Evaluation 
Understudy Score，BLEU is 
an evaluation to see how 
close the translation is to 
real human being. 
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Transformer Translation

Transformer uses 6 

layers of encoder 

and decoder to 

achieve the same 

quality of SOTA 

English-German 

and English-French 

translation. 
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BERT Introduction

o2018 Google’BERT  has 24 layers of Transformer Encoder

oBERT’s original model is based on Wikipedia and booksorpus, using 

unsupervised training to create BERT. 

oAt Stanford’s Machine Reasoning Test SQuAD1.1 beats human 

performance. 

oGoogle NLU English was replaced from seq2seq to BERT

Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint arXiv:1810.04805.
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BERT Introduction

Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint arXiv:1810.04805.
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In 2018’s BERT Comprehension test 
outperformed human
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BERT understands language's meaning
Low-Level NLPHigh-Level NLP

Tenney, I., Das, D., & Pavlick, E. (2019). BERT rediscovers the clasical NLP pipeline. arXiv preprint arXiv:1905.05950.

ConstitutionsDependentsSemantic-Role LevelCoreSemantic-Role

EECS E6893 BIG DATA ANALYTICS 42



Attention to Transformer
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Transformer to GPT

Input -> Encoder -> Latent Feature + Masked Output -> Decoder -> Output

Transformer GPT

Input -> Decoder(with Casual mask) -> shift Output

An ■ a day keeps the doctor away

An apple a day keeps the doctor away

apple   95%
banana  5%

An

An apple

apple    99%
almond   1%

a           99%
watch    1%

An apple a

Masked 
Language
Learning

Autoregressive 
Learning

EECS E6893 BIG DATA ANALYTICS 44



GPT Evolution
Not only Bigger and Bigger

2018 2020 2020

Fine Tuning

Fine Tuning

Fine Tuning
Or

In context Few shot Learning

“GPT-3 is applied without any gradient 

updates or fine-tuning, with tasks and 

few-shot demonstrations specified 

purely via text interaction with the 

model.” 
From Language Models are Few-Shot Learners 

(2020)

As the model and dataset get larger, it will 
know more and more
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GPT Evolution

Not only Bigger and Bigger

? 
How does the Model Answer smartly or 

more like an Adult human

Thinking and Answering policy optimization
Reinforcement Learning from Human Feedback

(RLHF)

Prompts
&

Text

Prompts
&

Text^n

Labeler
Step I

Step II
Pre-trained 

model

Prompts

Training

Critic
… 5
… 4
… 3
… 2
… 1

Scoring
Text

Reward
Model

Training

Step III
Pre-trained 

model

Policy 
Model

… 5
… 4
… 3
… 2
… 1

Scoring
Texts

Reward
Model

Text

Policy Training

Prompts

Inference

Prompts

Text

ChatGPT
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What is Next ?

AutoGPT

What goal do you want

Connect to Internet to Find the way or answer

Write code and debug

Do research and try & error

Make a Hypothesis and provide it

Summarization and Organization

In Iron Man

Like JARVIS

The no longer future will come true

https://agentgpt.reworkd.ai/zh
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Generative  AI  for 
Enterprise
APPLYING  ARTIFICIAL  CREATIVITY IN  INDUSTRY
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Meet Aiia

World’s First A.I. Digital Human for Daily Life!!

• Hardware-Software Integrated 

Local AI ‘Brain’. 

• Privacy / Individual / Personal

• Speaks English, Chinese, 

Japanese, Spanish, Korean, 

Malay, and Indonesian.

• Avatars with Personality & 

Emotion

• Eye Contact / Facial Expression

• Integrating with Payment, 

Mobile Apps, etc.
New York Times & other 
media – December 2022



AI as Knowledge Worker

Instant reference tool for medication dosages, side effects, and 
interactions, reducing the risk of medication errors.

Patient education :  helping nurses provide accurate, understandable 
explanations of medical conditions and treatments.

50

Examples：

Question : What is the infusion time for 1 unit of Packed Red Blood Cells?

Aiia Nurse Assistant: PBRCs are a blood product used to replace erythrocytes; infusion time for 1 
unit is usually between 2 and 4 hours.

Source: The answer is obtained by retrieving page 158 in the provided PDF, which is the RN Exam textbook.

➔ Aiia answered 90% questions correctly in New York RN License Exam 



COPYRIGHT © 2023 GRAPHEN, INC. 51

Aiia Examples

Medical Assistant
@ US and Taiwan

Garden by the Bay
@ Singapore

JR East @Tokyo

https://www.youtube.com/
watch?v=J9zsaW0gDN4

https://www.youtube.com/watch?v=J9zsaW0gDN4
https://www.youtube.com/watch?v=J9zsaW0gDN4
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Drinks, Restaurants, Supermarket, etc. Retail storesHotel, Train Stations, Travel Agent

Automotives

Six Aiia demos at New York Convention Center (April 2023 @ NY Auto Show)

Hospital, Nursing Home Financial Institutes
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Graphen Robotics Hardware

32”

Aiia Glass Aiia Kiosk

Aiia Tablet

Aiia Classic

55” & 43”

32”

Aiia Robot

13”55” & 43”

Aiia Hologram

75” & 86”



• Health instruction

• Family meeting

• Exercise instruction

• Medical documents

• Data recording

• Individual care plan

• Virtual reality therapy

• Communications 

55COPYRIGHT © 2023 GRAPHEN, INC.

Example: Aiia Clinical Applications 
and Remote Health Assistant



Secure, Scalable AI Chatbot for Enterprise
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GraphDB Analytics

Ardi Knowledge and Reasoning RAG

External Data:
Wikipedia, LLM, 
internet, etc.

Internal Database (million records):
Product Documentations 
FAQs
Customer Service Records
Account APIs

Customer-Facing: Texting, Phones, 
WebApps, Emails, ChatApps, 
dedicated App (Android/iPhones), and 
Graphen Kiosks with Point-of-sales 
payments.

Ardi 
Backend

ChatBot 
Platforms



LLM Weakness and Graphen Enhancements

o LLM lacks temporal and causality reasoning, 

◦ Graphen Bayesian Reasoning RAG provides.

o LLM lacks Analytical Reasoning and requires agentGPT, 

◦ Graphen Analytics extends capability with entity-resolution, recommendation, multi-hop relations and cyclic detection.

o LLM Limited Conversation Window, 

◦ Graph Database maintains unlimited history similar to memGPT.

o LLM cannot separate facts from opinions, on top of hallucination.

◦ Graphen Ontology-based COT improves chain of thoughts

o LLM is ‘single-minded’, even with mix-of-experts model

◦ Graph Database provides Multi-agent history, cross-reasoning, and dynamically adjusts for best chain-of-thoughts.
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Graphen’s Enterprise LLM Solutions

oContext-sensitive voice recognition tailored to your 

company’s products and industry.

oVoices and personas tailored to your products. 

◦ https://www.graphen.ai/products/Aiia.html

oGraphen Knowledge Graph 

◦ To infuse and boost your products and industry.

oGraphen Guard Rail

◦ To guard against AI misbehavior and incorrect response. 

◦ To maintain user and enterprise privacy
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Steps to develop a customer service AI

Step 1: Knowledge Training

Data preparation and improved entity voice recognition in industrial and brand 

contexts

Enrichment of models with Aica’s knowledge to avoid hallucination using an 

enterprise-approved

Step 2: Courtesy Training

Model with initial Guard Rail to ensure knowledgeable courtesy response.

Context-boosting voice-based recognition and personable response.

Step 3: Fine-tuning and Production Tests

Fine-tuning and bulk testing for production deployment.
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Industry Context Boosting

o Natural Language Understanding (NLU) in Speech-to-Text, Text-to-Speech

o To enhance the chatbot's understanding of customer inquiries, the NLU component of ChatGPT will be fine-tuned for Innova's 

specific domain and industry. This involves:

1) Domain-Specific Training Data: Training the chatbot on a dataset containing industry-specific terms, phrases, and customer 

inquiries to improve its understanding and relevance.

2) Intent Recognition: Developing a robust intent recognition system to accurately identify customer requests and queries.

3) Entity Recognition: Extracting key entities (e.g., car models, part names) from user input to provide more precise responses.

4) Context Management: Implementing context management techniques to maintain the conversation context and provide 

coherent responses over multiple interactions.

Speech-to-Text Example: Recognizing aliases and terms in Auto Industry, and product and service names in Innova.

Text-to-Speech: Pronouncing Innova Products as intended, such as “Innova Fifty-Six Ten” as opposed to “five-six-one-zero”.
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Key to Super-Knowledgeable Brand 
Ambassador 

oMust only use sourced info, and able to cite where info were from, to avoid 

hallucination impression.

oMust detect and reject irrelevant questions and comments. (Guardrails)

oMust express understanding of user/caller’s issue, and lead conversations 

to solution. This shows intelligence, reasoning and domain-knowledge.

oMust assure privacy of users (in conversation and backend practice)
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Graphen prevents hallucinations

o Knowledge Injection 

◦ intentionally misspelled Ieon Chen, Innova’s CEO name to show successful injection)

◦ Only Chen’s recommendation is allowed
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Guardrail Example

o Guardrail Demo
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Conversation Handling
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Graphen vs ChatGPT comparison example
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ChatGPT is INACCURATE and didn’t even ask
for car make. Graphen asks for Make and answer as provided.



Graphen Knowledge Graph expansion for LLM example I: Car brands, foreign rebadges, and engine parts
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Graphen Knowledge Graph expansion for LLM example 2:

Airline Industry Knowledge Graph with aircrafts, airports, airlines relationship, etc
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Graphen Knowledge Graph expansion for LLM example 3:
Amazon corporate board, executive, insider trades, news, products and investors Knowledge Graph
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GraphDB Keeps Conversation Context

o Graphen Graph Database is memory-mapped on-

disk property graph.

o Allows long-term (days) of conversation keeping 

and filtering for query.

o Enables filtering for what to send to LLM, for 

example, outdated or unused RAG results need 

not be in future query, but still be kept in graph 

structure.
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Graphen Analytics over multi-LLM.

o Enables multi-agent-like behavior, by querying multiple LLMs, and maintain relationships, 

reasoning and conclusion states in graph. Filtering can be applied to reduce resulting 

bloated conversation history.
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Spy Kids 2017 movie Game Over, where the main villain 
played by Sylvester Stallone
Created multiple avatars to advice himself.
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