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Start Your Final Project Planning
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Start brainstorming your final project

 Start finding your teammates. 

 Proposal (11/8/24)  — preparing about 5-7 pages of slides 
(each item 1/5 of the proposal score): 
■   Goal  — novel? challenging? 
■   Data — 3Vs? New dataset? Existing dataset? 
■   Methods — planning of methodologies and algorithms? 

Feasible? 
■   System — an overview of system. What will be 

implemented? 
■   Schedule  — what to achieve by what time, and by whom?
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Example: Big Data Analytics & AI Application Areas
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Area 1 ‘Cognitive Machine’ Tasks List:

A1: Deep Video Understanding (Visual + Knowledge) — Face Recognition, Feeling 
Recognition, and Interaction 

A2: Deep Video Understanding (Language + Knowledge) — Speech Recognition, 
Gesture Recognition, and Feeling Recognition 

A3: Deep Video Understanding — Event and Story Understanding 
A4: Humanized Conversation — Personality-Based Conversations 
A5: Autonomous Robot Learning of Physical Environment 
A6: Autonomous Task Learning via Mimicking 
A7: Digital Human - Creation and Facial Expression 
A8: Digital Human - Action 
A9: Digital Human - Text-to-Audio, Lip Sync, and Audio-to-Text 
A10: Human and Digital Human Interactions 
A11: Feeling and Art Recognition 
A12: Creative Writing & Story Telling 
A13: Knowledge Learning & Construction 
A14: Dreams — Simulating Brain functions while sleeping 
A15: Self-Consciousness, Ethics, and Morality

Examples of Project Areas in Advanced Big Data Analytics
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Digital Human Examples

https://www.graphen.ai/products/Ava.html 

https://www.graphen.ai/products/Ava.html
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Area 2 ‘Finance Advisor’ Tasks List:
B1: Market Intelligence — Constructing Financial Knowledge Graphs 
B2: Market Intelligence — Company Environmental, Societal, and Governance 

Performance 
B3: Market Intelligence — Event Linkage and Impact Prediction 
B4: Market Intelligence — Alpha Generation from Alternative Sources 
B5: Advance KYC — Customer Profiling based on Personality, Needs, and Value 
B6: Advanced KYC — Customer Behavior Prediction 
B7: Investment Strategy — AI Trader (Foreign Exchange) 
B8: Investment Strategy — AI Trader (Stock Markets) 
B9: Investment Strategy — Automatic Dynamic Asset Allocation 
B10: Customer Interaction — Customer Communication Strategies 
B11: Customer Interaction — Insurance Product Sales & Marketing Strategy  
B12: Automatic Story Telling for Marketing 
B13: Automatic Market Competition Analysis 
B14: Automatic Consumer Sales Leads Finding 
B15: Human Capital Growth Recommendations 

Examples of Project Areas in Advanced Big Data Analytics
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Real-Time Fraud Analysis Examples

Crypto Currencies

Online Banks

Credit Cards
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Area 3 ‘Healthy Life’ Tasks List:

C1: Precision Health — Gene and Protein Analysis of Network, Pathway, and 
Biomarkers 

C2: Large-Scale System for Human Genome Analysis 
C3: Secure Patient Data 
C4: Medical Image Analysis 
C5: Drugable Targets for Precision Medicine 
C6: Virus Mutations and Function Prediction 
C7: Microbe and Disease Knowledge Graph 
C8: Disease Symptoms Knowledge Graphs 
C9: Virtual Doctor 
C10: Knowledge Graphs for Gene Interaction and Disease Similarity 
C11: Biomedical Knowledge Construction and Extraction 
C12: Generating Gene Therapy 
C13: Molecular Drug Synthesis 
C14: Protein Interaction Predictor 
C15: Aging Impacts

Examples of Project Areas in Advanced Big Data Analytics
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Digital Biology Examples



© CY Lin 2024, Columbia UniversityE6893 Big Data Analytics — Lecture 411

Area 4 ‘Green Earth’ Tasks List:

D1: Distributed Solar Power Load Forecasting and Predictive Maintenance 
D2: Distributed Wind Power Load Forecasting and Predictive Maintenance 
D3: Power Flow Optimization 
D4: Smart Grid Pricing Strategy 
D5: Cybersecurity of Smart Grid 
D6: Stimulating Crop Growth 
D7: Electronic Car Sensing and Predictive Maintenance 
D8: Autonomous Driving 
D9: Smart City of Connected Cars 
D10: Social Policy Monitoring 
D11: International Relationships and Policy Monitoring 
D12: Mobile Cognition 
D13: AI Chip Design 
D14: Visual Exploration in Immersive Environment 
D15: Computer Vision Enhanced Immersive Environment

Examples of Project Areas in Advanced Big Data Analytics
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Green Earth Examples

9/20/2022https://www.youtube.com/watch?v=9PTlqCCMX-0 

https://www.youtube.com/watch?v=9PTlqCCMX-0
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Link Big Data / Graph Analytics
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Networks Everywhere

Chemical Compound

Gene Coexpression Network
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Scientific Workflow
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First Reported Social Network Analysis
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Network Science <=> Graph Technology
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( , )G V E=

vN V=
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Graph Definitions and Concepts

▪A graph: 

▪V = Vertices or Nodes 

▪E =  Edges or Links 

▪The number of vertices:  “Order” 
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Subgraph

▪A graph H is a subgraph of another graph G, if:

H GV V⊆ and H GE E⊆
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Multi-Graph vs. Simple Graph

▪Loops:

▪Multi-Edges: 
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Directed Graph vs. Undirected Graph

▪Mutual arcs:

▪Directed Edges = Arcs: 

{ },u v
u

v
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Adjacency

▪Two edges are adjacent if joined by a common endpoint in V:

▪u and v are adjacent if joined by an edge in E: 

u
v

e1 e2
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Incident and Degree

▪The degree of a vertex v, say dv, is defined as the number of 
edges incident on v.

▪A vertex            is incident on an edge            if v is an 
endpoint of e.  

v

v V∈ e E∈

e

v

dv=2
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Degree Sequence

▪The degree sequence of a graph G is the sequence formed 
by arranging the vertex degrees dv in non-decreasing order. 

2
3

3 4

2 2

3
2

4
3

3

3

4

{ }2,2,2,2,3,3,3,3,3,3, 4,4,4

▪The sum of the elements degree sequence equals to twice 
the number of edges in the graph (i.e. twice the size of the 
graph).  
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In-degrees and out-degrees

▪For Directed graphs: 

In-degree = 8 Out-degree = 8
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Walk

▪The length of this walk is l. 

▪A walk may be: 
–Trail --- no repeated edges 
–Path --- trails without repeated vertices.

▪A walk on a graph G, from v0 to vl, is an alternating 
sequence: 

{ }0 1 1 2 1, , , ,..., , ,l l lv e v e v e v−
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Circuit, Cycle, and Acyclic

▪Circuit: A trail for which the beginning and ending vertices 
are the same. 

cycle

circuit

▪Cycle: a walk of length at least three, the beginning node = 
ending node, all other nodes are distinct 

▪Acycle: graph contains no cycle 
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Reachable, Connected, Component

▪Reachable: A vertex v in a graph G is said to be reachable 
from another vertex u if there exists a walk from u to v.  

▪Connected: A graph is said to be connected if every vertex is 
reachable from every other.  

▪Component: A component of a graph is a maximally 
connected subgraph.
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Connection in a digraph

▪Weakly connected: If its underlying graph is connected after 
stripping away the direction.  

▪Strongly connected: every vertex is reachable from every 
other vertex by a directed walk.  
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Distance

▪Distance of two vertices: The length of the shortest path 
between the vertices. 

▪Geodesic: another name for shortest path.  

▪Diameter: the value of the longest distance in a graph  
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Decorated Graph

▪Weighted Edges 

0.2

0.8

0.8
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Families of Graphs

▪Complete Graph: every vertex is linked to every other 
vertex. 

▪Clique: a complete subgraph.
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Regular Graph

▪Regular Graph: a graph in which every vertex has the same 
degree. 

a 3-regular graph
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Tree and Forest

▪Tree: a connected graph with no cycle. 

▪Forest: a disjoint union of trees is called a forest.
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Labels in a directed tree

▪Root 

▪Ancestor 

▪Descendant 

▪Parent 

▪Children 

▪Leaf: a vertex without children
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Rooted Tree vs Directed Acyclic Graph (DAG)

▪DAG:  Directed Acycle Graph. Underlining undirected graph 
has cycle.
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Bipartite Graph

▪Bipartite Graph: Vertices are partitioned into two sets. Edges 
link only between these two sets.  

v1 v2 v3 v4 v5

v6 v7
v8

▪ Induced Graph (Collaborative Filtering): 
v2

v1
v3

v4v5
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Recommendation Technique – Collaborative Filtering 

Recommendation=

user

item
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Graphs and Matrix Algebra

▪The fundamental connectivity of a graph G may be 
captured in an                  binary symmetric matrix A 
with entries: 

v vN N×

1, { , }
0,ij

if i j E
A

otherwise
∈⎧

= ⎨
⎩

A is called the Adjacency Matrix of G
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Property Graph
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Spark GraphX
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GraphX Graph Operations

In-degree = 8 Out-degree = 8
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Newman, Strogatz and Watts,  2001
!
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Degree Distribution Example: Power-Law Network

A. Barbasi and E. Bonabeau, “Scale-free Networks”, Scientific American 288: p.50-59, 2003.
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from Watts and Strogatz, 1998

C: Clustering Coefficient, L: path length,  
(C(0), L(0) ): (C, L) as in a regular graph;  
(C(p), L(p)): (C,L) in a Small-world graph 
with randomness p.

Another example of complex network: Small-World Network

Six Degree Separation:  
adding long range link, a regular graph can be transformed into a small-world network, 

in which the average number of degrees between two nodes become small.
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Some examples of Degree Distribution

(a) scientist collaboration: biologists (circle) physicists (square), (b) collaboration of move 
actors, (d) network of directors of Fortune 1000 companies
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Basic graph algorithms in GraphX
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Centrality

“There is certainly no unanimity on exactly what centrality is or its conceptual foundations, 
and there is little agreement on the procedure of its measurement.” – Freeman 1979. 

Degree (centrality) 
Closeness (centrality) 
Betweeness (centrality) 
Eigenvector (centrality)
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[15th Century Florentine Family]

Degree: # of neighbor 
Closeness: avg. shortest path  
                   length 
Betweenness: # of times a node  
         sits between shortest path

Measuring the financial   
            company value 
Network attack monitoring [Internet Web]

Degree : Easy

|V| = 15 |E| = 19
|V| = Billions |E| = Billions

Closeness : Easy

Betweenness : Easy

Degree : Easy

Closeness : Hard

Betweenness : Hard

O(|V|3)

O(|V|2log|V|)

O(|E|)

Application

Three centralities

“Who are the most  
important actors?”

Network Analysis Example Centrality Ranking in Large Networks

For 2 Billon Edges,  
- standard closeness: 30,000 years
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1( )
( , )CI

u V

c v
dist v u

∈

=
∑

where dist(v,u) is the geodesic distance between vertices v and u.

Closeness

Closeness: A vertex is ‘close’ to the other vertices 
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Calculation of all betweenness centralities requires 
 calculating the lengths of shortest paths among all pairs of vertices 
Computing the summation in the above definition for each vertex

Betweenness

Betweenness measures are aimed at summarizing the extent to which a vertex is located 
‘between’ other pairs of vertices. 

Freeman’s definition:
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Betweenness ==> Bridges

Key social bridges

Connections between different divisions

Example: Healthcare experts in the U.S.

Example: Healthcare experts in the world
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{ , }
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u v E
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∈
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The vector ( (1),..., ( ))TEi Ei Ei vc c N=c is the solution of the   

eigenvalue problem:   1
Ei Eiα−⋅ =A c c

52

Eigenvector Centrality

Try to capture the ‘status’, ‘prestige’, or ‘rank’. 
More central the neighbors of a vertex are, the more central the vertex itself is.
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PageRank Algorithm (Simplified)
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Graph Partitioning
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Distributed Graph Computation in GraphX
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▪ Example -- we proposed two new centralities (`effective closeness’ and 
`LineRank’), and efficient large scale algorithms for billion-scale graphs.

Scalability Results
Effective Closeness vs. Closeness

Analysis of Real-World Graph

For 2 Billon Edges,  
- standard closeness: 30,000 years 
- effective closeness: ~ 1 day ! 
1,000,000 times faster!

Network Analysis -- Effectiveness & Efficiency (GBase)

(Near-linear correlation (≥97.8%)
(Near-linear scalability)

Kang, Tong, Sun, Lin, and Faloutsos, 
“GBase: A Scalable and general graph 
management system”, KDD 2011
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Graph Database — RDF and SPARQL



© 2014 IBM CorporationSystem G Team58

Network / Graph is the way we 
remember, we associate, and we 
understand.
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Example: Graph Technology for Financial Service Sectors

• Graph Database is much more efficient than traditional 
relational database • How does FINRA analyze ~50B 

events per day TODAY? – Build a 
graph of market order events from 
multiple sources  [ref]

• How did journalists uncover the Swiss 
Leak scandal in 2014 and also Panama 
Papers in 2016? -- Using graph 
database to uncover information 
thousands of accounts in more than 20 
countries with links through millions 
of files  [ref]

https://www.youtube.com/watch?v=xbQQnU1OfGY
http://www.bobsguide.com/guide/news/2016/Apr/7/could-graph-databases-become-the-next-essential-investigative-tool/?utm_source=bobsguide+Members+List&utm_campaign=de7d9393ef-bobsguide_Weekly_Top_Reads&utm_medium=email&utm_term=0_72e1ba23ef-de7d9393
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RDF and SPARQL
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Resource Description Format (RDF)

● A W3C standard since 1999 
● Triples 
● Example: A company has nine of part p1234 in stock, then a simplified triple 

representing this might be {p1234 inStock 9}. 
● Instance Identifier, Property Name, Property Value. 
● In a proper RDF version of this triple, the representation will be more formal. They 

require uniform resource identifiers (URIs).
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An example complete description
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Advantages of RDF

● Virtually any RDF software can parse the lines shown above as self-contained, working 
data file.  

● You can declare properties if you want.  
● The RDF Schema standard lets you declare classes and relationships between 

properties and classes. 
● The flexibility that the lack of dependence on schemas is the first key to RDF's 

value. 

● Split trips into several lines that won't affect their collective meaning, which makes 
sharding of data collections easy. 

● Multiple datasets can be combined into a usable whole with simple 
concatenation. 

● For the inventory dataset's property name URIs, sharing of vocabulary makes easy to 
aggregate.
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SPARQL – Query Langauge for RDF

The following SPQRL query asks for all property names and values associated with the 
fbd:s9483 resource:
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The SPAQRL Query Result from the previous example
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Another SPARQL Example

What is this query for?

Data
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Open Source Software – Apache Jena
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Graph Database — Property Graphs
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Reference
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A usual example
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Query Example – I
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Query Examples – II & III

Computational intensive
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Graph Database Example
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Execution Time in the example of finding extended friends (by 
Neo4j)
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Modeling Order History as a Graph
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A query language on Property Graph – Cypher
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Cypher Example
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Other Cypher Clauses



© 2024 CY Lin, Columbia UniversityE6893 Big Data Analytics – Lecture 4: Linked Big Data Analytics79

Property Graph Example – Shakespeare
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Creating the Shakespeare Graph
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Query on the Shakespeare Graph
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Another Query on the Shakespeare Graph
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Building Application Example – Collaborative Filtering
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Chaining on the Query
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Example – Email Interaction Graph

What's this query for?
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How to make graph database fast?



© 2024 CY Lin, Columbia UniversityE6893 Big Data Analytics – Lecture 4: Linked Big Data Analytics87

Use Relationships, not indexes, for fast traversal
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Storage Structure Example
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An experiment
Dataset: 12.2 million edges, 2.2 million vertices 

  Goal: Find paths in a property graph. One of the vertex property is call TYPE. In this scenario, the user 
provides either a particular vertex, or a set of particular vertices of the same TYPE (say, "DRUG"). In 
addition, the user also provides another TYPE (say, "TARGET"). Then, we need find all the paths from 
the starting vertex to a vertex of TYPE “TARGET”. Therefore, we need to 1) find the paths using graph 
traversal; 2) keep trace of the paths, so that we can list them after the traversal. Even for the shortest 
paths, it can be multiple between two nodes, such as: drug->assay->target , drug->MOA->target

Avg time (100 tests) 
First test (cold-
start)

Requested depth 
5 traversal

Requested full 
depth traversal

NativeStore C++ 39 sec 3.0 sec 4.2 sec
NativeStore JNI 57 sec 4.0 sec 6.2 sec
Neo4j (Blueprints 2.4) 105 sec 5.9 sec 8.3 sec
Titan (Berkeley DB) 3861 sec 641 sec 794 sec
Titan (HBase) 3046 sec 1597 sec 2682 sec

First full test - full depth 23.  All data pulled from disk. Nothing initially cached. 
Modes - All tests in default modes of each graph implementation.  Titan can only be run in 
transactional mode.  Other implementations do not default to transactional mode.
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Native Store Overview

▪Native store represents graphs in-memory and on-disk  
– Organizing graph data for representing a graph that stores both graph structure and 

vertex properties and edge properties 
– Caching graph data in memory in either batch-mode or on-demand from the on-disk 

streaming graph data  
– Accepting graph updates and modifying graph structure and/or property data accordingly 

and incorporating time stamps 
• Add edge, remove vertex, update property, etc. 

– Persisting graph updates along with the time stamps from in-memory graph to on-disk 
graph 

– Performing graph queries by loading graph structure and/or property data 
• Find neighbors of a vertex, retrieve property of an edge, traverse a graph, etc. 

Graph data

Graph queries In-memory cached graph

on-disk persistent graph 

       graph engine Time stamp control
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On-Disk Graph Organization

▪Native store organizes graph data for representing a graph with both structure and the 
vertex properties and edge properties using multiple files in Linux file system 

– Creating a list called ID → Offset where each element translates a vertex (edge) ID into 
two offsets, pointing to the earliest and latest data of the vertex/edge, respectively 

– Creating a list called Time_stamp → Offset where each element has a time stamp, an 
offset to the previous time stamp of the vertex/edge, and a set of indices to the adjacent 
edge list and properties 

– Create a list of chained block list to store adjacent list and properties 

On-disk persistent graph:
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Impact from Storage Hardware

▪ Convert csv file (adams.csv 20G) to datastore 
– Similar performance:  7432 sec versus 7806 sec 
– CPU intensive 

• Average CPU util.: 97.4 versus 97.2 
– I/O pattern 

• Maximum read rate: 5.0 vs. 5.3 
• Maximum write rate: 97.7 vs. 85.3

SSD offers consistently higher 
performance for both read and 

write

Ratio 
HDD/SDD TYPE1 TYPE2 TYPE3 TYPE4

  
  13.79 6.36 19.93 2.44

● Type 1: find the most recent URL 
             and PCID of a user 

● Type 2: find all the URLs and PCIDs 
● Type 3: find all the most recent  

              properties 
● Type 4: find all the historic properties

Queries
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Impact from Storage Hardware — 2

● Dataset: Knowledge Repository 
● 138614 Nodes, 1617898 Edges 

● OS buffer is flushed before test 
● Processing 320 queries in parallel 
● In memory graph cache size: 4GB  

(default value)


