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Key Components of Spark MLlib
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Spark Clustering
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The probability of  the word 
under the jth topic

The probability of  choosing a word from  
the jth topic in the current document 
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Content Analysis - Latent Dirichlet 
Allocation (LDA) [Blei et al. 2003]
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Goal – categorize the documents into topics 
p  Each document is a probability distribution over topics  
p  Each topic is a probability distribution over words
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INPUT:	  
■   document-word counts  

• D documents, W words  

OUTPUT: 
■   likely topics for a document 

	

LDA (cont.)
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T: number of topics 

φ

: Observations

Bayesian approach:  use priors    
Mixture weights         ~ Dirichlet( α )  
Mixture components ~ Dirichlet( β )

p Parameters can be estimated by 
Gibbs Sampling 

p Outperform Latent Semantic 
Analysis (LSA) and Probabilistic 
LSA in various experiments [Blei 
et al. 2003] 
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Spark ML Classification and Regression
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Clustering: 
Partition the feature space into segments 
based on training documents. Each 
segment represents a topic / category. ( 
Topic Detection) 

Hard clustering: e.g., K-mean clustering

1 2
{ , ,..., }

Nw w wd f f f z= →

Traditional Content Clustering 
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Clustering: 
Partition the feature space into segments 
based on training documents. Each 
segment represents a topic / category. ( 
Topic Detection) 

Hard clustering: e.g., K-mean clustering

1 2
{ , ,..., }

Nw w wd f f f z= →

Traditional Content Clustering 

w1

: observationsz1Topics

Words

z2 z3 z4 z5

w5w2 w3 w4 w6

Another representation 
of clustering

d1Documents d5d2 d3 d4 d6
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Clustering: 
Partition the feature space into segments 
based on training documents. Each 
segment represents a topic / category. ( 
Topic Detection) 

Hard clustering: e.g., K-mean clustering

1 2
{ , ,..., }

Nw w wd f f f z= →

Traditional Content Clustering 

w1

: observations
z1Topics

Words

z2 z3 z4 z5

w5w2 w3 w4 w6
Another representation 
of clustering (w/o showing 
the deterministic part) 
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fw2

fwj
 : the frequency of the word wj 

in a document 

fw1

fw3 Clustering: 
Partition the feature space into segments 
based on training documents. Each 
segment represents a topic / category. ( 
Topic Detection) 

Hard clustering: e.g., K-mean clustering

1 2
{ , ,..., }

Nw w wd f f f z= →

( | )P Z wW = f

Soft clustering: e.g., Fuzzy C-mean 
clustering

Traditional Content Clustering — soft clustering 
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Content Clustering based on Bayesian Network

( | )P W Z

Bayesian Network: 
•  Causality Network – models the causal relationship of attributes / nodes 
•  Allows hidden / latent nodes 

Hard clustering:

w1 : observations

z1Topics

Words

z2 z3 z4 z5

w5w2 w3 w4 w6

soft clustering

d1Documents d2 d3

( | ) ( )( | )
( )

P Z W P WP W Z
P Z

=

( | )P Z D

( ) argmax ( | )
z

h D d P Z= = wW = f

( )h D
hard clustering

s. c.

<= MLE 

<= Bayes Theorem
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Content Clustering based on Bayesian Network – Hard Clustering

w1

: observations

z1Topics

Words

z2 z3 z4 z5

w5w2 w3 w4 w6
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P Z W P W P Z W P WP W Z
P Z P Z W dW
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∫

z

w

N: the number of words 
(The number of topics (M) are  

pre-determined)

Major Solution 1 -- Dirichlet Process: 
•  Models P( W | Z) as mixtures of Dirichlet probabilities 
•  Before training, the prior of P(W|Z) can be a easy 
Dirichlet (uniform distribution). After training, P(W|Z) will 
still be Dirichlet. ( The reason of using Dirichlet)

Major Solution 2 -- Gibbs Sampling: 
•  A Markov chain Monte Carlo (MCMC) method for 
integration of large samples ➔ calculate P(Z) 

z

w
N

β
M

φ

Topic-Word 
distributions

Latent Dirichlet Allocation (LDA) (Blei 2003)

shown as
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Content Clustering based on Bayesian Network – Soft Clustering

w1

: observations

z1Topics

Words

z2 z3 z4 z5

w5w2 w3 w4 w6

N: the number of words 
A: the number of docs

shown as

d1Documents d2 d3

w

d

z

LDA (Blei 2003)
β

M
φTopic-Word 

distributions

α θ

w
N

d

A

z
A

Document-Topic 
distributions
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Some Insight on BN-based Content Clustering

Content Clustering: 
• Because documents and words are 
dependent, 
➔ only close documents in the 
feature space can be clustered 
together as one topic.

fw2

fwj
 : the frequency of the word wj 

in a document 

fw1

fw3

⇒Incorporating human factors can possibly *link* multiple 
clusters together.   

Bayesian Network: 
• Models the *practical* causal 
relationships..



© 2023 CY Lin, Columbia UniversityE6893 Big Data Analytics – Lecture 4: Real-Time Stream Analysis16

Spark ML LDA code example



© 2024 CY Lin, Columbia UniversityE6893 Big Data Analytics – Lecture 3: Big Data Analytics Algorithms17

Spark ML Classification and Regression
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Classification — definition
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Classification example: using SVM to recognize a Toyota 
Camry

ML — Support Vector MachineNon-ML
Feature
 Space Positive SVs

Negative SVs

Rule 1.Symbol has 
something like 
bull’s head
Rule 2.Big black 
portion in front of 
car.
Rule 3. …..????
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Classification example: using SVM to recognize a Toyota 
Camry

ML — Support Vector Machine 

Feature
 Space

Positive SVs

Negative SVs

PCamry > 
0.95
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When to use Big Data System for classification?
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The advantage of using Big Data System for classification
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How does a classification system work?
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Key terminology for classification
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Input and Output of a classification model
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Four types of values for predictor variables
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Sample data that illustrates all four value types
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Supervised vs. Unsupervised Learning
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Work flow in a typical classification project
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Fundamental classification algorithms

Example of fundamental classification algorithms: 

• Naive Bayesian 
• Complementary Naive Bayesian 
• Stochastic Gradient Descent (SDG) 
• Random Forest 
• Support Vector Machines
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Choose algorithm
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Stochastic Gradient Descent (SGD)
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Characteristic of SGD
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Support Vector Machine (SVM)

nonlinear kernels

maximize boundary distances; remembering “support vectors”
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Example SVM code in Spark
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Naive Bayes
Training set:

Classifier using Gaussian distribution assumptions:

Test Set:

==> female
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Random Forest

Random forest uses a modified tree learning algorithm that selects, at each candidate 
split in the learning process, a random subset of the features.
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Adaboost Example

- Start with a uniform distribution (“weights”) over training examples
  (The weights tell the weak learning algorithm which examples are important)

- Obtain a weak classifier from the weak learning algorithm, hjt:X→{-1,1}

- Increase the weights on the training examples that were misclassified

- (Repeat)

• Adaboost [Freund and Schapire 1996]
■ Constructing a “strong” learner as a 

linear combination of weak learners
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Example — User Modeling using Time-Sensitive Adaboost
• Obtain simple classifier on each feature, e.g., setting threshold on 

parameters, or binary inference on input parameters. 

• The system classify whether a new document is interested by a person 
via Adaptive Boosting (Adaboost):

■ The final classifier is a linear weighted combination of single-
feature classifiers. 

■ Given the single-feature simple classifiers, assigning weights on 
the training samples based on whether a sample is correctly or 
mistakenly classified.  <==  Boosting. 

■ Classifiers are considered sequentially. The selected weights in 
previous considered classifiers will affect the weights to be 
selected in the remaining classifiers. <== Adaptive. 

■ According to the summed errors of each simple classifier, assign a 
weight to it. The final classifier is then the weighted linear 
combination of these simple classifiers.   

• Our new Time-Sensitive Adaboost algorithm:
■ In the AdaBoost algorithm, all samples are regarded equally 

important at the beginning of the learning process

■ We propose a time-adaptive AdaBoost algorithm that assigns 
larger weights to the latest training samples

People select apples 
according to their 
shapes, sizes, other 
people’s interest, etc.

Each attribute is a 
simple classifier used 
in Adaboost.
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Time-Sensitive Adaboost [Song, Lin, et al. 2005]
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Evaluate the model

AUC (0 ~ 1): 
  1 — perfect 
  0 — perfectly wrong 
  0.5 — random

confusion matrix
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Confusion Matrix
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Average Precision — commonly used in sorted results

‘Average Precision’ 
is the metric that is 
used for evaluating 
‘sorted’ results. 

— commonly used 
for search & 
retrieval, anomaly 
detection, etc. 

Average Precision 
= average of the 
precision values of 
all correct answers 
up to them, 
==> i.e., calculating 
the precision value 
up to  the Top n 
‘correct’ answers. 
Average all Pn.
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Classifiers that go bad
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Target leak

• A target leak is a bug that involves unintentionally providing data about the target variable in 
the section of the predictor variables. 

• Don’t confused with intentionally including the target variable in the record of a training 
example. 

• Target leaks can seriously affect the accuracy of the classification system.
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Example: Target Leak
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Avoid Target Leaks
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Avoid Target Leaks — II
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Spark ML Pipeline Example — classifier
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Spark Tokenizer
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Spark Tokenizer
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Vectorization of text

Vector Space Model:  Term Frequency (TF)

Stop Words:

Stemming:
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Spark StopWordsRemover
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Spark StopWordsRemover
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Most Popular Stemming algorithms
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n-gram

It was the best of time. it was the worst of times. ==> 
 bigram

Mahout provides a log-likelihood test to reduce the dimensions of n-grams
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N-gram code example
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Word2Vec

The Word2VecModel transforms each document into a vector using the average of all words 
in the document; this vector can then be used as features for prediction, document 
similarity calculations, etc.
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CountVectorizer

CountVectorizer and CountVectorizerModel aim to help convert a collection of text documents to vectors of 
token counts. When an a-priori dictionary is not available, CountVectorizer can be used as an Estimator to 
extract the vocabulary, and generates a CountVectorizerModel. The model produces sparse representations for 
the documents over the vocabulary, which can then be passed to other algorithms like LDA.
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CountVectorizer
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FeatureHasher

Feature hashing projects a set of categorical or numerical features into a feature vector of 
specified dimension (typically substantially smaller than that of the original feature space). This is 
done using the hashing trick to map features to indices in the feature vector.


The FeatureHasher transformer operates on multiple columns. Each column may contain either 
numeric or categorical features. Behavior and handling of column data types is as follows:

• Numeric columns: For numeric features, the hash value of the column name is used to map 

the feature value to its index in the feature vector. By default, numeric features are not 
treated as categorical (even when they are integers). To treat them as categorical, specify 
the relevant columns using the categoricalCols parameter.


• String columns: For categorical features, the hash value of the string “column_name=value” 
is used to map to the vector index, with an indicator value of 1.0. Thus, categorical features 
are “one-hot” encoded (similarly to using OneHotEncoder with dropLast=false).


• Boolean columns: Boolean values are treated in the same way as string columns. That is, 
boolean features are represented as “column_name=true” or “column_name=false”, with an 
indicator value of 1.0.


Null (missing) values are ignored (implicitly zero in the resulting feature vector).

https://en.wikipedia.org/wiki/Feature_hashing
https://spark.apache.org/docs/latest/ml-features.html#onehotencoder
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FeatureHasher
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Term Frequency — Inverse Document Frequency (TF-IDF)

The value of word is reduced more if it is used frequently across all the documents in the dataset. 

or
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TF-IDF example

TF

IDF (using the alternative formula)
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TF-IDF
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Spark ML Pipeline Example Code I
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Spark ML Pipeline Example Code II
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Number of Training Examples vs Accuracy
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Stream Analyses Technical Challenges 
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Example IP Packet Stream Instantiation

ip http

ntp

udp

tcp ftp

rtp

rtsp

video

audio

Inputs Dataflow 
Graph

By IBM Dense Information Gliding Team
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Semantic MM Filtering 

200-500MB/s ~100MB/sper PE 
rates

10 MB/s

Inputs Dataflow 
Graph

ip http

ntp

udp

tcp ftp

rtp

rtsp

sess
video

sessaudio Interest 
Routing

keywords id

Packet content 
analysis

Advanced content 
analysis

Interest 
Filtering

Interested 
MM streams
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Resource-Accuracy Trade-Offs

Configurable Parameters of Processing Elements to maximize relevant information: 
Y’’(X | q, R) > Y’(X | q, R), 

	 with resource constraint. 
Required resource-efficient algorithms for: 

Classification, routing and filtering of signal-oriented data: (audio, video and, possibly, sensor 
data)

X

R

Y(X|q)
Y’’(X|q,R)X’

▪ Input data X – Queries q – Resource R 
– Y(X | q): Relevant information 
– Y’(X | q, R) ` Y(X | q): Achievable subset given R
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Example: Distributed Video Signal Understanding  (Lin et al.)

Face

Outdoors

Indoors

PE1: 9.2.63.66: 1220

PE2: 9.2.63.67

PE3: 9.2.63.68

Female

Male

Airplane

Chair

Clock

PE4: 9.2.63.66:1235

PE5: 9.2.63.66: 1240

PE6: 9.2.63.66

PE7: 9.2.63.66

PE100: 9.2.63.66

(Server)  Concept Detection 
Processing Elements

CDS  
Features

(Distributed Smart Sensors) Block diagram of the 
smart sensors

Meta- 
data

600  
bps

Control 
Modules

Resource  
Constraints

User 
Interests

Display and 
Information  
Aggregation 

Modules

1.5  
Mbps

MPEG- 
1/2 GOP  

Extraction
Event 

Extraction 2.8  
Kbps

Feature  
Extraction320  

Kbps
22.4  
Kbps

Encod- 
ing

Sensor 1
Sensor 2

Sensor N
Sensor 3

TV broadcast, 
VCR, 
DVD discs, 
Video 
File Database,  
Webcam

Smart Cam
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Semantic Concept Filters

E.g.:
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Complexity Reduction Introduction	

• Objective: Real-time classification of instances using Support Vector Machines 
(SVMs) 

• Computationally efficient and reasonably accurate solutions 
• Techniques capable of adjusting tradeoff between accuracy and speed based on 

available computational resources
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SVM formulation

SVM
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Decision
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Problems
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Example



© 2024 CY Lin, Columbia UniversityE6893 Big Data Analytics – Lecture 3: Big Data Analytics Algorithms80

Naïve Approach I – Feature Dimension Reduction
A

cc
ur

ac
y 

--
 A

ve
ra

ge
 P

re
ci

si
on

0

0.2

0.4

0.6

0.8

Complexity -- Feature Dimension Ratio

0 0.25 0.5 0.75 1

Slice Color Texture
Feature Dimension 

Ratio AP

3 3 3 1 0.7861

3 3 2 0.666666667 0.7861

3 2 3 0.666666667 0.7757

2 3 3 0.666666667 0.5822

3 2 2 0.444444444 0.7757

2 3 2 0.444444444 0.5822

2 2 3 0.444444444 0.5235

3 3 1 0.333333333 0.4685

3 1 3 0.333333333 0.6581

1 3 3 0.333333333 0.1684

2 2 2 0.296296296 0.5235

3 2 1 0.222222222 0.427

3 1 2 0.222222222 0.6581

2 3 1 0.222222222 0.1241

2 1 3 0.222222222 0.3457

1 3 2 0.222222222 0.1684

1 2 3 0.222222222 0.1065

2 2 1 0.148148148 0.0699

2 1 2 0.148148148 0.3457

1 2 2 0.148148148 0.1065

3 1 1 0.111111111 0.3219

1 3 1 0.111111111 0.0314

1 1 3 0.111111111 0.07

2 1 1 0.074074074 0.0318

1 2 1 0.074074074 0.0173

▪ Experimental Results for Weather_News 
Detector 

▪ Model Selection based on the Model 
Validation Set 

▪ E.g., for Feature Dimension Ratio 0.22, (the 
best selection of features are: 3 slices, 1 
color, 2 texture selections), the accuracy is 
decreased by 17%. 
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Naïve Approach II – Reduction on the Number of Support 

A
cc

ur
ac

y 
- A

ve
ra

ge
 P

re
ci

si
on

0

0.225

0.45

0.675

0.9

Complexity -- Number of Support Vectors

0 0.25 0.5 0.75 1

▪ Proposed Novel Reduction Methods: 
– Ranked Weighting 
– P/N Cost Reduction 
– Random Selection 
– Support Vector Clustering and Centralization 

▪ Experimental Results on Weather_News Detectors show that complexity can be at 50% 
for the cost of 14% decrease on accuracy
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Weighted Clustering Approach
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Cluster center weight (contd.)
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Using the weights
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Experiments

• Datasets 
• TREC video datasets (2003 and 

2005) 
• 576 features per instance 
• > 20000 test instances 

overall  
• MNist handwritten digit dataset 

(RBF kernel) 
• 576 features 
• 60000 training instances, 

10000 test instances 

• Performance metrics 
• Speedup achieved over 

evaluation with all support 
vectors 

• Average precision achieved
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Results (Mnist 0-4)
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Results (Mnist 5-9)
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Results (TREC 2003)
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Summary of Complexity Reduction
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Spark Streaming
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Spark Streaming
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Spark Streaming
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Spark Streaming

https://www.edureka.co/blog/spark-streaming/
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Spark Streaming Example
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Spark Streaming Example
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Discretized Streams
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Discretized Streams
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Discretized Streams

https://www.edureka.co/blog/spark-streaming/
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DStream Transforms

https://www.edureka.co/blog/spark-streaming/
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Output DStreams

https://www.edureka.co/blog/spark-streaming/
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DStreams Caching

https://www.edureka.co/blog/spark-streaming/
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DStreams Example — Twitter Sentiment Analysis

https://www.edureka.co/blog/spark-streaming/
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DStreams Example — Twitter Sentiment Analysis

https://www.edureka.co/blog/spark-streaming/
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DStreams Example — Twitter Sentiment Analysis

https://www.edureka.co/blog/spark-streaming/

All the tweets are categorized into Positive, Neutral and Negative according to the 
sentiment of the contents of the tweets
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Homework #1 (Due 10/4/2024, 5pm)

See TA’s instruction: 

   Task 1:  Clustering (35%) 

   Task 2:  Classification (35%) 

   Task 3: Hadoop System Monitoring (30%) 
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Start brainstorming your final project

p Start finding your teammates. 

p Proposal (11/8/24)  — preparing about 5-7 pages of slides 
(each item 1/5 of the proposal score): 
■   Goal  — novel? challenging? 
■   Data — 3Vs? New dataset? Existing dataset? 
■   Methods — planning of methodologies and algorithms? 

Feasible? 
■   System — an overview of system. What will be 

implemented? 
■   Schedule  — what to achieve by what time, and by whom?
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Example: Big Data Analytics & AI Application Areas
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Area 1 ‘Cognitive Machine’ Tasks List:

A1: Deep Video Understanding (Visual + Knowledge) — Face Recognition, Feeling 
Recognition, and Interaction 

A2: Deep Video Understanding (Language + Knowledge) — Speech Recognition, 
Gesture Recognition, and Feeling Recognition 

A3: Deep Video Understanding — Event and Story Understanding 
A4: Humanized Conversation — Personality-Based Conversations 
A5: Autonomous Robot Learning of Physical Environment 
A6: Autonomous Task Learning via Mimicking 
A7: Digital Human - Creation and Facial Expression 
A8: Digital Human - Action 
A9: Digital Human - Text-to-Audio, Lip Sync, and Audio-to-Text 
A10: Human and Digital Human Interactions 
A11: Feeling and Art Recognition 
A12: Creative Writing & Story Telling 
A13: Knowledge Learning & Construction 
A14: Dreams — Simulating Brain functions while sleeping 
A15: Self-Consciousness, Ethics, and Morality

Examples of Project Areas in Advanced Big Data Analytics
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Digital Human Examples

https://www.graphen.ai/products/Ava.html 

https://www.graphen.ai/products/Ava.html
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Area 2 ‘Finance Advisor’ Tasks List:
B1: Market Intelligence — Constructing Financial Knowledge Graphs 
B2: Market Intelligence — Company Environmental, Societal, and Governance 

Performance 
B3: Market Intelligence — Event Linkage and Impact Prediction 
B4: Market Intelligence — Alpha Generation from Alternative Sources 
B5: Advance KYC — Customer Profiling based on Personality, Needs, and Value 
B6: Advanced KYC — Customer Behavior Prediction 
B7: Investment Strategy — AI Trader (Foreign Exchange) 
B8: Investment Strategy — AI Trader (Stock Markets) 
B9: Investment Strategy — Automatic Dynamic Asset Allocation 
B10: Customer Interaction — Customer Communication Strategies 
B11: Customer Interaction — Insurance Product Sales & Marketing Strategy  
B12: Automatic Story Telling for Marketing 
B13: Automatic Market Competition Analysis 
B14: Automatic Consumer Sales Leads Finding 
B15: Human Capital Growth Recommendations 

Examples of Project Areas in Advanced Big Data Analytics
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Real-Time Fraud Analysis Examples

Crypto Currencies

Online Banks

Credit Cards
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Area 3 ‘Healthy Life’ Tasks List:

C1: Precision Health — Gene and Protein Analysis of Network, Pathway, and 
Biomarkers 

C2: Large-Scale System for Human Genome Analysis 
C3: Secure Patient Data 
C4: Medical Image Analysis 
C5: Drugable Targets for Precision Medicine 
C6: Virus Mutations and Function Prediction 
C7: Microbe and Disease Knowledge Graph 
C8: Disease Symptoms Knowledge Graphs 
C9: Virtual Doctor 
C10: Knowledge Graphs for Gene Interaction and Disease Similarity 
C11: Biomedical Knowledge Construction and Extraction 
C12: Generating Gene Therapy 
C13: Molecular Drug Synthesis 
C14: Protein Interaction Predictor 
C15: Aging Impacts

Examples of Project Areas in Advanced Big Data Analytics
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Digital Biology Examples
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Area 4 ‘Green Earth’ Tasks List:

D1: Distributed Solar Power Load Forecasting and Predictive Maintenance 
D2: Distributed Wind Power Load Forecasting and Predictive Maintenance 
D3: Power Flow Optimization 
D4: Smart Grid Pricing Strategy 
D5: Cybersecurity of Smart Grid 
D6: Stimulating Crop Growth 
D7: Electronic Car Sensing and Predictive Maintenance 
D8: Autonomous Driving 
D9: Smart City of Connected Cars 
D10: Social Policy Monitoring 
D11: International Relationships and Policy Monitoring 
D12: Mobile Cognition 
D13: AI Chip Design 
D14: Visual Exploration in Immersive Environment 
D15: Computer Vision Enhanced Immersive Environment

Examples of Project Areas in Advanced Big Data Analytics
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Green Earth Examples

9/20/2022https://www.youtube.com/watch?v=9PTlqCCMX-0 

https://www.youtube.com/watch?v=9PTlqCCMX-0
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Questions?


