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Abstract—Many distributed applications require a group of des-
tinations to be coordinated with a single source. Multicasting is a
communication paradigm to implement these distributed applica-
tions. However in multicasting, if at least one of the members in
the group cannot satisfy the service requirement of the applica-
tion, the multicast request is said to be blocked. On the contrary in
manycasting, destinations can join or leave the group, depending
on whether it satisfies the service requirement or not. This dynamic
membership based destination group decreases request blocking.
We study the behavior of manycasting over optical burst-switched
networks (OBS) based on multiple quality of service (QoS) con-
straints. These multiple constraints can be in the form of physical-
layer impairments, transmission delay, and reliability of the link.
Each application requires its own QoS threshold attributes. Desti-
nations qualify only if they satisfy the required QoS constraints set
up by the application. We have developed a mathematical model
based on lattice algebra for this multiconstraint problem. Due to
multiple constraints, burst blocking could be high. We propose two
algorithms to minimize request blocking for the multiconstrained
manycast (MCM) problem. Using extensive simulation results, we
have calculated the average request blocking for the proposed al-
gorithms. Our simulation results show that MCM-shortest path
tree (MCM-SPT) algorithm performs better than MCM-dynamic
membership (MCM-DM) for delay constrained services and real-
time service, where as data services can be better provisioned using
MCM-DM algorithm.

Index Terms—BER, constraint-based routing (CBR), manycast,
optical burst-switched networks (OBS), quality of service (QoS),
QoS routing, WDM.

I. INTRODUCTION

M ANYCAST is also called quorumcast and was first pro-
posed by [1]. Manycasting is a generalization of mul-

ticasting, in which the group of destinations that receive the
message are to be selected instead of being given. In many-
casting messages are sent to a subset of destinations (quorum
pool), which are selected from set (quorum group), such that

. A manycast request is said to be successful if
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any of them participate in that session. A quorum pool is a ma-
jority group and hence we always require . Many-
casting is also a generalization of anycasting [2], where the mes-
sage needs to be delivered to any one of the group. However, in
this case and the above inequality will not be valid for
anycasting.

Manycasting has caught the attention of several researchers
during the recent past, due to the emergence of many dis-
tributed applications [1]–[3]. Distributed applications, such as
video conferencing, distributed interactive simulations (DIS),
grid computing, storage area network (SAN), and distributed
content distribution network (CDN) require large amounts of
bandwidths and an effective communication between single
source and a set of destinations. Manycasting is also an attrac-
tive and viable communication paradigm for providing fault
tolerance for the defense information infrastructures in the
battlefield [4], [5]. Provisioning of connections based on QoS
to these applications is an important issue [4]. QoS can include
delays incurred during transmission, reliability, and signal
degradation. For example reliability is an important issue in
designing SANs. Since SANs are supported over fiber-channel
(FC), threat to failure can occur due to cable cuts, physical
attacks, and catastrophic effects. Grid applications depends
on the QoS that a network can provide to ensure successful
completion of the job [6].

To meet the demands of such distributed applications there is
an emergence of intelligent optical control plane architectures.
WDM networks include optical circuit switching (OCS), optical
packet switching (OPS), and optical burst switching (OBS). In
OCS a lightpath is set up by the user for the entire duration of
the data transfer. In OPS the user data is transmitted in optical
packets that are switched entirely in optical domain. In OBS the
user data is transmitted all-optically as bursts with the help of an
electronic control plane. One of the primary issues with OCS is
that the link bandwidth is not utilized efficiently in the presence
of bursty traffic. On the other hand, many technological limita-
tions have to be overcome for OPS to be commercially viable.
OBS networks overcome the technological constraints imposed
by OPS and the bandwidth inefficiency of OCS networks [7].
In this paper, we focus on the optical transport network being
OBS. The proposed algorithms can easily be modified to work
for OCS and OPS networks. OBS networks are well suited for
supporting delay-sensitive computationally intensive grid appli-
cations known as Grid OBS (GOBS) [8].

In this paper we propose algorithms that provide QoS-based
manycasting over OBS networks. We also develop a mathe-
matical problem formulation for manycast destination selection
policies based on QoS constraints as required by certain ap-
plications. Our approach can incorporate multiple constraints
related to different services. The proposed methods are ser-
vice-centric and completely decentralized, as they use only

1063-6692/$26.00 © 2009 IEEE

Authorized licensed use limited to: Columbia University. Downloaded on June 08,2010 at 16:36:15 UTC from IEEE Xplore.  Restrictions apply. 



272 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 18, NO. 1, FEBRUARY 2010

local-network state information. The rest of the paper is or-
ganized as follows: we first discuss the related work in this
topic in Section I-A. In Section II, mathematical problem
formulation for ordering destinations based on service con-
straints is discussed. In Section III, the proposed algorithms are
explained with illustrative examples. Section IV discusses the
performance evaluation of the proposed algorithms. Finally,
Section V concludes the paper.

A. Related Work

Manycasting work was first reported independently by [1]
and [9] as the quorumcast problem and the -Steiner tree
problem. It is defined as an edge cost function , an
integer , a source and the subset of candidate destinations

, , find a minimum cost tree span-
ning destinations in . Cost of the tree is the sum of the
cost of edges on the tree. Manycast request can be denoted by

. The manycast problem is found to be NP-hard in [9].
As IP layer is above the WDM/OBS network, the selection of
destinations by the IP layer is similar to the random algorithm
in [1]. In [10] this random algorithm has been verified using
Binomial model and found to provide poor performance. Thus,
supporting manycasting in OBS networks is necessary for
bandwidth-efficient manycasting [11]. Apart from constructing
minimum cost tree that spans from source to manycast group
members, the need for QoS routing has been discussed in [4].
This paper discusses the quality of a tree in terms of source-des-
tination delay constraints imposed by applications that use the
tree. As the delay-constrained quorumcast routing problem is
NP-complete, an efficient heuristic QoS routing algorithm has
been proposed in [4] with cost of the quorumcast tree close to
that of optimal routing tree.

Apart from supporting manycasting over optical networks,
we also need to provision QoS in OBS networks. This is because
QoS provisioning methods in IP will not apply to the optical
counterpart, as there is no store-and-forward model [12]. Such
mechanisms for QoS provisioning in IP over OBS networks
must consider the physical characteristics and limitations of the
optical domain. Physical characteristics of the optical domain
include optical-signal degradation, propagation delay incurred
from source to destination, and link reliability from catastrophic
effects. As the optical signal traverses in the transparent optical
network, with the absence of electrical regenerators there will
be significant loss of power due to many impairments. These
impairments can be attenuation loss, multiplexer/demultiplexer
loss, optical-cross-connect switch loss (OXC), and split loss
(for multicast capable switches) [13]. ASE noise present in the
EDFAs decreases the optical-signal-to-noise ratio (OSNR). De-
crease in OSNR increases bit error rate (BER) of the signal.
Hence, the signal is said to lost if BER is more than the re-
quired threshold [14], [15]. 3R regeneration of optical signal
resets the effects of nonlinearity, fiber dispersion, and ampli-
fier noise, without introducing any additional noise. This 3R re-
generation requires retiming and clock recovery system, which
cannot easily be carried all-optically. Hence, O/E/O conversion
becomes inevitable. Delay accumulation due to O/E/O conver-
sions can be significant when compared to the propagation delay
in OBS networks. Wavelength regeneration can also result in
reliability reduction and operational cost increase [16]. Chal-
lenges and requirements for introducing impairment-awareness

into the management and the control planes in WDM networks
have been discussed in [17]. Manycasting (or multicasting) re-
quires the OXC to split the signal. Multicasting over optical
networks can be done by the OXC switch incorporating the
splitter-and-deliver (SaD) switch [18]. Depending on the fan-out
of the switch the input power significantly decreases compared
to unicast, thus decreasing OSNR. Multicasting under the op-
tical layer constraint has been discussed in [19]. Power-efficient
multicasting for optimizing BER has been studied in [20]. For
the first time, impairment-awareness for implementing many-
casting over OBS networks has been addressed in [13]. This
paper discusses the importance of physical layer awareness and
computes the loss due to burst contentions and high BER. Fur-
ther in [10] performance of different algorithms has been dis-
cussed and an analytical model has been proposed for calcu-
lating burst loss probability.

Another important QoS parameter is the reliability of the
links along the end-to-end path between the source and the des-
tination. The work proposed in [21] discusses reliability for
SANs. Analytical models are developed for calculation of long-
term failures, service availability, and link failures. The relia-
bility factor as a multiplicative constraint has been discussed in
[16] and [22].

Performance analysis of end-to-end propagation delay and
blocking probability for OBS based grids using anycasting has
been presented in [23]. Different types of anycasting algorithms
has been compared in [2] with the shortest-path unicast routing,
where the destinations has a specific address. Manycasting over
OBS networks based on multiple resources has been addressed
in [24].

II. PROBLEM FORMULATION

In this section, we explain the mathematical framework for
multiconstrained manycasting. Our work focuses on selecting
the best possible destinations that can meet the service demands
effectively. Destinations chosen must be able to provide quality
of service attributes. A destination is said to qualify as the
member of quorum pool if it satisfies the service requirements
of the application. The proposed methods are based on dis-
tributed routing, where each node individually maintains the
network state information and executes the algorithm. Algo-
rithms implemented in the centralized way, may fail due to a
single failure and resulting in poor performance.

Our proposed algorithms have the following functionality:
1) Handle multiple constraints with the help of link state in-

formation available locally.
2) Service differentiated provisioning of manycast sessions.
3) Find the best possible destinations in terms of service re-

quirements for the manycast sessions.

Notations

is a manycast request where is the source node,
is the destination set, elements of which are probable can-

didates for the particular service request, and is the minimum
number of destinations that are required to participate in the
manycast session for the job to be successfully completed.
Manycast session is also denoted by . Manycasting can be
understood as the dynamic version of the multicast, where in
the members can leave and new members can join, so that of
them will always participate in the session [25]. The number

Authorized licensed use limited to: Columbia University. Downloaded on June 08,2010 at 16:36:15 UTC from IEEE Xplore.  Restrictions apply. 



BATHULA AND VOKKARANE: QOS-BASED MANYCASTING OVER OBS NETWORKS 273

of ways of them can be selected from is . We
define a set called the power set that contains all the
combinations. Our work focuses on selecting the best possible
set that can meet the service demands effectively. A
destination is said to qualify as the member of quorum pool
if it satisfies the service requirements of the application, such
as BER, reliability, and delay. Notations used for describing
lattices can be found in [26].

A. Service Attributes

We define , , and as noise factor, reliability factor,
and end-to-end propagation delay for the Link , respectively.
Noise factor is defined as ratio of input OSNR

and output optical signal to noise ratio
, thus we have

(1)

where is defined as the ratio of the average signal power
received at a node to the average ASE noise power at that node.
The OSNR of the link and -factor are related as

(2)

where and are optical and electrical bandwidths, respec-
tively [27]. Bit-error rate is related to the -factor as follows:

(3)

From (1)–(3), we see that is a function of -factor (i.e., BER).
If the BER should not exceed a certain threshold (say ),
then there exists a corresponding noise factor threshold, . The
signal is said to be lost due to high BER if the end-to-end is
greater than and thus cannot be recovered at the destination.
The overall noise factor of a burst that has traversed hops is
given by

(4)

where in the above equation, the product is performed times,
starting from the initial link.

Reliability is another factor considered for providing ser-
vices. We define the reliability factor of a link, such that

, indicates the percentage of reliability for a par-
ticular link. The reliability prediction method involves the
calculation of down times contributed to all building blocks
required to establish end-to-end network path [21]. In this paper
we assign a number generated from a uniformly distributed
random variable for each link in the network.
The end-to-end reliability for the path traversing -hops is
calculated as

(5)

The last attribute that we consider as an important service
parameter for distributed applications is propagation delay. If

is the propagation delay of a link, then end-to-end delay for
hops, is given by

(6)

B. Path Information Vector

The service attributes can be used to maintain the local net-
work information and by properly comparing these vectors, the
destinations can be chosen. Comparison of multidimension met-
rics can be done using the notion of lattices [25]. Lattices are
explained using the ordering denoted by , which has the prop-
erties of reflexivity, antisymmetry, and transitivity. We denote
the information vector at link as,

(7)

Definition 1: Let and be the two information vectors
for the links and , respectively. We define and
comparable if and only if

(8)

Definition 2: and are not comparable if and only if
any one or two of the inequalities in (8) are false. In other words
if or or . We denote them by

.
From (4)–(6), we see that the service attributes are either mul-

tiplicative (product) or additive (sum). The ordering condition in
(8) is chosen such that, noise factor and propagation delay are
minimum, and reliability is maximum. Each information vector
is a 3-tuple and hence it is a 3-dimensional vector space over the
real field , which is denoted by . The operation over multi-
dimensional vectors is given by

(9)

The operation on two vectors and is given by

(10)

Definition 3: The path information vector from source to
destination , is denoted by and is given by

(11)

where is the information vector for the link between
the nodes as shown in the Fig. 1.
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Fig. 1. Notations used in (12).

Fig. 2. Child nodes or next-hop nodes are the intermediate nodes toward the
destination.

Thus, using (4)–(6) the previous equation becomes

(12)

We use the notation for path information and for
the link information vector. However, if the path consists of a
single link, then from the (11), we get .

Definition 4: Consider a manycast request of the form
. Let . We define the

next-hop (or the child nodes) corresponding to source as
as shown in Fig. 2, where . From Defi-

nition 3, there exists an information vector .
If is any intermediate node, then the overall information

vector from source to the destination is computed using (12)
with upper limit replaced by

Definition 5: We define differentiated service set as
. For each service there ex-

ists a threshold parameter (or constraint) that is defined as
and is given by

(13)

For the successful establishment of QoS-based manycast ses-
sion, the chosen destinations must satisfy the service require-
ments as defined in (13).

Theorem 1: If , then all the link information
vectors ’s , along the path

, are comparable to , i.e., .

Proof: Given , then by Definition 3, we
have

(14)

From (13) and (14) we get

Last inequality follows from the fact that and, hence,
we have . Similarly for other two service attributes
we have

Thus, we have .
Hence proved.

Definition 6: A path , where can be the child node
or any intermediate node toward the destination is said to be
feasible for service , if and only if .

In the case of being a child node (or next-hop node), infor-
mation vector is given by (7) and for an intermediate node it is
given by (12) with replaced with .

Theorem 2: The path is a feasible path if and only if
is the upper bound , where

.
Proof:

1) If condition: Let be the feasible path. Then from the
Definition 6 we have

(15)

Consider and , then we have
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The above inequality follows from the fact that ,
, and . Thus, we have

(16)

From (15) and (16), we see that is the upper bound
for , where .

2) Only if condition: Given is the upper bound for
, where , then we have

and hence the path is feasible.
Theorem 3: If , the information vector corresponding

to the path is not feasible, then all the destinations using
node as the intermediate node does not qualify as the mem-
bers in quorum pool.

Proof: From the Definition 6 we see that, if is not
a feasible path then either or .
If the former condition were true then

(17)

From (17) we see that if all the constraints for the service
are not met, the destinations using node as intermediate node
disqualify to be in the quorum pool. In a similar manner if at
least one of the constraints is not met, then we have

and thus all the destinations using node as intermediate
node do not satisfy the service requirements of . We define
this set as , nonreachable destinations due to insufficient
QoS.

Lemma 1: A manycast request is said to be lost (or
blocked) due to insufficient QoS, if and only if cardinality of the
set that does not satisfy QoS is greater than .

Proof: We require any of the members in the group for
successful completion of the session. But from the Theorem 3
if the number of destinations that cannot be reached through all

’s is greater that , then . As number
of remaining destinations and, hence, the
request is blocked.

III. MULTICONSTRAINED MANYCAST (MCM) ALGORITHMS

In this section, we explain the proposed MCM algorithms
with the help of illustrative examples. We propose two algo-
rithms, MCM-shortest path tree (MCM-SPT) and MCM-dy-
namic membership (MCM-DM) for evaluating the performance
of manycasting with QoS constraints. We first discuss the steps
to implement the distributed version of the shortest path tree
(SPT) which is given in [10], [11], and [13].

• Step 1: Find the shortest path from source to all the des-
tinations in . Let and min-
imum-hop distance from to , where is

.
• Step 2: All the destinations in are sorted in the non-

decreasing order according to the shortest distance from

source to the destinations. Let be the new set in this
order given by .

• Step 3: Select the first destinations from .
Step 1 is implemented using the unicast routing table with

the time complexity of for a network with
nodes. Step 2 sorts the destinations and the time-com-

plexity is given by . In step 3, we select the first
from , with time-complexity . Once the first of

them are selected, the burst header packet (BHP) is sent to
corresponding child nodes or the next-hop
nodes where from the source in the manycast
request . Construction of routing tree starts from
the source . Once the BHP is received at the corresponding
child node(s), the burst is scheduled along the outgoing data
channel. OBS is based on one-way reservation protocols, such
as just-enough-time (JET) and tell-and-go (TAG) [28], [29], in
which data burst is scheduled using BHPs after a certain offset
time without waiting for the acknowledgment. The primary
objective of one-way based signaling techniques is to minimize
the end-to-end data transfer delay. However, this can lead to
high data loss due to contention of data bursts in the OBS
core. Two-way based signaling techniques are acknowledg-
ment-based, where the request for a resource is sent from
the source to the destination. The acknowledgment message
confirming a successful assignment of requested resources is
sent back from the destination to the source. The data burst is
transmitted only after a connection is established successfully.
The primary objective of the two-way based technique is to
minimize packet loss in the core network, but such an objective
leads to high data transfer delay due to the round-trip connec-
tion setup [30]. Our proposed methods can be modified to work
with two-way reservation techniques. However we restrict our
study only to one-way signaling techniques.

In this paper, we use JET signaling protocol for the many-
casting. Upon receiving the data burst at the corresponding child
nodes based on the QoS constraints, the manycast request is up-
dated as where is a child node for source in
the previous iteration, are all the destinations in that can
be reached through , and clearly . is updated
accordingly if any of the is a destination and we make sure
that , where is the number of next-hop nodes
for . With as the source node all the above three steps are
performed and this iteration proceeds until minimum of them
are reached. We thus see that SPT works in a distributed manner
and each node executes the algorithms based on the local net-
work state information.

In the case of dynamic membership (DM), the above men-
tioned three steps differ slightly. In DM instead of discarding
the rest of destinations, we keep them and are used if
any of the first are blocked due to the contention or in-suffi-
cient QoS on the link. The former blocking is referred to as con-
tention blocking and the later is referred to as QoS blocking. De-
tailed description of the MCM-SPT and MCM-DM algorithms
are given in Sections III-A–C. Before we begin with the descrip-
tion of the proposed algorithms, it is important to know that the
OBS control plane can implement this functionality effectively.

A. OBS Control Plane

In the OBS layered architecture, we find two important
planes: data plane and control plane. The control plane al-
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TABLE I
BURST HEADER PACKET FIELDS

Fig. 3. Burst header packet for QoS-based Manycasting.

lows scheduling and reservation protocols to be performed
in a domain (electrical) different from data plane (optical).
Detailed description of OBS data and control planes can be
found in [23], [31]. Examples of control packets are BHP,
network control packet (NCP), and burst confirmation packet
(BCP). In this work we use BHPs as the control packets and
we propose new BHP fields that provide information about
QoS. In previous works [10], [13] the BHP was modified to
accommodate -factor (i.e., BER) and burst is scheduled based
on the BER threshold. Table I lists possible fields associated
with QoS based scheduling of bursts.

We consider the following fields of Table I in BHP as shown
in the Fig. 3. In general per-hop processing delay for BHP is
more due to additional computation for QoS support. We as-
sume that the source node is aware of such processing delay
and is incorporated in the offset time of edge node.

B. Multiconstraint Manycast-Shortest Path Tree Algorithm
(MCM-SPT)

In this section, we explain the MCM-SPT algorithm. The
pseudocode for this is given in Algorithm 1. When a new burst
arrives in the network, it is assigned a unique burst ID, . A
BHP is created for this burst, with all the fields shown in the
Fig. 3, where , destination set , quorum pool ,
threshold parameters for the service , and the initial in-
formation vector . This is indicated as line
1, in the algorithm. Destinations in are sorted on the shortest
path using . Next-hop nodes from to
are calculated and added to the set . The loop in lines 7–10
selects the first destinations from and next-hop nodes are
added to for each destination using line 9. Every link to
the next-hop node is checked for contention using line 12. If the
link is found to be free, the path information vector is calculated
using path algebra explained in Section II-C. If ,
then the link , qualifies the QoS threshold attributes for
the service . The set of all destinations that use node as

the intermediate node is given by the set . The new
destination set is given by as shown in line 15. The BHP
at node is updated with the new values as given by line 17.
One must note here that the burst ID remains the same, until
it reaches the destinations. If the condition given in line 14
were false, i.e., or , then ac-
cording to Theorem 3 and Lemma 1 the manycast request is said
to be blocked, as the minimum number of members in the pool
are less then the required . We refer to this blocking as QoS
Blocking. Burst is removed from the network due to insufficient
QoS parameters. Contention blocking occurs when an arriving
burst finds all outgoing data channels to be occupied. This algo-
rithm repeats until the destinations are covered for a burst.

Consider a manycast request of the form
, this configuration is represented by 3/2.
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Fig. 4. Illustrative example topology. The weights indicate link distance and
reliability. Other nodes and links of the NSF network are not shown for clarity.
Each link consists of in-line amplifiers placed 70 km apart.

Fig. 4 shows the shortest-path tree for the given manycast re-
quest of the NSF network in Fig. 5, with links shown in dotted
lines. Let the service threshold be

ms . In order to guarantee QoS for the service ,
our aim is to identify destinations that have overall noise factor

, reliability and the propagation delay ms.
When the burst enters the network at source , burst header
fields (in Fig. 3) are updated with the initial values and the path
information vector is initialized to as given
in Step 1 of Algorithm 1. Using SORT.SP the destination set

is sorted in the nondecreasing order of the distance and the
new set is given by . In MCM-SPT we select
the first from , we have . Next-hop nodes for
these destinations are given by . Assuming the link

is free (no contention), we compute the path information
vector given in line 13. Computation
of noise factor is done using the parameter values given in [10],
[13]. We assume the input power at node 2 as mW,
with ASE noise as mW. Taking the ratio of
these two powers, we get OSNR at node 2 as
and based on all the losses mentioned in [10] and [13], we have
the OSNR at node 4 as . Using (1) we get

. The propagation delay of the burst along the link
(ms) is calculated as distance (km) times the velocity of light
(250 km/ms). The information vector is given by

We thus see that is within the threshold requirement of
the service , satisfying condition in line 14. A new BHP is cre-
ated at node 4, with same burst ID as,

. The algorithm exits in line 18. The same algo-
rithm is repeated, however the Step-1 is skipped as this is the old
burst. Lines 2–4 are used when one of the intermediate nodes is
a destination. Assuming the link is free we have

Fig. 5. NSF network with 14 nodes and 21 bidirectional links. The weights
represent distance in km and the corresponding reliability factor of the links,
respectively.

Assuming links from node 5 to nodes 7 and 8 to be free, we have
and .

We thus see that the QoS threshold conditions for the service
are met. The manycast session is successful for the given

service. The same manycast request can be blocked for dif-
ferent service threshold conditions like .
If at least one of the destinations is not reachable through the
next-hop node, due to contention or insufficient QoS, the entire
manycast request is said to be blocked. This is executed by the
lines 19 and line 23.

C. Multiconstraint Manycast-Dynamic Membership
(MCM-DM) Algorithm

The MCM-DM is given in Algorithm 2. It contains two pro-
cedures (1) for calculating the QoS parameters and updating
BHP with the new values, defined as Procedure.QoS( ) and (2)
for calculating the number of destinations that can be reached
from the next-hop node is greater than , defined as Proce-
dure.Block( ). Instead of discarding destinations as
in MCM-SPT, we keep these destinations as secondary destina-
tions and use them if any of the first are blocked. Intuitively,
one can understand that request blocking could be reduced in
the case of MCM-DM as members in the quorum pool are added
or removed dynamically. While adding the destinations into the
quorum pool the burst traversal can be along a longer path, de-
teriorating certain QoS parameters. The resulting QoS blocking
could be high when compared to MCM-SPT. This algorithm is
explained using the same example for which
the manycast tree is shown in Fig. 4. Let the threshold condi-
tions for the service be ms .
BHP is created for this burst and initialized as given in the line 1
of the algorithm.

Destinations are sorted by the shortest-path and
. The next-hop node(s) is given by the lines 7–10. In

this case we have . At node 4, the destination node
set is . As we select only the first of them,
destination node 11 is left out. All destinations are
added in round-robin to the destination set at the child nodes
(or next-hop node). Here as there is only one child node, we
have .1 The loop in lines 13–22 selects the
primary destinations, in this case . The next-hop node
for node 6 is node 4, assuming the link to be free and
as the condition in lines 15–17 is met (since ) QoS

1The procedure for round-robin is described in Appendix B.
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parameters are calculated using Procedure.QoS. BHP at node 4
is updated as ,
with . For the next iteration, i.e.,
for Destination 7, the next-hop node being same, we have

, which is updated in the BHP at node 4. Finally the
burst is scheduled and the BHP at node 4 is now

. In a similar
manner, assuming link to be free, the BHP at node 5 is

.
If the link is not free, and the BHP at node 6
becomes . As

the loop in line 24 is executed. The first condition
in line 26 , ensures that number of blocked
destinations due to contention in not greater than the secondary
destinations. The next-hop node to from node

is node 4. Thus, the burst at node 5 is updated as
. The burst at node 5 is routed

to node 11 along node 4. We have

and the BHP at node 4 is
. Finally if

the link is free, the BHP is updated with
. We see that the

manycast request that would have been blocked using
MCM-SPT if one of the destinations is blocked is now
satisfied. As MCM-DM adds destinations on the longer path, it
is necessary to see whether the route to the destination is
within the QoS threshold requirements of the service.

IV. PERFORMANCE EVALUATION

In this section, we present our simulation results. We consider
average request blocking as the performance metric. We define
the average request blocking ratio as given by [11]. Let be
the total number of manycast requests used in the simulation.
Consider a manycast request . Let be the set of des-
tinations which actually receive the data. Then average request
blocking is given by

(18)

Derivation of (18) is given in Appendix C. NSF network shown
in the Fig. 5 is used for our simulation. All the links are bidi-
rectional and have the same transmission rate of 10 Gb/s. Burst
arrivals follow a Poisson process with an arrival rate of bursts
per second. The length of the burst is exponentially distributed
with expected service time of s.

Assumptions

1) Only one wavelength is considered for analysis. Hence, the
dependency of -factor on the wavelength is ignored.

2) Calculation of noise factor is based on losses due to attenu-
ation, multiplexing/demultiplexing, tapping, and splitting.
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3) Only amplified spontaneous emission (ASE) noise can be
considered for OSNR. The shot noise and beat noise are
ignored.

4) Effects of offset time are ignored.
5) In line amplifiers along the links are placed, with spacing

of 70 km between the amplifiers.
6) There are no optical buffers or wavelength converters in the

network.
7) The reliability factor is same along both directions of the

fiber.
As aforementioned, we have intended destinations, i.e., quorum
pool to be majority of the group . The candidate
destination group (or quorum group) can be small, medium
or large. Three typical configurations 3/2, 7/4, and 11/6 are
considered for simulations. First we present simulation re-
sults for 7/4 manycast configuration. We differentiate among
service requirements, i.e., different services have different
constraints. Differentiated services considered for simula-
tion are , ,

, and . The
service can represent data service as it has relaxed delay
requirements. The service can represent real-time service
as it has stringent delay requirement. Service and service

have high service threshold requirements.
Fig. 6 shows the performance of the MCM-SPT for dif-

ferent set of services. As the service requirements increase,
the blocking probability also increases. MCM-SPT uses
shortest-path routing and one can expect to have a lower QoS
blocking. But due to random contentions along the links, if any
one of the destinations is not reachable, the entire manycast
request would be blocked. On the contrary, MCM-DM adds or
removes destinations based on the contention in the network.
However destinations that are added to the quorum pool can be
at a longer distance than the blocked destination. As the result,
QoS of this destination can be decreased. In spite of decrease
in values, if the path-information vector is within the service
threshold, the request can be satisfied. Fig. 7 shows average
request blocking for MCM-DM under different service thresh-
olds. At high loads, most of the blocking would be contention
blocking and hence the effect of QoS will not be understood
much. As our objective is to show the effects of QoS, all the
results are simulated under medium network load conditions.

Fig. 8 shows the comparison of average request blocking for
the two proposed algorithms. We see that for the data service
requirement , there is a significant reduction in the request
blocking for the network loads between . As the network
load increase the performance of two algorithms converges and
for loads greater than 5, the request blocking is same. Under
real-time service requirements like service , we observe
from Fig. 9 that performance benefit of MCM-DM is reduced
and the difference in the request loss between MCM-SPT and
MCM-DM has decreased. This can be accounted to the fact
that, while adding secondary destinations, the longer paths
have to be traversed and hence the delay increases, causing a
destination to be disqualified based on the delay constraint. We
can thus observe that MCM-DM can be chosen for data service
applications, where there is no specific upper bound on the
propagation delay of the burst. Data service based distributed
applications like SAN and CDN have more priority on and

rather than . We have also simulated the performance

Fig. 6. Blocking probability of MCM-SPT for different service thresholds.

Fig. 7. Blocking probability of MCM-DM for different service thresholds.

of the algorithms for more stringent QoS requirement, like
service in Fig. 10. We observe that both the algorithms
behave the same for this service requirements. By relaxing
the constraint on reliability, we observe a significant decrease
in the request loss in Fig. 11.

The same set of services were simulated for the other two
manycast configurations, i.e., 3/2 and 11/6. At high loads con-
tentions in the network could be large and hence the effect of
the QoS may not be significant. Hence, we restricted our simu-
lation study only to low loads. Fig. 12 shows the performance
of 3/2 manycast configuration for services and . Service

has more relaxed threshold parameters, hence, we can im-
prove the blocking marginally using MCM-DM. But in the case
of , where the delay requirement is only 10 ms, we observe
that both algorithms offer same performance in terms of request
blocking.

We observe an interesting result in Fig. 13. In the case of
for 3/2 manycast configuration, we find MCM-SPT to offer

lower request blocking than MCM-DM. This is because service
has high QoS requirement (real-time service). In an attempt
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Fig. 8. Blocking probability of MCM-SPT and MCM-DM for 7/4 manycast
configuration with service threshold of� � �� � ���� � � ���� � �
�� ms� .

Fig. 9. Blocking probability of MCM-SPT and MCM-DM for 7/4 manycast
configuration with service threshold of� � �� � ���� � � ���� � �
	� ms� .

to decrease the request blocking MCM-DM schedules the burst
on longer paths, which causes service attributes to exceed the
threshold requirements. Once again we see that MCM-DM can
only be used when there are much relaxed QoS parameters (data
services).

Finally we also simulate 11/6 manycast configuration for the
four services. Figs. 14 and 15 show much similar performance
to that of 7/4 and 3/2.

We simulate the impact of each service attribute on the net-
work for 7/4 manycasting. In the other words, only one ser-
vice attribute (i.e., delay, BER or reliability) is considered, with
the remaining two neglected. Thus, the problem reduces to a
single-constrained manycast problem. Let service threshold for
the delay constrained (DC) service be .
The threshold requirements on noise factor and reliability are
removed by keeping and . Similarly

Fig. 10. Blocking probability of MCM-SPT and MCM-DM for 7/4 manycast
configuration with service threshold of � � �� � 
���� � �
���� � � 	� ms� .

Fig. 11. Blocking probability of MCM-SPT and MCM-DM for 7/4 manycast
configuration with service threshold of � � �� � 
���� � �
���� � � 	� ms� .

we consider BER constrained (BC) and reliability constrained
(RC) with service thresholds given by
and , respectively. Fig. 16 shows the
performance of 7/4 manycast configuration for MCM-SPT and
MCM-DM. We observe a significant decrease in the request
blocking for MCM-DM compared to MCM-SPT in the case
of BER constrained (BC). Similarly services and are ob-
served to have lower average request blocking with MCM-DM.

V. CONCLUSION

In this paper, we propose algorithms to support QoS-based
manycasting over optical burst-switched networks. Our QoS
model supports certain service parameters for the transmission
of optical bursts, such as physical impairments, reliability,
and propagation delay. We have developed a mathematical
model based on lattice algebra for the multiconstraint manycast
problem. By using distributed scheduling algorithms, bursts are
routed to the destinations based on the contentions and QoS
conditions. We propose the multiconstrained manycast shortest
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Fig. 12. Blocking probability of MCM-SPT and MCM-DM for ��� manycast
configuration for services � and � .

Fig. 13. Blocking probability of MCM-SPT and MCM-DM for 3/2 manycast
configuration for services � and � .

Fig. 14. Blocking probability of MCM-SPT and MCM-DM for 11/6 manycast
configuration for services � and � .

path tree algorithm and the multiconstrained manycast dynamic
membership algorithm to support QoS-based manycasting
over OBS. Four types of services were considered to evaluate

Fig. 15. Blocking probability of MCM-SPT and MCM-DM for 11/6 manycast
configuration for services � and � .

Fig. 16. Performance of attribute specific ��� manycasting for (a) MCM-SPT
and (b) MCM-DM.

the performance of QoS-based manycasting algorithms. They
represent the service requirements of data service and real-time
service. We observe from the simulation results that multicon-
strained manycast dynamic membership algorithm is suited for
data service and multiconstrained manycast shortest path tree
algorithm for real-time service. We also evaluated the perfor-
mance of our algorithms for different manycast configurations.
Our proposed manycasting algorithms can be easily adapted
to facilitate other application service requirements. Our work
can be further extended by considering sparse wavelength
regenerations.

APPENDIX A
CALCULATION OF NOISE FACTOR THRESHOLD

We calculate the noise factor threshold [32] using
(1)–(3). From (1), the noise factor of the link is given by
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For the path from source to the destination , the overall
noise factor is given by

We assume the transmitting power of the receiver is
mW. The ASE noise power at source node is given by

(19)

, where spontaneous-emission factor,
is the Plank’s Constant, and is the central frequency of the op-
tical signal. , , , and are demultiplexer, multiplexer,
tap, and insertion loss of the optical cross-connect switch, re-
spectively. and are the input and output gains of the er-
bium-doped fiber amplifier (EDFA) in switch. Parameter values
and the switch architecture can be found in [10], [13], [14]. By
using (19) we get the mW. Thus, the OSNR
at source will be a.u. For BER of we
need , for which the required is obtained by
solving (2)

(20)

For a system operating Gb/s with GHz and
, , which is obtained by solving (20).

Hence, if the then the BER
will increase beyond . Thus, the noise factor threshold

corresponding to . Similarly for ,
. Thus, we see that as long as the noise-factor of the

burst is , burst can be scheduled for transmission. We
derive the relation for noise-factor threshold and -factor
threshold .

(21)

In order for the BER to be less than the given threshold, the
OSNR at the destination should be greater than the .
Thus, (2) at the threshold conditions is given by

(22)

Solving this equation for , we get

(23)

Substituting (23) in (21) we get

(24)

APPENDIX B
ROUND-ROBIN PROCEDURE

Details of the round-robin procedure used in Algorithm 2 are
given below.

;

;

for do

;

if then

;

else

;

end if

end for

APPENDIX C
DERIVATION OF (18)

Let be the total number of manycast requests used in the
simulation. Every new burst (manycast request) entering the net-
work is assigned a unique ID, the manycast request is given by

. represents the destination set for a burst with
manycast request ID . This ID remains the same until burst
reaches its destinations. Let be the set of destinations that re-
ceive the burst. In MCM, the manycast request is said to be suc-
cessful only if the burst reaches destinations. Thus, if ,
then probability of success is 1. On the other hand, if burst
reaches destinations such that , then probability of
blocking for a burst is given by . The en-
semble average blocking probability thus becomes

where
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