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Abstract

Recently there is an emergence of many Internet applications such as multimedia, video conferencing, distributed interactive simulations (DIS), and high-performance scientific computations like Grid computing. These applications require huge amount of bandwidth and a viable communication paradigm to coordinate with multiple sources and destinations. Optical networks are the potential candidates for providing high bandwidth requirement. Existing communication paradigms include broadcast, and multicast. Hence supporting these paradigms over optical networks is necessary. Multicasting over optical networks has been well investigated in the literature. QoS policies implemented in IP does not apply for Wavelength division multiplexed (WDM) or optical burst switched (OBS) networks, as the optical counterpart for store-and-forward model does not exist. Hence there is a need to provision QoS over optical networks. These QoS requirements can include contention, optical signal quality, reliability and delay. To support these diverse requirements, optical networks must be able to manage the available resources effectively.

Destinations participating in the multicast session are fixed (or rather static). Due to the random contention in the network, if at least one or more destination(s) is not reachable, requested multicast session cannot be established. This results in loss of multicast request with high probability of blocking. Incorporating wavelength converters (WCs) at the core nodes can decrease the contention loss, however WCs require optical-electrical-optical (O/E/O) conversion. This increases the delay incurred by optical signal. On the other hand all-optical WCs are expensive and increase the cost of the network if deployed.

Goal of this thesis is, to provide hop-to-hop QoS on an existing all-optical network (AON) with no WC and optical regeneration capability. In order to minimize the request
lost due to contention in AON, we propose a variation of multicasting called Quorum-casting or Manycasting. In Quorumcasting destinations can join (or leave) to (or from) the group depending on whether they are reachable or not. In other words destinations have to be determined rather than knowing them prior, as in the case of multicasting. Quorum pool is minimum number of destinations that are required to be participated in the session for successful accomplishment of the job ($k$ be the size of quorum pool). Providing QoS for manycasting over OBS has not been addressed in the literature. Given the multicast group (with cardinality $m > k$) and the number of destinations required to be participated, the contribution of this work is based on providing necessary QoS.

In this thesis we study the behavior of manycasting over OBS networks. In OBS networks, packets from the upper-layer (such as IP, ATM, STM) are assembled and a burst is created at the edge router. By using O/E/O conversion at the edge nodes, these optical bursts are scheduled to the core node. Control header packet or burst header packet (BHP) is sent to prior to the transmission of burst. The BHP configures the core nodes and the burst is scheduled on the channel after certain offset time.

In the first part of the thesis, we explain the different distributed applications with primary focus on Grid over OBS (GoOBS). We study the loss scenario due contention and inadequate signal quality for an unicast case in OBS network. We further extend this to manycasting. We modify the BHP header fields to make the burst aware of not only contention on the next-hop link, but also bit-error rate (BER). By using recursive signal and noise power relations, we calculate the BER (or $q$-factor) of the link and schedule the burst only if the required BER threshold is met. Thus all the bursts that reach the next-hop node ensure that contention and BER constraint are met. This are called “Impairment-Aware (IA) Scheduling”. Burst loss in the network increases due to BER constraint. Hence we propose algorithms to decrease the burst loss and simultaneously providing the sufficient optical signal quality. We propose three algorithms called IA-shortest path tree (IA-SPT), IA-static over provisioning (IA-SOP), and IA-dynamic membership (IA-DM). In IA-SPT destination set is sorted in the non-decreasing order of the hop-distance from source. First $k$ of them are selected and bursts are scheduled to
these destinations along the shortest path. In IA-SOP we select additional \( k' \) destinations where \( k' \) is the over provisioning factor. Over provisioning ensures that burst at least reach \( k \) of them, decreasing the contention blocking. However as the burst has to span more destinations, the fan-out of the multicast capable switch will be more and the BER could be high. In IA-DM destinations are dynamically added or removed, depending on contention and BER. Destination is removed and new destination is added based on the two constraints. Our simulation results shows that IA-DM out performs the other two algorithms in terms of request blocking. We show that IP-based manycasting has poor performance and hence there is a need for supporting manycasting over OBS networks. We verify our simulation results with the proposed analytical method.

In the next part, we focus on provisioning QoS in manycasting. QoS parameters considered for analysis include, signal quality i.e., optical signal to noise ratio (OSNR), reliability of the link and, propagation delay. In this work we consider application based QoS provisioning. In other words, given the threshold requirements of an application, our aim is to successfully schedule the burst to the quorum pool satisfying the threshold conditions. We use a de-centralized way of the scheduling the burst, using BHP. With the help of local-network state information, the burst is scheduled only if it satisfies multiple set of constraints. Corresponding reception of burst at the node ensures that all the QoS constraints are met and burst is forwarded to the next hop. QoS attributes are either multiplicative or additive. Noise factor of the optical signal and reliability factor are multiplicative constraints, whereas propagation delay is additive. We define a path information vector, which provides the QoS information of the burst at every node. Using lattice theory we define an ordering, such that noise factor and propagation delay are minimum and reliability is maximum. Using path algebra we compute the overall QoS attributes. Due to multiple set of constraints, the request blocking could be high. We propose algorithms to minimize request blocking for Multiple Constrained Manycast Problem (MCMP). We propose two algorithms MCM-SPT and MCM-DM. We consider different set of service thresholds, such as real time and data service thresholds. Real time services impose restriction on signal quality and the propagation delay. On the other hand
data services require high reliability and signal quality. Our simulation study shows that MCM-SPT performs better than MCM-DM for real-time services and the data services can be provisioned using MCM-DM.
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Chapter 1

Optical Networks-An Overview

1.1 Introduction

In this age of information we need everything or anything to be at our fingertips. Sitting at one corner of the globe we want to access information located at other end of globe. In order to accomplish this, all we need is bandwidth. Bandwidth can be provided in any form, such as copper, optical fiber, and wireless. Traffic demands are increasing tremendously due to many emerging data-centric applications. This resulted in increase of data traffic compared to voice [1], [2]. These traffic demands can only be supported with optical fiber medium, which can ideally carry data rates to an order of Tb/s. Optical fiber communications gained importance due to its tremendous potential for supporting high data rate applications. Transmitting data in optical fiber over longest possible distance has been a challenge to many researchers. Though it seemed simple to send data over optical fiber, researchers had to overcome many obstacles. Evolution of optical fiber transmission systems started with light emitting diodes (LEDs) as the transmitters. Multimode fibers were used to carry the optical signal. This however suffered with many drawbacks, due to high optical signal loss. With the invention of lasers, researchers were able to couple the light over the single mode fiber, showing an significant improvement in the optical signal quality. Dispersion compensation fibers decrease the losses due to pulse dispersion. Due to the decrease in manufacturing cost of transmitters (lasers) and
receivers (photo-detectors), wavelengths can be multiplexed into the fiber. This is called Wavelength Division Multiplexing (WDM). The network capacity has increased by using WDM technique and thus reducing the cost per bit transmitted per kilometer.

1.2 WDM Network

WDM is an approach to exploit huge-bandwidth, in which multiple users are multiplexed on the same fiber using different wavelengths. Each wavelength supports a single communication channel, operating at what ever rate one decides. With number of wavelengths coexisting on the single fiber one can tap huge bandwidth of the fiber. WDM network architectures, devices, components and sources are available in market place and are still emerging. Many WDM networks has been already been deployed mainly as the backbone networks. Routing of the wavelengths along the optical networks is carried through optical channels called lightpaths [3]. A lightpath may span multiple fiber links to provide “circuited-switched” inter-connection between the nodes, far away from the each other geographically. Each intermediate node provides an optical bypass facility. Fig. 1.1 shows the typical WDM network, with core nodes connected to edge routers. Each color represents a lightpath on which data is carried on the single wavelength. These wavelength routed optical networks (WRON) are called transparent optical networks or all-optical networks (AON). The major milestone in evolution of optical fiber transmission systems is development of erbium-doped fiber amplifiers (EDFA). A major advantage of EDFA is that, it is capable of amplifying the optical signal at all wavelengths simultaneously. This provided an way to increase the system capacity, i.e., the bit rate. EDFA’s can be considered as the major catalyst for deployment of WDM transmission systems. Detailed description on EDFAs can be found in [4]. New developments in fiber Bragg gratings (FBGs) with 25 GHz or 50 GHz channel separation can be used as multiplexer and de-multiplexer for dense WDM (DWDM) systems [5].
1.3 Optical Burst Switched (OBS) Network

The OBS technology combines the advantages of optical circuit switching and optical packet switching [6]. An optical burst is defined as a number of continuous packets destined for a common egress point. The IP packets are combined to form a burst, with size varying from a single IP packet to large data. This allows for fine-grain multiplexing of data over single wavelength and therefore efficient use of optical bandwidth through sharing of resources (i.e., lightpaths) among number of users. In OBS technology, the data plane and optical plane are separated as shown in the Fig. 1.2. The burst aggregation and segregation is done at the ingress node by using electro-optical conversion. Prior to the burst transmission the burst control packet (BCP) or burst header packet (BHP) is created and sent towards the destination by the OBS ingress node. The BCP is sent on the out of band over separate wavelength channels for signaling and processed at the intermediate OBS routers. The architecture of OBS is explained in [7]. A comprehensive survey on optical burst switching can found in [8]. Signaling is an important aspect that
can effect the performance of the network. For OBS network signaling plays an key role, since the core nodes in the OBS network are bufferless. In this work we focus on delayed reservation based signaling technique. In delayed reservation type of signaling the channel is reserved from actual arrival instant of the data burst at the node (or link). In order to implement this technique, BHP should carry the information of offset time. It is the time interval between BHP arrival and the data burst arrival. This type of signaling technique is called Just Enough Time (JET) signaling [6] [9]. On the other hand in immediate reservation signaling the channel is reserved from the instant the BHP reaches the node. Just-In-Time (JIT) signaling uses the immediate reservation [10] [11]. When multiple bursts contend for the same wavelength during signaling then data loss occurs and is called contention loss.

![Figure 1.2: Schematic of typical OBS Network.](image-url)
1.4 Different Communication Paradigms

In Fig. 1.3 different types of communication paradigms are shown. In multicasting, messages from source are forwarded to a group of destinations called *multicast group*. The cardinality of destinations in a multicast group is referred to as the *group size*. Multicast tree corresponds to a communication session established between source and fixed number of destinations which are already given. On the contrary manycasting or quorumcasting refers to a dynamic version of multicasting, where destinations have to determined instead of being given. In Fig. 1.3(b) there are five intended destinations (green & yellow), and out these five any three have to be selected. Thus a subset of destinations are selected from multicast group, which we call as *quorum pool*. Assuming the multicast group size to be $m$ and quorum pool to be $k$, from combinatorics, number of possible subsets are $\binom{m}{k}$, where $m \geq k$. Depending upon the size of the multicast group, multicasting can be categorized as *small* or *large* group multicast [12].

Fig. 1.3(d) shows the variation in unicast (shown in Fig. 1.3(c)), where the any destination can be shown from the set of destinations. Performance analysis of anycasting to support Grid applications over OBS networks has been well investigated in the literature [13], [14].

1.5 Service Oriented Optical Networks (SOON)

Many emerging next-generation Internet applications, such as videoconferencing, multimedia distribution, and high-performance scientific computing, are characterized by high bandwidth requirements, multi-source and multi-destination communication paradigms, strict QoS requirements with respect to delay and loss, and high reliability and survivability requirements. In order to support these diverse requirements, emerging networks must be able to manage resources in a flexible manner.

This work investigates a service-oriented optical network architecture that is enabled by an underlying optical transport network capable of dynamic and agile resource allocation. An optical transport layer provides the basic mechanisms for reserving resources,
Figure 1.3: (a) Multicast (b) Manycast (c) Unicast (d) Anycast.
and an optical service layer builds a set of services over the basic optical transport layer. In the work, specific problems to be addressed include 1) investigating mechanisms for supporting manycast communication services in optical networks, 2) investigating mechanisms for providing impairment-awareness in such networks, and 3) developing methods for supporting reliable transport in optical networks. The proposed activity will result in a framework and an architecture for deploying a wide range of services in optical networks in order to support the requirements of the most demanding next-generation applications. The work will also result in the development of new algorithms for implementing manycasting and providing reliable services, and lead to the development of analytical models for evaluating these algorithms and protocols. Fig. 1.4 shows the proposed network architecture. Edge nodes convert the upper layer packets to Optical burst, before they are scheduled for transmission. Manycast requests are created at the edge node and core nodes route these bursts to the respective destinations. Bursts from different applications like Grid computing, storage area network or content distribution networks are provisioned with required QoS [15].

Figure 1.4: Service Oriented Optical Network (SOON).
1.6 Grid over OBS (GoOBS)

Grid based applications form a new generation of distributed applications that combine scientific instruments, distributed data services, sensors and computing resources to solve complex scientific problems. Scientific problems can be bioinformatics, particle physics, material modeling and engineering [16], [17], [18]. To meet the demands of Grid applications, research has been carried out to understand the role of networking. Resource utilization of the Grid depends on the available bandwidth on the link. Hence there is need to integrate Grid resources with emerging high-performance optical networks [19] [20]. Testbeds like Optical Metro Network Initiative (OMNI) [21], CA*net4 [22] and, TransLight [23] are aimed at developing high-performance networking blocks for the Grid.

Optical Burst switching (OBS) is a promising technology for the future where the bandwidth needs are very high. The OBS technology has the potential to bring several advantages for Grid networking [24],

1. Native mapping between bursts and Grid jobs: the bandwidth granularity offered by OBS networks allows efficient transmission of user job’s with different traffic profiles.

2. Separation of Control and data planes: this allows all-optical data transmission with fast user/application initiated lightpath setup.

3. Electronic processing of the burst control packet (BCP) at each node, enables the network infrastructure to offer the Grid protocol layer functionality.

In this GoOBS architecture, one or more application requests or jobs, are assembled into a super-size packet called data burst, which is then transported over the optical core network and forwarded to their appropriate Grid resources. Each data burst has associated control packet containing information about the burst’s duration, source node, the type of the Grid resources the burst requires, etc. Typically in OBS network architecture the control plane and the data plane are separated with an associated burst offset time. The Edge routers (ingress node) in the GoOBS architecture must have an intelligence
of Grid Job classification apart from aggregating packets into burst, and de-aggregating. This job classification enables the network to provide the specialized services called *Grid Differentiated Services* (GridDiffServ).

Fig. 1.5 shows the Grid architecture and the layered GoOBS architecture [25]. The review of Grid architecture can be found in [26] and the functionality of each layer are explained in [27], [25]. Here we present the review of these architectures for the reader understanding.

1. *Fabric* provides the underlying base structure including the storage systems, computers, networks, system descriptors, etc.

2. *Connectivity* defines core communication and authentication protocols required for Grid-specific network transactions. Communication requirements include transport, routing and naming. Authentication protocols built on communication services provide cryptographically secure mechanisms for verifying the identity of users and resources.

3. *Resource* defines information and management protocols. Information protocols obtain information about the structure and the state of a resource and the management protocols are used to negotiate access to the shared resource, specifying resource requirement (Quality of Service).

4. *Collective* deals with interactions that are global in nature, such as resource discovery, brokering, monitoring against failures, data replication services, etc.

5. *Application* refers to many different commercial, scientific and engineering applications requiring one or more resources such as computing power, speed, data storage, etc.

Fig. 1.5(b) describes the OBS layer functionality as the networking layer of the Grid. The control plane functionality and protocols are separated from those of data plane [28]. This is because the control information is transmitted out-of-band in OBS networks.
1. **OBS Data Plane** transports incoming jobs from higher layers to appropriate Grid resources and ensures that the job has been successfully completed with the slack time.

   (a) **Job Aggregation and De-aggregation (JAD) Layer** aggregates the incoming jobs with similar properties, such as QoS or type of Grid resources required. JAD also de-aggregates the received bursts and are sent to the appropriate destination clients.

   (b) **Burst Framing Control (BFC)** encapsulates the burst from JAD to a proper frame structures. It also decodes incoming data burst frames structures.

   (c) **Medium Access Control (MAC)** sublayer in data plane maintains information about Grid and OBS resources. Protocols related to OBS resources include reservation of the wavelength, scheduling, offset time, contention resolution schemes and multicasting protocols.

2. **OBS Control Plane** is responsible for transmitting control packets (CPs), which contain the information necessary for switching and routing the data bursts (DBs). MAC sublayer acts the application layer of the control plane. Signaling of CPs is performed in domain (electrical) independent of data (optical).

   (a) **Burst Signaling Control (BSC)** layer receives the data burst properties including Grid resource type, destination address, Quality-of-Service (QoS), burst type etc., from MAC and determines the type of control packet to be transmitted to the next hop.

   (b) **Signaling Connection Control (SCC)** layer includes the routing algorithms for control packets in order to establish the physical path for outgoing bursts. Routing protocols include any communication paradigms discussed in Section-1.4.

   (c) **Signaling Frame Control (SFC)** layer receives bit streams containing the control packet type and its associated data burst properties.
1.7 Contributions of this thesis

The reminder of thesis is organized into three chapters followed by a conclusion and future scope. In the Chapter 2 we first explain the need for provisioning the bursts based on the impairments in the physical fiber link. Routing and Wavelength Assignment (RWA) algorithms are modified to take into account of loss encountered during the burst traversal along the fiber. We define QoS-Aware routing Algorithms (QARA) and explain the impact of the physical fiber link on the burst loss.

In Chapter 3 we consider the manycasting scenario and study the effects of burst losses due to contention and BER. We propose the need for supporting manycasting over optical burst switched networks. Burst scheduling algorithms are proposed to make the BHP aware of impairments encountered in routing along the optical link. These are called Impairment Aware routing algorithms. In all the algorithms we use de-centralized (or distributed) way of scheduling the burst where each BHP maintains the information
about the signal and noise powers. A burst is said to be successfully scheduled on the link, if and only if the link is free (i.e., no contention) and $q$-factor is more than the required threshold. We first propose Impairment-Aware Shortest-Path Tree (IA-SPT) which is based on computing the shortest path tree for a given multicast request. A variation of this is proposed as Impairment-Aware Static Over Provisioning (IA-SOP). In this scheme burst is sent to more than required destinations. This can decrease the contention loss, but due to increase in the fan-out of the switch, signal power decreases causing an increase in the BER. From simulation results, we observe that there is not much significant impact on the overall loss in IA-SOP. We propose Impairment-Aware Dynamic Membership (IA-DM), which is found to have significant decrease in loss due contention and BER. Finally with the help of analytical model, we verify our simulation results.

In Chapter 4 for the first time, we propose algorithms to provide QoS for multicasting over OBS networks. In this chapter we use differentiated service provisioning methods. Based on the service threshold, bursts are scheduled. We propose an operation ‘$\circ$’ to compute the path information vector which specifies the QoS attributes. The operation ‘$\circ$’ performs multiplication on noise and reliability factors and addition on propagation delay. The proposed multicasting schemes are called Multi-Constrained multicasting algorithms (MCMP). We define threshold requirements based on data and real-time service. Our proposed algorithms MCMP-Shortest path tree (MCMP-SPT) is found to perform better than MCMP-Dynamic membership (MCMP-DM) for real-time service. On the other hand the data services can be better provisioned using MCMP-DM. As the network topology is all-optical with no wavelength conversion and regeneration, cost is not considered as the constraint in this study.

Finally in Chapter 5 we conclude this thesis, with possible future extensions in the work.
Chapter 2

Impairments in Wavelength Routed Optical Networks

2.1 Introduction

Wavelength Division Multiplexing (WDM) has been a promising technology for providing high bandwidth to the end users. Lightpaths (LPs) are the basic communication channels between the two users on which an available free wavelength can be assigned. If there are no wavelength converters in the network, lightpath remains on same wavelength from source to destination. These networks are classified as All-Optical Networks (AON) also called Transparent optical networks. In other words the signal remains in optical domain from source to destination, without any optical-electronic-optical (O-E-O) conversion. This accounts for wavelength continuity constraint (WCC) i.e., call has be routed on the same wavelength from source to destination. If a call does not find a suitable wavelength it is dropped and hence lost. Because of the increasing traffic, these lightpaths are leased for varying durations. Hence a wavelength can be viewed as the circuit, making call blocking probability, an important metric for optical networks. Due to WCC transparent optical network suffers from high blocking probability. Transparent Optical Networks, are difficult to be deployed in large scale due to the following reasons,

- Cost of transmitters (lasers) or receivers (photodetectors) are expensive and the
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number of wavelengths being limited, some of the node pairs may not be connected directly through a single hop.

- Signal quality is effected as the lightpath traverse through different optical components [29].

- Wavelength Continuity Constraint (WCC).

One of the possible solution to minimize blocking probability is to have wavelength conversion incorporated in the nodes. These wavelength converters in the nodes are classified on the basics of wavelength conversion capability. In full wavelength conversion, any given wavelength from the set of wavelengths can be converted to any other wavelength. For example, let \( \Lambda \) be the set of wavelengths at the input to the wavelength converter, say \( \lambda_k \in \Lambda \) can be converted to any \( \lambda_p \in \Lambda \) with \( k \neq p \). Networks which have these wavelength converters equipped on every node are called *Opaque Optical Networks*. Having full wavelength conversion capability makes the network analogous to the traditional circuit switched network. Hence the blocking probabilities are very less as compared to AON. However wavelength converter devices are still at the research stage and hence increase the cost of the network if deployed.

Many solutions and algorithms have been proposed, which optimize both blocking probability and number of converters used. Considerable research towards this aim has been carried which lead to the development of *Semi-Transparent* or *Translucent optical networks* [30], [31], [32]. It has been found that by placing these converters at optimal places, considerable improvement in blocking probability, can be achieved without much increase in the cost of the network. *Translucent* optical networks thus exhibit a trade off between cost and blocking probability.

Routing and Wavelength Assignment (RWA) algorithms deals with objective of routing the lightpaths and assigning a wavelength for the route. A comprehensive review of these algorithms can be found in [33], [34]. However these RWA algorithms have a potential drawback. They assume data is transmitted on the assigned wavelengths to be error free. But in practice this is not the case. Signal quality along the path (or route) is degraded due
2.2 What is QoS Aware Routing?

Lightpaths carry data traffic via all-optical WDM channel. Setting up a lightpath for a connection request by using a routing and wavelength assignment technique is called connection provisioning. Intelligent provisioning of these connections is an important traffic engineering problem for better utilization of the resources. Making the routing algorithm aware of underlying physical layer is necessary for ensuring better quality of the signal. This lead to the development of algorithms which are based on the transmission impairments. These are called QoS Aware Routing Algorithms (QARA). Without physical-layer impairment awareness, the network-layer RWA algorithm might provision a lightpath which does not meet the signal-quality requirement. Therefore a control plane should incorporate the characteristics of physical layer in setting up of lightpath for a new
connection. Hence the lightpaths are configured only if the BER is less than the required BER threshold. We thus see that AONs are subject to WCC and QoS constraint.

All optical switches contain functionality like: multiplexers, demultiplexers, switching fabric, wavelength converters and wavelength regenerators. Last two are optional in an OXC. In our work we done not consider wavelength converters or regenerators, but however one can extend this work incorporating these two functionalities in the switching architecture. All optical or transparent optical networks should be able to deliver the signal with low bit error rates (BER) over long distances. As the distance increases the optical signal is subject to physical impairments in the fiber. These physical impairments can be in the form of

- inter symbol interference (ISI) due to the chromatic dispersion in the fiber,
- non-linear effects like self-phase modulation (SPM), cross-phase modulation (XPM), polarization mode dispersion (PMD),
- noise accumulated due to spontaneous emission noise (ASE) in the Erbium doped fiber amplifiers (EDFA) and
- crosstalk which is more predominant in the Dense WDM systems.

Issues of routing in the optical plane with reconfigurable network elements and transmission impairments has been studied in [50]. Effect of PMD on the design of wavelength routed optical networks has been addressed in [51]. Impact of non-linear impairments like FWM for preserving the QoS are discussed in [52].

2.3 Network Description

Fig. 2.1 shows the path of the optical signal from source to destination. It traverses many optical cross-connects at the intermediate nodes. As there is no wavelength conversion assumed, optical signal remains on the same wavelength all along its path. Fig. 2.2 shows optical cross-connect switch.
2.3 Network Description

Figure 2.1: Optical nodes connected by WDM links with in-line amplifiers.

Figure 2.2: Optical Cross connect Switch.
Dynamic connection requests in WDM networks can be handled in a centralized or distributed way \[53\]. In the former, all paths to be established within a domain are computed and/or established by a single and centralized network element such as Network Management system (NMS) or path computation element (PCE). In the later, a distributed and intelligent optical control plane (OCP) embedded in each network element is responsible for route computation and lightpath establishment. In this work we follow a distributed connection establishment, where each cross-connect switch maintains the information about the BER of the optical signal. In this work we use distributed connection establishment (link-by-link) for the requests.

### 2.4 Simulation Results

Fig. 2.3 shows the National Science Foundation (NSF) network used for simulation. It consists of 14 nodes and 21 bi-directional links. The weights on the links indicate the physical fiber length between the nodes in kilometers. The architecture of the nodes in the Fig. 2.3 is shown in Fig. 2.2. We assume an in-line EDFA amplifiers placed in the link at a spacing of 70 kms. The network load is given by \( \lambda/\mu \), where \( \lambda \) is the burst arrival rate per second with Poisson process and \( \mu \) being the service rate distributed exponentially. The source-destination pairs are uniformly distributed.

We consider the optical signal quality as the metric to qualify the link based on the BER. If the BER is greater than the required threshold the burst is dropped. Calculation of BER is based on the linear impairment losses like Amplified Spontaneous Noise (ASE) in the EDFA \[4\]. If we assume that the lightpath from the transmitter to the receiver goes through \( M \) optical amplifiers, with each introducing some noise power \( [4] \) and if each optical amplifier has same gain \( G \), then we can obtain an upper bound on \( M \), i.e., maximum number of spans, given by OSNR constraint as \[50\], \[54\],

\[
M \leq \left\lfloor \frac{P_L}{2 \times OSNR_{min} \eta_{sp} \nu (G - 1) B_o} \right\rfloor \tag{2.1}
\]

where \( P_L \) is the average optical power launched at the transmitter, \( \eta_{sp} \) is the excess
noise factor, $h$ is the Plank’s constant, $\nu$ is the carrier frequency, and $B_o$ is the optical bandwidth.

Signal and the ASE powers for all the source-destinations combinations for the NSF network are calculated. Fig. 2.4(a) shows the variation of signal power with the hop distance. At the initial node, signal transmitting power $P_L$ is 1 mW. In the Fig. 2.4(a) we observe that the signal power increases with the increase in hop-distance for some of the source-destination combinations and decreases for other routes. Increase in the signal power is accounted for in-line EDFA used on these links. All the routes are based on the shortest-path distance between source and destination. In Fig. 2.4(b) we see that ASE noise linearly increases with the increase in the hop distance. Thus OSNR of the burst along the route decreases drastically as shown in the Fig. 2.5(a). For the routes having the hop distance of six, we see that OSNR of the burst at the destination is in the range of 2 to $10^{-1}$. Fig. 2.5(b) shows the decrease in the $q$-factor of the optical signal with hop distance. If $q$-factor is less than 6 the BER would be greater than $10^{-9}$. Thus we see that in spite of scheduling the burst on the link that is contention free, the burst can suffer with high BER at the destination, making it unacceptable. This indicates the need for making the burst scheduling schemes aware of the underlying physical layer.

Thus we see that burst can be lost due to lack of wavelength availability (contention)
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Figure 2.4: For each source and destination pair variation of (a) Signal Power, (b) ASE noise

Figure 2.5: For each source and destination pair variation of (a) OSNR, and (b) q-factor in NSF network
or due to the insufficient signal quality (high BER). The performance of NSF network is studied based on network and physical layer constraints [54]. Performance of an any arbitrary network can be understood with blocking probability as the metric. Fig. 2.6(a) shows blocking probability versus network load for impairment aware and unaware conditions on a unicaising communication paradigm. Based on the OSNR constraint given in Eq. (2.1), blocking probability is calculated as show in Fig. 2.6(a). We observe from the Fig. 2.6(a) that taking physical layer to be ideal under estimates the blocking probability. We also observe that under low load conditions, the difference in the request blocking is very high compared to that under high load. This is due to the fact that at high load most of the burst are lost before due to contention, before they are really scheduled on the optical fiber link. Hence in the rest of this thesis, we consider the performance of the network at low loads. Fig. 2.7 shows the graph for request delay versus the network load. We see that the there is decrease in the average request delay for impairment-aware conditions than for impairment unaware conditions. When the burst is lost, then the delay of the burst is not taken into consideration, which causes an decrease in the average delay for impairment aware conditions.

2.5 Summary

In this chapter we have first introduced the need to study the impact of physical layer on routing and wavelength assignment problem. All-optical networks suffer with two constraints, (1) scarcity of number wavelengths and (2) decay in the optical signal quality. Assuming linear losses like ASE the blocking probability of the optical burst loss is calculated based on the two constraints mentioned above. In multicasting or manycasting the burst loss due to high BER could be more and hence there is need to develop schemes that reduces these losses. This aspect will be explored in the next chapter.
Figure 2.6: Performance of NSF network, for impairment aware and unaware conditions.

Figure 2.7: Delay performance of the shortest path (in ms)
Chapter 3

Impairment-Aware Manycasting Algorithms

In this chapter we discuss the effect of physical impairments on manycasting service over optical burst-switched (OBS) networks. Signal quality degradation in manycast networks is an important issue and it can occur due to fiber attenuation, splitter switch, and amplified spontaneous noise. These physical layer impairments causes the signal quality to be weak at the receiver and hence burst may not be detected or lost. Our objective is to select the best manycast destinations based on resource availability and quality of received signal. We propose three impairment-aware manycasting algorithms that take into account of the physical layer impairments. Using extensive simulation results, we compute average burst loss probability, both due to contentions and signal degradation. We develop analytical loss models for the proposed algorithms and verify them using simulation results. We have also compared our results with random destination selection (IP manycasting) using a Binomial model and observe that our algorithms outperform the random destination selection algorithm.
3.1 Introduction

Optical burst switched (OBS) network is a promising candidate to support high bandwidth Internet applications. These networks were proposed to overcome the technological constraints imposed by optical packet-switched networks. There has been recent emergence of many distributed applications that require high-bandwidth, such as grid computing, content distribution, and storage area networks. OBS networks have all the ingredients to support these applications. These applications require multiple destinations to be coordinated with a single source, and thus it seems multicasting is the way to implement these distributed applications. However in multicasting the destination set is fixed and the dynamic behavior of the network cannot be implemented. A variation in this is to dynamically vary the destinations depending in the status of the network. Hence in distributed applications, first step is to identify potential destination candidates and then select the required number. This is called manycasting and the problem is defined as follows: given a network \( G(V, E) \), with \( V \) nodes and \( E \) edges, edge cost function is given by \( g : E \rightarrow R^+ \), an integer \( k \), a source \( s \), and the subset of candidate destinations \( D_s \subseteq V \), \( |D_s| = m \geq k \), where \( |D_s| \) is the cardinality of the set \( D_s \). If \( k = 1 \), one destination is chosen from the set \( D_s \) and this is called anycasting [55, 56].

Manycasting has caught attention of researches during the recent past, due to the emergence of many distributed applications [57]-[58]. Distributed applications, such as video conferencing, distributed interactive simulations (DIS), grid computing, storage area network (SAN), and distributed content distribution network (CDN) require large amount of bandwidths and an effective communication between single source and a set of destinations. Optical networks can provide huge bandwidth as required by these applications. Many of these distributed applications require user-controlled network infrastructure. Manycasting is also an attractive and viable communication paradigm for providing fault tolerance for the defense information infrastructures in battlefield [59]. Provisioning of connections based on QoS to these applications is an important issue [59].

In an OBS network, multiple packets to the same egress edge node are packed together in the form of single data burst at the ingress nodes. A control information for this
data burst is transmitted ahead on separate channel and is called *burst header packet* (BHP). BHPs are processed electronically at each intermediate node to reserve network resources before the data burst arrives at the node. After a certain offset time data burst is transmitted all-optically through the network.

Data loss in OBS network can occur either due to burst contentions or impairments in the fiber. *Burst contention* is a special issue in OBS networks, which occurs due to burstiness of IP traffic and the lack of optical buffering. Contention occurs when multiple bursts contend for the same outgoing port at the same time. Many schemes have been proposed to resolve burst contentions [60]. However all of these assume that the underlying physical fiber media is ideal. In other words, the burst that is allocated a wavelength is consider to be delivered error-free. But in practice this not the case. Bursts are transmitted all-optically in the fiber; they traverse through many optical components, such as fiber, multiplexer, demultiplexer, splitters and optical amplifiers. This causes the quality of the signal to degrade. Received signal have amplified spontaneous emission (ASE) noise due to optical amplifiers in the network [35]. The common metric to characterize the signal quality is optical-signal-to-noise ratio (OSNR), defined as the ratio of power of signal received to power of the ASE noise [61]. Multicast capable switches cause optical power to split depending on number of output ports. The power will be reduced as the signal propagates towards destination, thus decreasing OSNR. Bit error rate (BER) of the signal is related to OSNR. Decrease in OSNR causes an increase in BER. Thus a burst scheduled on a wavelength can be lost due to high BER of the signal. BER of the signal can be computed through $q$-factor [61]. If signal has low $q$, then BER of the signal is high and vice-verse. Thus a burst successfully scheduled on a wavelength, can be lost due to a low $q$. These impairments studies have been done extensively in past. Recent challenges are to develop impairment-aware routing algorithms before scheduling the data transmission [53]. As the first step toward implementing the impairment-aware manycasting, in this chapter we consider only the OSNR constraint. Therefore there is need to develop policies that implement manycasting considering both *burst contention* and *optical impairments*. 
In this chapter we discuss the performance of different impairment-aware manycasting algorithms, using average blocking probability. Average blocking probability is computed with the help of discrete-event simulation model and later verified with help of analytical results. The rest of the chapter is organized as follows: Section 3.2 discusses issues of supporting manycasting over OBS networks. Section 3.3 and 3.4 discusses loss scenario in optical burst switched (OBS) network. In Section 3.5 we describe the proposed impairment-aware manycasting algorithms. Section 3.6 discusses the analytical model for the proposed manycasting algorithms. Results are presented in Section 3.7 where we compare our analytical results with simulation results. Section 3.8 summaries the chapter.

3.2 Manycasting Service

A manycast request is simply denoted by \((s, D_s, k)\). We have to send the burst to \(k\) destinations out of \(m\) \(|D_s| = m\) possible candidate destinations. But due to the burst loss that occurs due to burst contention and/or signal degradation, there is no guarantee that exactly \(k\) destinations receive the burst. In general most multicasting solution approaches of are largely applicable to manycasting. Networks that can support optical multicast can also support optical manycasting. Thus, manycasting can be implemented by multicast-capable optical cross-connect (MC-OXC) switches as shown in Fig.3.2. Now when it comes to routing the burst, shortest-path tree (SPT) can be computed, as given below:

- **Step 1**: Find the shortest path from source \(s\) to all the destinations in \(D_s\). Let \(D_s = \{d_1, d_2, \ldots d_{|D_s| = m}\}\) and minimum hop distance from \(s\) to \(d_i\), where \(1 \leq i \leq m\) is \(H^{(s)} = \{h_1, h_2, \ldots h_m\}\).

- **Step 2**: All the destinations in \(D_s\) are sorted in the non-decreasing order according to the shortest distance from source \(s\) to the destinations. Let \(D'_m\) be the new set in this order given by \(\{d'_1, d'_2, \ldots d'_m\}\).

- **Step 3**: Select the first \(k\) destinations from \(D'_m\).
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For a network of size \( n \), each step requires the time-complexity of \( O(n^2) \), \( O(1) \), \( O(n) \) respectively. If the shortest path distance to all the destinations are known, then the time-complexity of the SPT algorithm reduces to \( O(n) \). We implement the SPT algorithm in distributed manner. Step 1 is implemented by the unicast routing table. Step 2 sorts the destinations at source node, in constant time. Step 3 works as follows: First \( k \) destinations are selected from \( D_m' \) and BHP is sent to all next hop nodes (or child nodes). Let the child nodes be \( \{c_1, c_2, \ldots, c_j\} \) where \( 1 \leq j \leq k \). Maximum number of child nodes can be \( k \), if for each destination the next hop node is different. Upon receiving the BHP at the next-hop node, again the above mentioned three steps are under gone. The process ends when packet reaches all the \( k \) destinations or can discarded at the intermediate node (due to data loss). Even though the signal degradation along the shortest-path is less, but it is however not necessary that BER is within the threshold requirement. This indicates the need to bring the physical-layer awareness in manycasting algorithms, which are explained in the following sections. Bursts for the manycast are assembled in the same way as the unicast. When a burst is ready to transmit, a BHP will be sent out along the route for the manycast request [60]. The well-known OBS signaling protocols for unicast traffic, i.e., tell-and-wait (TAW), tell-and-go (TAG), just-in-time (JIT) and just-enough-time (JET) [62], can be used for manycasting with the modifications described in the above centralized or distributed version of the SPT algorithm. In this work manycasting is investigated with the help of just-enough-time signaling (JET).

Under JET source sends out a control packet which is followed by the burst after a certain period of time called offset time. This offset time is required because the control packet incurs processing delay at each switch while the burst does not. The offset time is at least \( H d \), where \( H \) is the number of hops between source and the destination, and \( d \) is the processing time incurred by the control packet at hop \( j \), \( 1 \leq j \leq H \). Figure 3.1 shows the processing of control packet, before the burst arrives at the corresponding node. The bandwidth of the link \( j \) is reserved from the time the burst arrives \( (t) \) until the time it leaves \( (t + L) \), where \( L \) is the length of the burst.
Figure 3.1: JET based signaling in OBS network
3.3 Contention Loss

A typical OBS network works as follows. Multiple packets to the same egress edge node are packed together into a data burst at ingress edge nodes. The control information for a data burst, contained in a burst header packet (BHP), is transmitted on a separate control channel. BHPs are processed electronically at each intermediate node to reserve network resources before the data burst arrives at a node. Data bursts will then be routed all-optically on data channels through the network. This work has been presented in [60] and we explain it here for readers continuity.

Data loss due to burst contention is a special issue in OBS networks, because of the burstiness of IP traffic and the lack of effective optical buffering technique. Burst contention occurs when multiple bursts contend for the same outgoing channel on the same wavelength at the same time. There are many solutions to reduce the impact of burst contentions, such as in [63], [64], [65], [66]. In this work, we propose new schemes, like shortest-path tree (this is discussed in the previous section), static over-provisioning (SOP) and dynamic membership (DM), to alleviate the data loss problem in manycasting. The proposed schemes take into consideration the specific properties of manycast. The proposed schemes are not a replacement of existing contention resolution schemes but a complement to those schemes. That is, the proposed schemes could be used together with existing contention resolution schemes to further reduce data loss due to burst contentions.

Due to the lack of effective optical buffers in OBS networks and the one-way resource reservation mechanism, data loss resulting from burst contention cannot be avoided in typical OBS networks. The proposed schemes take into consideration the specific properties of manycast. The idea behind the new schemes is to improve data availability through controlled redundancy.

The first scheme, static over-provisioning (SOP) is motivated by the following observation. Because of the loss property of OBS networks, even at low load, we cannot guarantee that a burst will be received by $k$ destinations, even if we could find the optimal solution (optimal $k$ destinations out of $D_c$ and the optimal route for the $k$ destinations) for a manycast request $(s, D_c, k)$. Instead of trying to avoid or resolve burst contentions
such that a burst could reach the designated destination(s), we send the burst to a total of $k + k'$ destinations instead of only $k$ destinations as indicated by the request, where $0 \leq k' \leq |D_c| - k$. As a special case, if $k' = 0$, there is no over-provisioning. If the bursts to some of the $k + k'$ destinations are lost, the total number of destinations which actually receive the burst may still be $k$ or more with a high probability, such that the user requirement of a manycast request is satisfied. We then need to study two sub-problems: 1) how to decide the number $k'$, given the request $(s, D_c, k)$ and the network status; and 2) how to choose these additional $k'$ destinations. In this work, we focus on the second sub-problem and evaluate the impact of a given $k'$ on the network performance using SOP.

Here are the details of the SOP scheme. In SOP, the additional $k'$ destinations will be decided before the burst (actually the BHP of the burst) is sent out from the source node. SOP could be used with either the centralized or the distributed version of the SPT routing algorithm, with a simple extension as follows: before the execution of Step 3 in the SPT algorithm, we increase the value of $k$ to the value of $k + k'$. By this extension, $k'$ additional destinations, which have the shortest distances after $k$ destinations have been selected, are included into the route tree. This extension is consistent with the idea of choosing the first $k$ destinations which have the shortest distance from the source. Although we choose the additional $k'$ destinations in this manner, alternatives are possible, such as choosing the additional $k'$ destinations that have the least overlap with the route tree for the first $k$ destinations.

The second scheme, dynamic membership (DM), takes a different perspective from SOP. In the SPT algorithm of Section 3.2 and the SOP scheme, the designated destinations and the route tree are decided at the source node, which is independent of network status. After that, the manycast request actually becomes a multicast request, which will be routed along the pre-calculated route tree. Since it is difficult for the source node to obtain the exact status information of nodes along the route tree, it may be a better choice to postpone such a decision until the burst actually arrives at intermediate nodes. In order to obtain such a flexibility, destination information should be included in the BHPs. Thus, the proposed DM scheme will work well with the distributed version of the
Here are the details of the DM scheme. In DM, a designated set of $k$ destinations is tentatively set up at the source node as before. Instead of discarding the remaining $(|D_c| - k)$ destinations, we evenly distribute the remaining destinations into all child branches at the source node. With the extra destinations, each burst that arrives at an intermediate node is still a manycast burst instead of a multicast burst. Then, if any designated destination is blocked at an intermediate node, we may send the burst to some of these extra destinations such that the total number of destinations which actually receive the burst is still no less than $k$. Therefore, in DM, the designated set of $k$ destinations may change dynamically along the route tree according to the status of the network. In turn, the route tree itself may change accordingly. The algorithm for DM with the distributed version of SPT works as follows:

- **[Input]:** a manycast $(u, D_u, k_u)$ arrives at Node $u$ (the source or an intermediate node) with a candidate destination set $D_u$, among which $k_u$ destinations are expected to be chosen as the actual destinations.

- **[Output]:** a list of $(v_i, D_{v_i}, k_{v_i})$ manycast requests to the next hop Node $v_i$, $i = 1, 2, \cdots, z$, where $z$ is the number of child branches.

- **Step 1:** If $u \in D_u$, a copy of the burst will be dropped locally at Node $u$ and update $D_u \leftarrow D_u - u$, $k_u \leftarrow k_u - 1$.

- **Step 2:** Sort the destinations in $D_u$ in non-decreasing order according to the shortest distance from Node $u$ to each destination.

- **Step 3:** Sequentially handle the destinations one by one from the ordered list until $k_u$ destinations are successfully scheduled or all destinations are processed. For each destination $d_i \in D_u$, we find the next hop Node $v_i$ to the destination from the unicast routing table. If Link $\langle u, v_i \rangle$ is freely available for the burst, $D_{v_i} \leftarrow D_{v_i} + d_i$, $k_{v_i} \leftarrow k_{v_i} + 1$. Otherwise, destination $d_i$ is discarded.

- **Step 4:** For those untouched candidate destinations in **Step 3**, sequentially assign
these nodes one by one $d_i$ to the list of next hops Node $v_i$ in a Round-Robin fashion, i.e., $D_{v_i} \leftarrow D_{v_i} + d_i$. Then, the algorithm terminates.

At the source node, the input to the above algorithm will be the manycast request itself $(s, D_c, k)$. In Step 4, by distributing the untouched destinations evenly among the child branches, we may expect that each branch obtains some redundant protection from potential destination blocking. Note that DM is different from the well-known deflection routing scheme. In DM, if a destination is blocked, the destination is discarded and an alternative will be chosen to replace the blocked one. On the contrary, in deflection routing, if a destination is blocked on its primary route, an alternative route (if available) will be used to route the burst to the same destination.

With either SOP or DM, there is no guarantee that consecutive burst transmissions for the same manycast session will reach exactly the same set of destinations. We refer to this phenomena as non-deterministic receiving (NDR). NDR may be desirable or non-desirable, depending on the manycast application. For example, in quorum consensus, it is not required that the set of destinations which receive the data are exactly the same from transmission to transmission. Statistically, either SOP or DM can achieve some kind of load balancing. In this case, NDR is probably desirable. In another example, database protection via replication, a snapshot of the data should be sent through continual transmissions to the exact same set of sites among possible candidate sites. In this case, NDR will corrupt the integrity of the data. However, if the data can be transmitted with one transmission (such as placing it into one burst), NDR may again become desirable to achieve load balance.

### 3.4 Optical Impairment Loss

In this section we discuss the data loss due to physical impairments by computing $q$-factor. We first discuss the network architecture consisting of optical components that a signal traverses from source to destination in Section II-A. We then discuss the impairments, in such network, in Section II-B. We compute the quality factor of the signal on per hop
basis in Section II-C. The parameters used for the computation of \( q \)-factor are tabulated in Table-I.

### 3.4.1 Network Architecture

Figure 3.2 shows the architecture for multicast-optical cross-connect (MC-OXC) using Splitter-and-Delivery (SaD) switch. As optical signal traverses from source to destination, it encounters losses due to optical switches, multiplexer, demultiplexer, and fiber. Power loss can be compensated either by incorporating optical amplifiers or by increasing signal power at source. Fiber in-line amplification provided by the cascaded Erbium doped fiber amplifiers (EDFA), compensate the power loss due to attenuation in the fiber. However they increase the ASE noise in the channel, which in turn increases the BER. In this paper, we consider in-line amplification of signal, and hence the effect of ASE noise on the signal quality is used for the computation of BER. An \( N \times N \) SaD switch proposed in [67] is used in the architecture for manycasting. It consists of \( N \) power splitters and \( N^2 \) 2 \( \times \) 1 optical gates which are used to reduce crosstalk and \( N^2 \) 2 \( \times \) 1 photonic switches as shown in Fig. 3.3. These switches are assumed to be configurable and hence can be instructed to split the incoming signal to any of \( i = 1, \ldots N \) output ports [68], [69].

![Figure 3.2: MC-OXC based on Splitter-and-Delivery Architecture.](image-url)
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3.4.2 Calculation of $q$-factor on per-hop basis

- $L_{sp}(n) = 1/k(n)$ is loss due to the splitter at Node $n$, where $k(n)$ is the number of the output ports to which the signal is split, defined as fan-out of the splitter. If $k = 1$, then there is no splitting at the node and hence $L_{sp}(n) = 1$.

- $L_n$ is physical distance between the nodes $\langle n, n + 1 \rangle$, $l$ is the distance between two amplifiers, then $a_n$, the number of amplifiers used between $\langle n, n + 1 \rangle$ is given by,

$$a_n = \left\lceil \frac{L_n}{l} \right\rceil - 1. \quad (3.1)$$

We define $l_n$ as the distance of fiber which is not been compensated by in-line amplification, given by:

$$l_n = L_n - a_n \times l. \quad (3.2)$$

- $L_{att}(n) = e^{-\alpha l_n}$ is loss due to the attenuation in the fiber, where $\alpha$ is the attenuation of the fiber.

- $L_d$, $L_m$, and $L_t$ are defined as demultiplexer, multiplexer and tap losses, respectively.
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- $L_{\text{ins}} = 2 \log_2 NL_s + 4L_w$ is insertion loss of the SaD switch, where $L_s$ is switch element insertion loss and $L_w$ is waveguide or coupling loss and $N$ is number of fibers, which is equal to number of input/output ports of the switch.

- $G_{\text{in}}$ and $G_{\text{out}}$, are gains of the input and the output EDFA, respectively. Define $G_T = G_{\text{in}}G_{\text{out}}$ as the total gain provided by the amplifiers at the node.

- $\bar{G}$ is the saturated gain of the in-line EDFA. This gain is set to compensate the fiber loss between consecutive amplifiers given by $\bar{G} = e^{\alpha t}$.

- $P(n), P_{\text{ase}}(n)$ are the signal and amplified spontaneous emission (ASE) noise power output at the $n^{th}$ node, respectively.

- $B_o$ and $B_e$ are the optical and electrical bandwidths.

**Recursive Power Relations:** Here we derive recursive power relations similar to \[35\]. However the only difference, is that we consider in-line amplification and we use SaD switch instead of OXC. The output power at the Node $n$, $P(n)$ and is given by,

$$P(n) = G_{\text{in}}G_{\text{out}}L_dL_mL_{\text{ins}}^2L_{\text{att}}(n)L_{sp}(n-1)P(n-1),$$

$$= G_T L_k L_{\text{att}}(n)L_{sp}(n-1)P(n-1),$$

$$= G_T L_T(n-1)L_{sp}(n-1)P(n-1), \quad (3.3)$$

where $L_k = L_dL_mL_{\text{ins}}^2$, this loss is a constant for any node and $L_T(n-1) = L_k L_{\text{att}}(n)$.

$$P_{\text{ase}}(n) = P_{\text{ase}}(n-1)L_T(n-1)G_T + G_{\text{out}}P_n L_T(n-1)[G_{\text{in}} - 1]/L_t +$$

$$P_n L_t [G_{\text{out}} - 1] + P_n[\bar{G} - 1]a_n \quad (3.4)$$

where $P_n = 2n_{\text{sp}}hf_cB_o$ with typical values given in Table-I. Due to in-line amplification of the signal using EDFA, there will be ASE noise along the route. Hence the last term in Eq. \[3.4\] represents the ASE noise along the fiber, and the first two terms represent the ASE noise due to EDFAs inside the node. We assume that this is as constant, when the wavelengths are centered around $f_c$. In the system of cascade amplifiers, the notion
of sensitivity is not very useful when signal reaching the receiver has already added lot of noise [61]. In this case two parameters that are measured are, the average received signal power, $P(n)$ and received optical noise power $P_{ase}(n)$. The optical signal to noise ratio (OSNR) at node $n$ is given by $OSNR(n) = P(n)/P_{ase}(n)$. By neglecting the receiver thermal noise and shot noise, the relationship between the $q$-factor and OSNR is given by [61]

$$q(n) = \frac{2\sqrt{E_b/B_e}OSNR(n)}{1 + \sqrt{1 + 4OSNR(n)}},$$

(3.5)

where $q(n)$ is defined as the quality factor of the link between nodes $\langle n, n+1 \rangle$. Bit error rate of link $n$ is given by,

$$BER(n) = 2 \text{erfc} \left( \frac{q(n)}{\sqrt{2}} \right),$$

(3.6)

where, $\text{erfc}(x)$ is called complementary error function.

### 3.4.3 Assumptions

1. In the recursive power equations we have chosen the gain of the amplifiers (input/output) to be a constant, i.e., gain saturation effects of the amplifier are not considered.

2. We have assumed that $q$-factor is independent of the wavelength chosen. This assumption is valid when the wavelength spacing is less. Hence the carrier frequency $f_c$ is chosen to be the central frequency of the wavelength band.

3. Signal degradation due to cross-talk and non-linearity in fiber have been ignored in the computation of $q$-factor.

4. Dispersion loss due to Polarization Mode Dispersion (PMD) is ignored.

\[1\text{Derivation is given in Appendix A.1}\]
3.4.4 Online Evaluation of $q$-factor using Burst Header Packet (BHP) Signaling

In a manycast scenario, we have the request in the form of $(s, D_s, k)$, with $|D_s| = m$. In order to identify the best set of $k$ destinations, we need to have the best possible tree, both in terms of load and quality (in other words high $q(n)$). Assuming the link to be free, we can route the optical signal. However the link may have a bad $q$ value which in-turn results is high BER. If BER is greater than $10^{-9}$ then the signal cannot be recovered. Thus by keeping the threshold value for the BER we ensure that the signal received is acceptable. High BER corresponds to low $q$, so we say optical signal to be lost when $q$ falls below the threshold value, $q_{th}$. Thus, the burst that was assumed to be transmitted by the network layer, cannot be recovered by the core node and is actually lost before reaching to egress node. The BHP used to reserve the channel for the OXC can also be used to make OXC aware of the $q$-factor. BHP can in-corporate the new field that stores $q$ value. Initially, the $q$-field is set to a high value, and once BHP reaches the next node $q$ value is updated using the recursive Eqs. (3.3, 3.4, 3.5). At every intermediate node, the BHP updates the $q$ and checks the condition, $q > q_{th}$. If this is true the BHP proceeds further, else the burst is dropped. Burst loss due to signal impairment is defined as optical-layer blocking.

Successfully reception of the optical burst at the egress node is based on two issues, contention and link impairments. The manycasting algorithms proposed in [60] are modified to consider these two issues and are discussed in the next section.

3.5 Impairment-Aware Manycasting Algorithms

In this section we ensured the manycasting algorithms proposed in [60] to consider the signal degradation due to impairments in the fiber. In order to consider impairment-awareness during burst transmission, we modify the manycast request as $(u, D'_u, k_u, P(u), P_{ase}(u))$, where the last two tuple indicate signal and noise power respectively. $u$ can be a source $s$ or an intermediate node, with sorted destination set $D'_u$ and intended
number of destinations \( k_u \). In all the algorithms considered, we have

1. **Input:** The manycast request \((u, D'_u, k_u)\) arrives at the source node with a candidate destination set \( D'_u \), along with \( k \) intended destinations. The power inputs for this manycast request are \((P(u), P_{ase}(u))\). Hence we have \((u, D'_u, k_u, P(u), P_{ase}(u))\).

2. **Output:** Manycast request to the next-hop node after satisfying the BER constraint.

3. **Initialization:** At the source node, the manycast request is of the form \((s, D'_s, k_s, P(s), P_{ase}(s))\). For every new burst entering the network, this manycast request is tagged to it. All other sets are initialized to null.

### 3.5.1 Impairment-Aware Shortest Path Tree (IA-SPT)

IA-SPT algorithm uses a precomputed shortest path tree. Based on the three steps mentioned in Section-II, the tree is constructed for each manycast request. Recursive power relations in Section 3.4 can be used to compute the OSNR of the optical signal along its path. If the link from the source node to one of the child nodes is free, then \( q \) is computed. If the \( q \)-factor is above the threshold value, \( q_{th} \), then the channel is scheduled for burst transmission. Hence, the successful reception of the burst at the destination node guarantees that signal is error-free. This continues until \( k \) destinations are reached. If the burst reaches \(< k \) destinations, then the manycast request is said to be blocked. As the IA-SPT is implemented on the pre-computed routing tree, it does not consider the dynamic nature of the network. This algorithm suffers from high burst loss, due to fixed routing along the shortest path tree and this is verified by simulation results. Other algorithms proposed, decrease the burst loss in the presence of optical layer impairments. In the pseudo-code lines 2-3 ensure that if the current node is the destination node then the destination set \( (D'_u) \) and intended number of destinations \( (k_u) \) are updated. These lines remain same for all the three algorithms used. Child nodes or the next-hop node set for Node \( u \), are calculated using lines 5-8. For all child nodes the channel availability is checked using Line 10. Using recursive power relations described
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Figure 3.4: Example explaining the three proposed algorithms works.
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in Section 3.4, q-factor is computed and if the threshold condition is met, then we say that all the destinations corresponding to the child node \( n_j \) can be reached and this set is given by \( S_D(n_j) \). \( S_D(n_j) = k_u \) only when there is one child node for all the destination in \( D'_c \). The new manycast request is thus formed at the child node \( n_j \) as given in Line 15. \( D \) is the set of all destinations that can be reached from node \( u \). If \( |D| < k_u \), then the request is said to be blocked and probability of the request blocking is given by \( 1 - |D|/k_u \).

Consider the example given in Fig. 3.4 in the case of IA-SPT, we select first \( k_u = 3 \) from \( D'_c = \{5, 6, 8, 9\} \), i.e., \( \{5, 6, 8\} \). As both the conditions in lines 10 and 14 are met, we have \( S_D(2) = \{5, 8\} \) and \( D = \{5, 8\} \) and the new manycast request at \( n_j = 2 \) becomes \( (2, \{5, 8\}, 2, P(2) = 0.4, P_{ase}(2) = 0.011) \). When \( i = 2 \), we have \( n_j = 3 \) and if the conditions are met then we have \( S_D(3) = 6 \) and \( D = \{5, 8\} \cup \{6\} \), that implies \( |D| = k_u \) and hence request \( (1, \{5, 6, 8, 9\}, 3, P(1) = 1, P_{ase}(1) = 0.0042) \) is successful.

3.5.2 Impairment-Aware Static Over Provisioning (IA-SOP)

IA-SOP algorithm is similar to IA-SPT except that here we will not limit the number of destinations to \( k \), but we send the burst to \( k + k' \) destinations, where \( k' \) is such that \( 0 \leq k' \leq m - k \). With \( k' = 0 \), IA-SOP is similar to IA-SPT, i.e., no over-provisioning. In this algorithm, first \( k + k' \), destinations are selected from the set \( D'_c \). Sending the burst to more than \( k \) destinations ensures that it reaches at least \( k \) of them. However by doing over-provisioning the fan-out of the splitter increases, which increases BER. In spite of decrease in the contention loss, there is no significant improvement in the overall loss. From the simulation results we see that IA-SOP shows better performance than IA-SPT. The algorithm for IA-SOP is similar to that of IA-SPT, but with \( k_u \) replaced with \( k_u + k' \). Thus the probability of request blocking is given by \( 1 - \min(|D|, k_u)/k_u \). This is because if all the \( k_u + k' \) are free then the burst is sent to more destinations than intended (i.e., \( k_u \)), but from the user perspective we have only \( k_u \) to be reached. If \( |D| > k_u \) implies \( \min(|D|, k_u) = k_u \), then the request blocking ratio is zero.

Consider the example shown in the Fig. 3.4 if we select \( k'_u = 1 \), then we have first \( k_u + k' \) of \( D'_c \) as \( \{5, 6, 8, 9\} \) and at two child nodes 2, 3 the manycast requests are
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Algorithm 1 Impairment Aware-Shortest Path Algorithm (IA-SPT)

Input: The manycast request \((u, D'_u, k_u)\) arrives at the source node with a candidate destination set \(D'_u\), along with the \(k\) intended. The power inputs for this manycast request are \((P(u), P_{ase}(u))\). For clarity we denote the manycast request by \((u, D'_u, k_u, P(u), P_{ase}(u))\). where \(P(u), P_{ase}(u)\) are the signal and ASE powers at node \(u\).

Output: Manycast request to the next hop node after satisfying the BER constraint.

1: **Initialization:** At the source node, the manycast request is of the form \((s, D'_s, k_s, P(s), P_{ase}(s))\).
   
   /* Update \(D'_u\) and \(k_u\).*/

2: if \(u \in D'_u\) then
   3: \(D'_u \leftarrow D'_u \{u\}\).
   4: \(k_u \leftarrow k_u - 1\).
   
   /* Destination set \(D'_u\) is the non-decreasing order of the hop distance*/.

5: else
   6: for \(j \leftarrow 1\) to \(k_u\) do
      7: \(n_j \leftarrow SPT[u, d'_j]\)
      
      /* Next hop or child node is obtained from shortest path tree*/

   8: \(N = N \cup \{n_j\}\)

9: end for

10: for \(i \leftarrow 1\) to \(|N|\) do

11: if \((u, n_i) = FREE\) then

12: \(P(n_i) \leftarrow POW\_SIGNAL(P(u), |N|)\)

13: \(P_{ase}(n_i) \leftarrow ASE\_SIGNAL(P_{ase}(u))\)

14: \(q(n_i) \leftarrow Q\_FACTOR(P(v_i), P_{ase}(v_i))\)

15: if \((q(n_i) > q_{th})\) then

16: \(D_{n_i} \leftarrow D_{n_i} \cup \{S_D(n_i)\}\)
      
      /* \(S_D(n_i)\) is the set of all destinations (\(\subseteq \{d'_1, \ldots, d'_k\}\)) that can be reached through child node \(n_i\). \(|S_D(n_i)| \leq k_u\) */

17: \((n_i, D_{n_j}, |S_D(n_i)|, P(n_i), P_{ase}(n_i))\)

18: \(\mathbb{D} \leftarrow \mathbb{D} \cup S_D(n_i)\)

19: else

20: \(\text{DEST}[n_j]\) are not reachable due to high BER.

21: end if

22: else

23: \(\text{DEST}[n_j]\) are not reachable due contention.

24: end if

25: end for

26: end if
Algorithm 2 Impairment-Aware Static Over Provisioning (IA-SOP)

**Input:** The manycast request \((u, D'_u, k_u)\) arrives at the source node with a candidate destination set \(D'_u\) along with the \(k\) intended. The power inputs for this manycast request are \((P(u), P_{ase}(u))\). For clarity we denote the manycast request by \((u, D'_u, k_u, P(u), P_{ase}(u))\). where \(P(u), P_{ase}(u)\) are the signal and ASE powers at node \(u\).

**Output:** Manycast request to the next hop node after satisfying the BER constraint.

1. **Initialization:** At the source node, the manycast request is of the form \((s, D'_s, k_s, P(s), P_{ase}(s))\).

2. if \(u \in D'_u\) then
   3. \(D'_u \leftarrow D'_u \setminus \{u\}\).
   4. \(k_u \leftarrow k_u - 1\).
   
3. for \(j \leftarrow 1\) to \(k_u + k'_u\) do
   4. \(n_j \leftarrow SPT[u, d'_j]\)
   
5. else
   6. for \(i \leftarrow 1\) to \(|N|\) do
   7. if \(\langle u, n_i \rangle = FREE\) then
   8. \(P(n_i) \leftarrow POW\_SIGNAL(P(u), |N|)\)
   9. \(P_{ase}(n_i) \leftarrow ASE\_SIGNAL(P_{ase}(u))\)
   10. \(q(n_i) \leftarrow Q\_FACTOR(P(v_i), P_{ase}(v_i))\)
   11. if \(q(n_i) > q_{th}\) then
   12. \(D_{n_i} \leftarrow D_{n_i} \cup \{S_D(n_i)\}\)
   
13. else
14. \(DEST[n_j]\) are not reachable due to high BER.
15. end if
16. else
17. \(DEST[n_j]\) are not reachable due to contention.
18. end if
19. end if
(2, \{5, 8, 9\}, 2, P(2) = 0.4, P_{ase}(2) = 0.011), (3, \{6, 9\}, 2, P(3) = 1, P_{ase}(3) = 0.011), respectively (assuming links \langle 1, 2 \rangle, \langle 1, 3 \rangle are free and the q-factor is greater than the required threshold). Thus the request is successful.

### 3.5.3 Impairment-Aware Dynamic Membership (IA-DM)

IA-DM takes the dynamic network status into consideration. Instead of selecting the destinations before the burst is transmitted, we dynamically add members as possible destinations, depending on contention and quality of the link. IA-DM will work with a distributed version of SPT. The set of \(k\)-destinations is tentatively set up at the source node. We do not discard the remaining \(m - k\) destinations, but instead keep them as child branches at the source node.

IA-DM algorithm is explained with an example shown in Fig. 3.4. Consider the many-cast request \((1, \{5, 6, 8, 9\}, 3, P(1) = 1, P_{ase} = 0.0042)\) with signal and ASE powers as shown in Fig. 3.4. The table in the Fig. 3.4 shows the number of splits, input signal power and ASE power at each node. The output of IA-DM algorithm gives the many-cast request at the next-hop node with signal and ASE values. These two values can be used to compute \(q\)-factor and thus qualify the outgoing link. \(\mathbb{V}\) represents set of next-hop nodes (or child-nodes) for Node \(u\), \(Q_L\) represents set of nodes that have low \(q\)-factor, and \(C_L\) represents set of nodes that are blocked due to contentions. These sets are initialized to \text{null} before the start of the algorithm. When the request arrives, and if \(u \in D'_u\) then the burst is received locally and request is updated as shown in the lines 1-3. The set \(\{5, 6, 8, 9\}\) is the sorted set of candidate destinations in the non-decreasing order of the hop-distance. Assuming Link \(\langle 1, 2 \rangle\) is free, \(\mathbb{V}\) is updated, and the signal power, ASE power received at Node 2 are computed. Note that there is no split (\(|\mathbb{V}| = 1\)) and \(q\)-factor is computed as in lines 10-12. The condition for threshold is checked and thus the destination set at the next-hop node is updated. Lines 19-20 ensure that the number of destinations at all the child nodes does not exceed \(k_u\), the number of destinations at the current node. The loop in line-5, is executed for all destinations. Hence the next destination in the order of non-decreasing hop-distance is Node 6. The child node for the current Node 1 is 3
and hence Link \( \langle 1, 3 \rangle \) is checked for contention. If it is free then the split takes places at Node 1 and the power is divided equally among nodes 2 and 3 \(|V| = 2\). Note that ASE power remains unchanged. Thus the new power and \( q \) values are computed using lines 10-12.

As the power of the signal is split at node 1, the new manycast request at the next-hop nodes 2 and 3 becomes, \((2, \{5, 8\}, 2, P(2) = 0.4, P_{ase}(2) = 0.011)\) and \((3, \{6, 9\}, 2, P(2) = 0.4, P_{ase}(2) = 0.011)\) respectively. At node 2, the next-hop nodes are \(\{4, 5\}\) and the burst is scheduled assuming the links \(\langle 2, 4 \rangle\) and \(\langle 2, 5 \rangle\) are free. The new manycast request are updated accordingly. But as node 5 is the destination node lines 2-3 in the algorithm ensure that routing of the burst terminates at node 5. Along node 4 the burst continues to route towards node 8. As shown in the Fig.\ref{fig:3.4} we see that \( q \)-factor at node 8 is slightly lesser than the required threshold of \(q_{th} = 6.5\). On the other side of the tree as link \(\langle 3, 6 \rangle\) is blocked, so the burst has to be routed to other destination, which is at a longer distance then the node 6. Assuming all the links towards node 9 are free, we see that the \( q \)-factor is much lesser than it would have been at node 6 (if the link towards the node 6 was free). Thus we see that in IA-DM destinations can be added or removed dynamically and this decreases the request blocking in comparison with IA-SPT.

As we see here that the number of child nodes are not fixed and hence power relations need to be recomputed according to the split. Thus the processing delay will be more in case of IA-DM, when compared to the other two, i.e., IA-SPT and IA-SOP.

3.6 Analytical Model

In this section, we present the analytical model for the manycasting scenario. OBS signaling based on just-enough-time (JET) uses one-way reservation protocol in which data burst follows the control packet (BHP) without waiting for acknowledgment. As we use decentralized version of SPT which is based on node-to-node, we model the destination blocking rather than the session blocking. We use the Erlang-B model proposed by [70]. For a given output port of the switch the burst arrival process follows a Poisson process. Let \( w \) be the number of wavelengths used at each port. If we have only class of burst
Algorithm 3 Impairment Aware-Dynamic Membership Algorithm (IA-DM)

Input: The manycast request \((u, D'_u, k_u)\) arrives at the source node with a candidate destination set \(D'_u\), along with the \(k\) intended. The power inputs for this manycast request are \((P(u), P_{ase}(u))\). For clarity we denote the manycast request by \((u, D'_u, k_u, P(u), P_{ase}(u))\). where \(P(u), P_{ase}(u)\) are the signal and ASE powers at node \(u\).

Output: Manycast request to the next hop node after satisfying the BER constraint.

1: **Initialization:** At the source node, the manycast request is of the form \((s, D'_s, k_s, P(s), P_{ase}(s))\).

/* Update \(D'_u\) and \(k_u\).* /

2: **if** \(u \in D'_u\) **then**

3: \(D'_u \leftarrow D'_u \setminus \{u\}\).

4: \(k_u \leftarrow k_u - 1\).

/* Destination set \(D'_u\) is the non-decreasing order of the hop distance. */

5: **else**

6: **for** \(j \leftarrow 1\) to \(|D'_u|\) **do**

7: \(n_j \leftarrow UNICAST[u, d'_j]\)

8: **if** \((\langle u, n_j \rangle = FREE)\) **then**

9: \(V \leftarrow V \cup \{n_j\}\)

10: **for** \(V \leftarrow V \cup \{n_j\}\) **do**

11: \(P(v_i) \leftarrow POW\_SIGNAL(P(u), |V|)\)

12: \(P_{ase}(v_i) \leftarrow ASE\_SIGNAL(P_{ase}(u))\)

13: \(q(v_i) \leftarrow Q\_FACTOR(P(u), P_{ase}(u))\)

14: **if** \((q(v_i) > q_{th})\) **then**

15: \(D_{v_i} \leftarrow D_{v_i} \cup \{d(v_i)\}\).

/* \(d(v_i)\) is the destination to be reached through child node \(v_i\).* /

16: **else**

17: \(D_{v_j} \leftarrow D_{v_j} \setminus \{d(v_i)\}\)

18: \(Q_L \leftarrow Q_L \cup \{d(v_i)\}\)

19: **end if**

20: **end for**

21: **while** \(\sum_{k=1}^{j} k_{n_k} < k_u\) **do**

22: \(k_{n_j} \leftarrow k_{n_j} + 1\)

23: **end while**

24: **else**

25: \(C_L \leftarrow C_L \cup \{d_j\}\)

26: **end if**

27: **end for**

28: **end if**
arrivals and the remaining offset time is equal for each burst at any switch, the OBS system behaves exactly like an $M/G/w/w$ system for which exact blocking probability can be obtained using the Erlang B formula. Note that Erlang B is insensitive to service time distribution and hence we can use the $M/M/w/w$ queuing model for modeling blocking probability for the proposed impairment-aware manycasting. Let us define $\mu = 1/E[L]$, where $E[L]$ is the expected (or average) value of the burst length and $\lambda$ be the arrival rate. Then the unicast load is given by $\rho = \lambda/\mu$. In manycasting, there are $k$ intended destinations that have to be selected from $m$. We keep $k$ to be the majority of the group, so we have $k \geq \lceil m/2 \rceil$. We define over-provisioning factor $\beta = k'/k$. $\beta$ lies in the interval $0 < \beta < 1$ as long as we take $k \geq \lceil m/2 \rceil$ (Readers must note that this is not generalized inequality and hence does not hold for anycasting where $k = 1$). Hence the effective manycast load for IA-SPT and IA-SOP is given by,

$$\rho_m = \frac{\lambda}{(k\mu)} \text{ for IA-SPT and}$$
$$\rho_m = \frac{\lambda\beta}{(k\mu)} \text{ for IA-SOP.} \quad (3.7)$$

The manycast request blocking probability due to the contention $B_C$ in the network is given by Erlang-B model [71] as

$$B_C = \frac{\rho_m^w/w!}{\sum_{i=0}^{w} \rho_m^i/i!}. \quad (3.8)$$

Bursts are scheduled once the links along its path to the destination are available. However, all the scheduled burst do not meet the BER requirement of the network. So some of the bursts will be dropped in spite of occupying a free channel. This blocking is referred to as optical layer blocking blocking and can be defined as,

$$B_Q = \frac{\# \text{ manycast requests dropped due to high BER}}{\# \text{ manycast requests that find a free channel}}$$
$$= \frac{\# \text{ bursts dropped due to high BER (} q < q_{th} \text{)}}{\# \text{ bursts that find a free channel}}. \quad (3.9)$$
Thus the overall blocking probability including contention $B_C$ and optical layer blocking $B_Q$ is given by,

\[ B_{\text{total}} = B_C + B_Q - B_C B_Q \]

\[ = B_C + (1 - B_C) B_Q. \]  

(3.10)

In the Eq. (3.10) we have considered blocking due to contention and insufficient BER are independent.

IA-DM adds and removes candidate destinations depending on whether or not the link is contention free. We use Poisson splitting to evaluate the blocking probability for IA-DM manycasting. Each burst carries the information about the destination set and the intended destinations $k$. If a particular child branch toward the destination in $k$ of $D'_c$ is blocked then, that destination is removed and a new destination is added from first $m - k$ thus maintaining total intended destination to be $k$ (this is unlike the deflection routing where the burst is sent to the same destination, but through an alternative route). First $k$ are selected from $D'_c$, i.e., \( \{d'_1, \ldots, d'_k\} \). We define this destination set as primary destinations ($D'_p$). If any of the $d'_i$, $1 \leq i \leq k$ is blocked (with probability say $\hat{q}$), then to satisfy the manycast request a destination is selected from the other $m - k$ destination set, i.e., \( \{d'_{k+1}, \ldots, d'_m\} \) and we define this set as secondary destinations ($D'_s$). Secondary destinations are only used when at least one of the primary destination cannot be reached through its child nodes. Having partitioned $D'_c$ into two disjoint sets, we model the arrival process using Poisson splitting. Let $\lambda$ be the unicast arrival rate into the network. These arrivals are split into primary and secondary arrivals as independent arrivals based on the outcome of the Bernoulli trial with probability $\hat{q}$, given by

\[ \hat{q} = \frac{(\lambda/\mu)^w/w!}{\sum_{i=0}^{w} (\lambda/\mu)^i/i!}. \]  

(3.11)

This is similar to probability $\hat{q}$ of failure in a Bernoulli trial, referred as randomization or Poisson split [71]. However note that split of arrival processes into two Poisson processes
is valid only when each arrival is independent of assignment of other arrivals. We assume that we have, an estimate for contention blocking as $\hat{q}$ and split the traffic based on the outcome of an experiment. Let us define $X_r$ be a random variable which takes either 0 or 1. Thus we have,

$$X_r = \begin{cases} 
1 & \text{if } d_j^r \in D'_p, \ 1 \leq j \leq k, \ \text{w.p. } (1 - \hat{q}) \\
0 & \text{if } d_j^r \in D'_s, \ k + 1 \leq j \leq m, \ \text{w.p. } \hat{q}.
\end{cases} \quad (3.12)$$

Hence we have two independent Poisson processes with arrival rates $\lambda_p = \lambda(1 - \hat{q})$ and $\lambda_s = \lambda\hat{q}$ for primary and secondary destination sets, respectively. Thus the manycast load in case of IA-DM is given by,

$$\rho_m = \begin{cases} 
\lambda_p/k\mu & (\equiv \rho_m^{(p)}) \text{ for } D'_p \\
\lambda_s/(m-k)\mu & (\equiv \rho_m^{(s)}) \text{ for } D'_s.
\end{cases} \quad (3.13)$$

In $\rho_m^{(s)}$, the denominator is the cardinality of $D'_s$ i.e., $m - k$. Thus the overall manycast request blocking for IA-DM is given by,

$$B_{\text{total}}^{(IA-DM)} = B_{\text{total}}^{(p)} + (1 - B_{\text{total}}^{(p)})B_{\text{total}}^{(s)}, \quad (3.14)$$

where $B_{\text{total}}^{(p)}$ and $B_{\text{total}}^{(s)}$ are blocking probabilities of primary and secondary destinations, respectively, obtained from Eq.(3.10), with manycast loads as given by Eq.(3.13).

### 3.6.1 IP Manycasting

Selection of $k$ destinations out of $m$ by the IP layer is similar to the random algorithm in [57], we also present a simple analytical model for the manycasting with random selection of $k$ destinations. Our results show that random selection of destinations has poor performance, hence supporting manycasting at the OBS layer is necessary. A manycast request is said to be blocked if the burst reaches less than $k$ destinations. Hence given there are $k$ destinations, probability that at least one of them is blocked is given by,
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\[ B_C^{(bino)} = \sum_{i=0}^{k-1} \binom{k}{i} (B_C)^i (1 - B_C)^{k-i}. \]

Hence the total blocking is,

\[ B_{\text{total}}^{(bino)} = B_C^{(bino)} + (1 - B_C^{(bino)}) B_Q. \]

### 3.7 Numerical Results

In this section we present our simulation and analytical results. We consider *average request blocking* as performance metric. We define average request blocking ratio as given by [60]. Let \( f \) be the total number of requests used in the simulation. Consider a manycast request \((s, D_s^f, k)\). Let \( \mathbb{D} \) be the set of destinations which actually receive the data. Then *average request blocking* is given by,

\[ B_{\text{total}}^{(\text{Sim})} = \sum_f \left[ 1.0 - \min(|\mathbb{D}|, k)/k \right] / f. \]  

We use notation \( m/k \), which means \(|D_s| = m \) and \( k \) intended destinations. As in [57], [59], we consider the candidate destinations set \( D_s \) at small, medium, and large sizes, and the intended destinations is a majority of the group. Three typical configurations, 3/2, 7/4, 11/6 were used. We use NSF network as shown in the Fig. 3.5 for our simulation studies. The numbers on the links indicate the distance between the nodes in kilometers. These links consists of in-line EDFAs spaced 70 kms apart (not shown in the figure for clarity). All the links in the network are bi-directional and have same transmission rate of 10 Gb/s. Burst arrivals follow Poisson process with an arrival rate of \( \lambda \) bursts per second. The length of the burst is exponentially distributed with expected service time of \( 1/\mu \) seconds. The unicast network load is then defined as \( \lambda/\mu \). The source and candidate destinations of a manycast request are evenly distributed among all the nodes. There are no optical buffers or wavelength converters in the network. We consider a single wavelength plane and hence \( w = 1 \) in Eq. (3.8), (3.11). The physical layer parameters...
Table 3.1: Parameters used for computation of \( q \)-factor

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel bit rate ( (B) )</td>
<td>10 Gb/s</td>
</tr>
<tr>
<td>Optical Bandwidth ( (B_o) )</td>
<td>70 GHz</td>
</tr>
<tr>
<td>Electrical Bandwidth ( (B_e) )</td>
<td>( 0.7 \times B )</td>
</tr>
<tr>
<td>Input power of the signal</td>
<td>1 mW (0 dBm)</td>
</tr>
<tr>
<td>Loss of Multiplexer/Demultiplexer</td>
<td>4 dB</td>
</tr>
<tr>
<td>Switch element insertion loss</td>
<td>1 dB</td>
</tr>
<tr>
<td>Waveguide fiber coupling loss</td>
<td>1 dB</td>
</tr>
<tr>
<td>Tap loss</td>
<td>1 dB</td>
</tr>
<tr>
<td>Fiber Attenuation Coefficient</td>
<td>0.3 dB/km</td>
</tr>
<tr>
<td>Gain of EDFA in MC-OXC ( (G_{in}, G_{out}) )</td>
<td>22 dB, 16 dB</td>
</tr>
<tr>
<td>ASE factor ( (n_{sp}) )</td>
<td>1.5</td>
</tr>
<tr>
<td>Planks Constant ( h )</td>
<td>( 6.63 \times 10^{-34} ) J-s</td>
</tr>
<tr>
<td>Carrier frequency ( f_c )</td>
<td>193.55 THz</td>
</tr>
<tr>
<td>( P_n ) in Eq. (3.4)</td>
<td>( 2n_{sp}hf_cB_o )</td>
</tr>
<tr>
<td>Spacing between the amplifiers ( (l) )</td>
<td>70 kms</td>
</tr>
<tr>
<td>( q_{th} )</td>
<td>6.5</td>
</tr>
<tr>
<td>Number of fibers/link ( (N) )</td>
<td>2 (bi-directional)</td>
</tr>
</tbody>
</table>

used in the simulation model are shown the Table I. For all graphs, \( x \)-axis indicates unicast load.

Figure 3.5: The NSF network consisting of 14 nodes and 21 bi-directional links.

With the help of discrete-event simulation model the average request blocking for contention (without impairment aware) is computed using the Eq. (3.17). This contention blocking is verified with the analytical model proposed in Section 3.6. In this case we assume underlying physical layer to be ideal. Figs. 3.6, 3.7 show the Comparison of
Figure 3.6: Comparison of Blocking Probability for Low and Medium loads for SPT with 7/4 manycast configuration

Figure 3.7: Comparison of Blocking Probability for Low and Medium loads for SOP with 7/4 manycast configuration
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Figure 3.8: Comparison of Blocking Probability for Low and Medium loads for DM with 7/4 manycast configuration

Simulation with analytical results for SPT and SOP respectively. Also we see that random selection (Binomial Model) of destinations by the IP layer has high probability of blocking and hence suffers from poor performance. Fig. 3.8 shows the Comparison of simulation and analytical results for DM. In these results the low and medium loads were considered because at high loads all the schemes perform almost similar.

Figure 3.9: Comparison of algorithms with and without impairment awareness.

Using discrete-event simulations we compute $B_{total}^{(Sim)}$ using Eq. (3.17) and compare our results for without impairment-awareness, as given in [60]. Fig. 3.9 show the comparison.
of impairment-aware average request blocking to regular algorithms. From these graphs we observe there is significant difference in $B_{\text{total}}^{\text{(Sim)}}$ under low load conditions. This is because under low load conditions, contention blocking will be less and hence regular algorithms used in [60] does not provide the correct estimate of blocking. From the Fig. 3.9 we also observe that IA-DM has lower blocking than IA-SPT and IA-SOP and thus, impairment-aware manycasting over OBS, can be improved by using IA-DM. From the Fig. 3.9 we observe that without impairments all the three algorithms perform almost similar. However in the presence of impairments there is significant reduction in the burst loss, when IA-DM is used. Our simulation results show that even under high loads IA-DM is better than the other two as shown in Fig. 3.10.

![Figure 3.10: The blocking performance comparison between IA-SPT, IA-SOP and IA-DM for manycast configuration 7/4 under High load.](image)

We validate our simulation results with the analytical model explained in Section 3.6. Fig. 3.11 shows that our model is accurate for IA-SPT. This graph also indicates that random selection of $k$ destinations from $D_c$ (IP-Manycasting) has poor performance compared IA-SPT. Significant reduction in the blocking can be achieved by using IA-SPT.

From Fig. 3.12 we observe that our analytical model over-estimates the blocking probability of IA-SOP at low loads. This is due to the size of intended destinations. In our case we have $k' = 3$, which is equivalent to multicasting. However at high loads these results converge.
Figure 3.11: Comparison of Binomial, Analytical and Simulation results for overall blocking probability for IA-SPT under low load with 7/4 manycast configuration.

Figure 3.12: Comparison of Binomial, Analytical and Simulation results for overall blocking probability for IA-SOP with $k' = 3$ under low load with 7/4 manycast configuration.
Finally we validate our simulation results for IA-DM using Poisson-splitting. From Fig. 3.13 we observe that Poisson split model slightly over-estimates the blocking probability than simulation. This is because of the Eq. (3.17) does not distinguish between primary and secondary destinations as in Poisson split. However the difference being very small, it provides a good estimate for the impairment-aware manycasting. Also by using Poisson-splitting we maintain the arrival process to secondary destinations as Poisson distribution and this makes analysis computationally efficient. In the Fig. 3.13 we also compare our results without split, which clearly validate our simulation results.

Figure 3.13: Comparison of Analytical (with and without Poisson split) and Simulation results for overall blocking probability for IA-DM under low load with 7/4 configuration.

We compare the performance of other manycast scenarios like 3/2 and 11/6. Fig. 3.14 shows the average request blocking for 3/2 manycast configuration. We observe that there has been a significant reduction is the burst loss using IA-DM when compared with other two algorithms IA-SPT and IA-SOP. This reduction is attributed to the decrease in the contention loss. Static behavior of the IA-SPT and IA-SOP causes more requests to be blocked due to contention. In the Fig. 3.14 we also see that the comparison of these algorithms, having no impairments. However the improvement in the blocking probability for DM is small.

Comparison of these algorithms for 11/6 manycast configuration is given in Fig. 3.15. In the case of 11/6 the algorithms SOP and DM have almost same loss. However in the
presence of impairments, there is significant decrease in the burst loss for IA-DM when compared with IA-SOP and IA-SPT for the same given load. Thus we see that for all manycast configurations IA-DM performs better in terms of request blocking.

Figure 3.14: Comparison of algorithms with and without impairment aware for manycast configuration of 3/2.

Figure 3.15: Comparison of algorithms with and without impairment aware for manycast configuration of 11/6.
3.8 Summary

In this chapter, we discuss issues related to burst loss in optical burst switched networks (OBS). We indicate the need for supporting manycasting by the OBS network, to improve the performance in terms of burst loss. We propose algorithms to decrease the burst loss both for contention and impairment loss. As these algorithms use a de-centralized way of scheduling the burst, computation of $q$-factor can be done by per hop basis rather than end-to-end. We indicate that BER based signaling using BHP has significant impact in calculating data loss in OBS networks. We propose three impairment-aware algorithms IA-SPT, IA-SOP and IA-DM. Through extensive simulation and numerical analysis, we show that IA-DM has better performance for supporting manycasting over OBS. Analytical models for the algorithms has been proposed. We finally verify our discrete-event simulation models with analytical results.
Chapter 4

QoS Based Manycasting for OBS Network

Many distributed applications require a group of destinations to be co-ordinated with a single source. Multicasting is a communication paradigm to implement these distributed applications. However in multicasting, if at least one of the members in the group cannot satisfy the service requirement of the application, the whole multicast request is said to be blocked. On the contrary in manycast (or quorumcast) destinations join or leave the group, depending on whether it satisfies the service requirement or not. This dynamic membership based destination group decreases the request blocking. In this work we study the behavior of manycasting over optical burst switched networks (OBS) based on multiple quality of service (QoS) constraints. These multiple constraints can be in the form of physical-layer impairments, transmission delay, and reliability of the link. Each application requires its own QoS threshold attributes. Destinations qualify only if they satisfy the required QoS constraints set-up by the application. We propose a decentralized way of routing the burst towards its destination. With the help of local-network state information, available at each node the burst is scheduled only if it satisfies multiple set of constraints. Correspondingly reception of the burst at the node ensures that all the QoS constraints are met and burst is forwarded to the next-hop. Due to multiple constraints, burst blocking could be high. We propose algorithms to minimize request blocking for
Multiple Constrained Manycast Problem (MCMP). With the help of simulations we have calculated the average request blocking for the proposed algorithms. Our simulation results show that MCM-shortest path tree (SPT) performs better than MCM-dynamic membership (DM) for delay constrained services and real-time service, where as data services can be provisioned using MCM-DM.

4.1 Introduction

In Chapter 3 we have seen a need to bring the BER awareness in the optical-control plane. However OBS network needs an more effective routing algorithms to support Quality of Service (QoS) for the distributed applications. Three approaches for the routing include,

- Route the control packets on hop-by-hop basis, as in IP network, using the fast look-up algorithm to determine the next-hop

- In Multi-Protocol Label Switched (MPLS) network, a packet is marked with a label, which is used to route the packet through the network.

- Constrained-routing version of MPLS can be used to explicitly setup routes. This explicit routing is very useful in a constrained based routed OBS network, where the traffic routes have to meet certain QoS metrics such as delay, hop-count, BER or bandwidth.

In this work we use the constrained based version of routing for providing necessary QoS to manycast communication paradigm. Later in this chapter we show that the performance of the routing algorithm can be improved with the use of adaptive routing. For instance the traffic is usually forwarded along the shortest-path, however an equal and higher hop count are also identified and are used in a Multi-Path Routing (MPR) strategy. MPR uses alternative routes when the shortest path is congested. Due to MPR techniques, the burst tend to choose the longer paths and hence the QoS parameters such as, BER, delay and reliability of the path can be degraded. Hence there is need to obtain an trade-off between the least congested path and QoS.
4.1 Introduction

In this chapter we propose algorithms that provide QoS in manycasting over OBS networks. We also propose a mathematical framework for destination selection policies based on QoS constraints as required by certain applications. Our approach can incorporate multiple constraints related to different services. The proposed methods are service-centric and completely decentralized, as they use only local-network state information. The rest of the chapter is organized as follows: We first discuss the related work in this topic in Section 4.1.1. In Section 4.2 mathematical formulation for ordering destinations based on service constraints is discussed. In Section 4.3 we explain the proposed algorithm with the help of an illustrative example. Section 4.4 discusses the performance evaluation of algorithm with the blocking probability as the metric. Finally, Section 4.5 summaries this chapter.

4.1.1 Related Work

Manycasting work was first reported independently by [57] and [72] as quorumcast problem and \( \kappa \)-Steiner tree problem. It is defined as an edge cost function \( g : E \rightarrow R^+ \), an integer \( \kappa \), a Source \( s \) and the subset of candidate destinations \( D_s \subseteq V, |D_s| = m \geq \kappa \), find a minimum spanning \( \kappa \) destinations in \( D_s \). Cost of the tree is the sum of the cost of edges on the tree. Manycast request can be denoted by \( (s, D_s, \kappa) \). The manycast problem is found to be NP-hard in [72]. As IP layer is above the WDM/OBS network, the selection of \( \kappa \) destinations by the IP layer is similar to the random algorithm in [57]. In [73] this random algorithm has been verified using Binomial model and found to provide poor performance. Thus supporting manycasting in OBS networks is necessary for bandwidth-efficient manycasting [60]. Apart from constructing minimum cost tree that spans from Source \( s \), to manycast group members, the need for QoS routing has been discussed in [59]. This paper discuss the quality of a tree in terms of source-destination delay constraints imposed by applications that use the tree. As delay-constrained quorumcast routing problem is NP-complete, an efficient heuristic QoS routing algorithm has been proposed in [59] with cost of the quorumcast tree close to that of optimal routing tree.
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Apart from supporting manycasting over optical networks, we also need to provision QoS in OBS networks. This is because, QoS provisioning methods in IP will not apply to optical counterpart, as there is no store-and-forward model [74]. Such mechanisms for QoS provisioning in IP over OBS networks must consider the physical characteristics and limitations of optical domain. Physical characteristics of the optical domain include optical-signal degradation which is an important concern in transparent optical networks, propagation delay incurred from source to destination, especially in OBS networks and reliability of the link from catastrophic effects. When the optical signal traverses in the transparent optical network, where there is an absence of electrical regenerators there will be significant loss of power due to many impairments. These impairments can be amplified-spontaneous emission (ASE) noise due to EDFA amplifiers, attenuation loss, multiplexer/demultiplexer loss, optical-cross connect switch loss (OXC), and split loss (for multicast capable switches) [75]. Incorporating electrical regenerator can significantly increase the cost of the network and end-to-end propagation delay can be high because of O/E/O conversion. Challenges and requirements for introducing impairment-awareness into the management and the control planes in WDM networks has been discussed in [53]. Decrease in optical signal to noise ratio (OSNR) increases bit error rate (BER) of the signal and hence the signal can be said to lost if BER is more than the required threshold [35], [37]. Manycasting (or multicasting) requires the OXC to split the signal. Multicasting over optical network can be done by the OXC switch incorporating the splitter-and-deliver (SaD) switch [67]. Depending on the fan-out of the switch the input power significantly decreases compared to unicast, thus decreasing OSNR. Multicasting under the optical layer constraint has been discussed in [68]. Power-efficient multicasting for optimizing BER has been studied in [69]. For the first time, impairment-awareness for implementing manycasting over OBS networks has been addressed in [75]. This paper discusses the importance of physical layer awareness and computes the burst loss due to contention and high BER. Further in [73] performance of different algorithms has been discussed and an analytical model has been proposed for calculating burst loss probability.

Reliability is an important issue in designing storage-area networks (SAN). SAN are
4.2 Mathematical Formulation

4.2.1 Notations

$(s, D_s, \kappa)$ is a manycast request where $s$ is the source node, $D_s$ is the destination set, elements of which are probable candidates for the particular service request, $\kappa$ is the minimum number of destinations that are required to participate in the manycast session for the job to be successfully completed. Manycast session is also denoted by $m/\kappa$. Manycasting can be understood as the dynamic version of the multicast, where in the members can leave and new members can join, so that $\kappa$ of them will always participate in the session \[81\]. Number of ways $\kappa$ of them can be selected from $|D_s| = m$ is \(\binom{m}{\kappa}\). We define a set $\varphi_\kappa(m)$ called the power set which contains all the $\binom{m}{\kappa}$ combinations. Our work focuses on selecting the best possible set $\in \varphi_\kappa(m)$ which can meet the service demands effectively. Most of the distributed applications, for example Grid computing requires BER to be low, high reliability of the path, and low propagation delay. Destinations supported over fiber-channel (FC), and hence threat to failure can occur due to cable cuts, physical attacks, catastrophic effect. Reliability factor is thus necessary for end-to-end path. The work proposed in \[76\] discusses about reliability for SAN. Analytical models are developed for calculation of long-term failures, service availability, and link failures. Reliability factor as the multiplicative constraint has been discussed in \[77\], \[78\]. Optical burst switched networks meet the requirements of computationally intensive Grid based applications known as Grid OBS (GOBS) \[24\]. Success of the grid depends on the quality of service the network can provide to ensure successful completion of the job \[79\]. So it is necessary to provision services such as average end-to-end delay, and BER in GOBS networks. Performance analysis of end-to-end propagation delay and blocking probability for OBS based grids using anycasting has been presented in \[25\]. Different types of anycasting algorithms has been compared in \[55\] with the shortest-path unicast routing, where the destinations has the specific address. Manycasting over OBS networks based on multiple resources has been addressed in \[80\].
chosen must be able to provide these quality of service attributes. In this section we present a mathematical framework to quantify a destination based on these three service attributes. A destination is said to qualify as the member of quorum pool, if it satisfies the service requirements of the application. Notation used for describing lattices can be found in [82].

4.2.2 Lattices

The lattice structure is described here, for the reader to understand few sections of this chapter. It is best explained by the special relation \( \preceq \) on an arbitrary set say \( A \), called ordering, which has the following properties,

\[
\Omega_1 \preceq \Omega_1 \quad \forall \Omega_1 \in A \quad \text{reflexivity} \quad (4.1)
\]

\[
\Omega_1 \preceq \Omega_2 \land \Omega_2 \preceq \Omega_1 \quad \Rightarrow \quad \Omega_1 = \Omega_2 \quad \forall \Omega_1, \Omega_2 \in A \quad \text{anti-symmetry} \quad (4.2)
\]

\[
\Omega_1 \preceq \Omega_2 \land \Omega_2 \preceq \Omega_3 \quad \Rightarrow \quad \Omega_1 \preceq \Omega_3 \quad \forall \Omega_1, \Omega_2, \Omega_3 \in A \quad \text{transitivity} \quad (4.3)
\]

If all the elements in the set \( A \) are comparable, which is equivalent to \( \Omega_1 \preceq \Omega_2 \) or \( \Omega_2 \preceq \Omega_1 \) being defined, the ordering is total and \( A \) is the totally ordered set or a chain. If all of the comparisons are not defined, \( A \) is called partially ordered set or poset. For such kind of ordering a lower and upper bound of each subset \( B \subseteq A \) exist. Let those elements be \( \bot \) and \( \top \) for which,

\[
\forall \Omega \in B, \, \bot \preceq \Omega \quad (4.4)
\]

and

\[
\forall \Omega \in B, \, \Omega \preceq \top \quad (4.5)
\]

If the least or greatest elements of such bounds exist, they are called the greatest lower bound (g.l.b) or infimum and least upper bound (l.u.b) supremum. Lattice is an ordered set
set in which every pair of elements has a least upper bound and a greatest lower bound. Ordering can be illustrated with the example shown in the Fig. 4.2.2. The example shows the lattice on a set of two-dimensional vectors where,

\[
\begin{pmatrix}
\omega_{11} \\
\omega_{21}
\end{pmatrix} \preceq \begin{pmatrix}
\omega_{12} \\
\omega_{22}
\end{pmatrix} \iff (\omega_{11} \leq \omega_{12}) \land (\omega_{21} \leq \omega_{22})
\] (4.6)

4.2.3 Service Attributes

We define \( \eta_j, \gamma_j, \) and \( \tau_j \) as noise factor, reliability factor, and end-to-end propagation delay for the Link \( j \), respectively. Noise factor is defined as ratio of input optical signal to noise ratio \( (OSNR_{i/p} \equiv OSNR_i) \) and output optical signal to noise ratio \( (OSNR_{o/p} \equiv OSNR_{i+1}) \), thus we have

\[
\eta_j = \frac{OSNR_{i/p}}{OSNR_{o/p}},
\] (4.7)
where \( OSNR \) is defined as the ratio of the average signal power received at a node to the average ASE noise power at that node. The OSNR of the link and \( q \)-factor are related as,

\[
q = \frac{2 \sqrt{\frac{B_o}{B_e}} \cdot \text{OSNR}}{1 + \sqrt{1 + 4 \cdot \text{OSNR}}},
\]

(4.8)

where \( B_o \) and \( B_e \) are optical and electrical bandwidths, respectively [61]. Bit-error rate is related to the \( q \)-factor as follows,

\[
\text{BER} = 2 \text{erfc} \left( \frac{q}{\sqrt{2}} \right).
\]

(4.9)

From Eqs. (4.7, 4.8, 4.9), we see that \( q \)-factor is a function of \( \eta \) and hence BER can be quantified on the basis of \( \eta \). If the BER is not to exceed certain threshold (say \( 10^{-9} \)), then there exists a corresponding noise factor threshold, say \( \eta_{th} \). The signal is said to be lost due to high BER, if the end-to-end \( \eta \) is greater than \( \eta_{th} \) and thus cannot be recovered at the destination. The overall noise factor of a burst that has, traversed \( H \) hops is given by,

\[
\eta_H = \prod_{k=1}^{H} \eta_k,
\]

(4.10)

where in the above equation, the product is performed \( H \) times, starting from initial the link.

Reliability is the other factor considered for providing services. We define the reliability factor \( \gamma \) of a link, such that \( 0 \leq \gamma \leq 1 \), indicates the percentage of reliability for a particular link. The reliability prediction method involves the calculation of down times contributed to all building blocks required to establish end-to-end network path [76]. In this work we assign a number generated from a uniformly distributed random variable \( \sim U[0.6, 1] \) for each link in the network. The end-to-end reliability for the path traversing \( H \)-hops is calculated as,

\[
\gamma_H = \prod_{k=1}^{H} \gamma_k.
\]

(4.11)

As our aim is show how the service provisioning can be done, calculation of \( \gamma \)'s is beyond
the scope of this work.

The last attribute that we consider as an important service parameter for distributed applications is propagation delay. If \( \tau \) is the propagation delay of a link, then end-to-end delay for \( H \) hops, is given by,

\[
\tau_H = \sum_{k=1}^{H} \tau_k. \tag{4.12}
\]

### 4.2.4 Path Information Vector

The service attributes can be used to maintain the local network information and by properly comparing these vectors, destinations can be chosen. Comparison of multi-dimension metrics can be done using the notion of lattices \[81\]. Lattices are explained using the ordering denoted by \( \leq \), which has the properties of reflexivity, antisymmetry, and transitivity. We denote the information vector at Link \( j \) as,

\[
\Omega_j = \begin{pmatrix}
\eta_j \\
\gamma_j \\
\tau_j
\end{pmatrix}. \tag{4.13}
\]

**Definition 1.** Let \( \Omega_j \) and \( \Omega_k \) be the two information vectors for the links \( j \) and \( k \), respectively. We define \( \Omega_j \leq \Omega_k \) and comparable if and only if

\[
(\eta_j \leq \eta_k) \land (\gamma_j \geq \gamma_k) \land (\tau_j \leq \tau_k). \tag{4.14}
\]

**Definition 2.** \( \Omega_j \) and \( \Omega_k \) are not comparable if and only if any one or two the inequalities in (4.14) are false. In other words if \( (\eta_j > \eta_k) \) or/and \( (\gamma_j < \gamma_k) \) or/and \( (\tau_j > \tau_k) \). We denote them by \( \Omega_j \parallel \Omega_k \).

From the Eqs. (4.10, 4.11, 4.12), we see that the service attributes are either multiplicative (product) or additive (sum). The ordering condition in Eq. (4.14) is chosen such that, noise factor and propagation delay are minimum, and reliability is maximum. Each
information vector is a 3-tuple and hence it is a 3-dimensional vector space over real field \( \mathbb{R} \), which is denoted by \( \mathbb{R}^3 \). The operation over multi-dimensional vectors is given by,

\[
\circ : \Omega_j \in \mathbb{R}^3, \Omega_k \in \mathbb{R}^3 \rightarrow \Omega_j \circ \Omega_k \in \mathbb{R}^3.
\]  

(4.15)

where the operation \( \circ \) on two vectors \( \Omega_j \) and \( \Omega_k \) is given by,

\[
\Omega_j \circ \Omega_k = \begin{pmatrix}
\eta_j \eta_k \\
\gamma_j \gamma_k \\
\tau_j + \tau_k
\end{pmatrix}
\]  

(4.16)

**Definition 3.** The path information vector from Source \( s \) to Destination \( d \), is denoted by \( \Omega_{(s,d)} \) and is given by,

\[
\Omega_{(s,d)} = \Omega_{(s,s+1)} \circ \ldots \circ \Omega_{(j,j+1)} \circ \ldots \circ \Omega_{(d-1,d)},
\]  

(4.17)

where \( \Omega_{(j,j+1)} \) is the information vector for the link between the nodes \((j, j+1)\) as shown in the Fig. 4.2.

Thus using Eqs. (4.10, 4.11, 4.12) above equation becomes,

\[
\Omega_{(s,d)} = \begin{pmatrix}
\prod_{k=s}^{d-1} \eta_k \\
\prod_{k=s}^{d-1} \gamma_k \\
\sum_{k=s}^{d-1} \tau_k
\end{pmatrix}
\]  

(4.18)

We use the notation \( \Omega_{(s,d)} \) for path information and \( \Omega_j \) for the link information vector. However if the path consists of a single link, then from the Eq. (4.17), we get
Definition 4. Consider a manycast request of the form \((s, \kappa, D_s)\). Let \(D_s = \{d_1, d_2, \ldots, d_m\}\). We define the next-hop (or the child nodes) corresponding to \(s\) as \(\{u_1, u_2, \ldots, u_r\}\) as shown in Fig. 4.3, where \(r \in \mathbb{Z}^+\). From Definition 3, there exists an information vector \(\Omega_{(s, u_i)} \forall 1 \leq i \leq r\).

If \(u_i\) is any intermediate node, then the overall information vector from source \(s\) to the destination is computed using Eq. (4.18) with upper limit replaced by \(u_i - 1\).

Definition 5. We define differentiated service set as \(\Theta = \{\theta_1, \theta_2, \ldots, \theta_S\}\). For each service \(\theta_p \in \Theta\) there exists a threshold parameter (or constraint) that is defined as \(\Upsilon^{(\theta_p)}\) and is given by

\[
\Upsilon^{(\theta_p)} = \begin{pmatrix}
\Upsilon^{(\theta_p)}_{\max} \\
\Upsilon^{(\theta_p)}_{\min} \\
\Upsilon^{(\theta_p)}_{\max}
\end{pmatrix}.
\] (4.19)

For the successful establishment of QoS-based manycast session, the chosen destinations must satisfy the service requirements as defined in Eq. (4.19).

Theorem 4.2.1. If \(\Omega_{(s,d)} \preceq \Upsilon^{(\theta_p)}\), then all the link information vectors \(\Omega_{(j,j+1)}\)'s \(\forall j \in \ldots\)
\{ s, s + 1, \ldots, d - 1 \}, along the path from \langle s, d \rangle, are comparable to \top^{(\theta_p)}, i.e., \Omega_{(j,j+1)} \preceq \top^{(\theta_p)}.

**Proof.** Given \Omega_{(s,d)} \preceq \top^{(\theta_p)}, then by Definition 3 we have

\[
\Omega_{(s,s+1)} \circ \ldots \circ \Omega_{(j,j+1)} \circ \ldots \circ \Omega_{(d-1,d)} \preceq \top^{(\theta_p)}
\]

\[
\Rightarrow \Omega_{(j,j+1)} \circ \left( \prod_{k=s, k \neq j}^{d-1} \eta_k \right) \preceq \top^{(\theta_p)} \tag{4.20}
\]

From the Eqs. (4.19) and (4.20) we get,

\[
\eta_j \prod_{k=s, k \neq j}^{d} \eta_k \leq \eta_{\max}^{(\theta_p)}
\]

\[
\Rightarrow \eta_j \leq \frac{\eta_{\max}^{(\theta_p)}}{d} \leq \eta_{\max}^{(\theta_p)}
\]

\[
\prod_{k=s, k \neq j}^{d} \eta_k
\]

Last inequality follows from the fact that \eta_k > 1 and hence we have \eta_j \leq \eta_{\max}^{(\theta_p)}.

Similarly for other two service attributes we have,

\[
\gamma_j \geq \frac{\gamma_{\max}^{(\theta_p)}}{d} \geq \gamma_{\min}^{(\theta_p)}
\]

\[
\prod_{k=s, k \neq j}^{d} \gamma_k
\]

\[
\Rightarrow \gamma_j \geq \gamma_{\min}^{(\theta_p)} (, 0 \leq \gamma_k \leq 1)
\]
\[ \tau_j \leq \left( \tau_{\max}^{(\theta_p)} - \sum_{k=s, k \neq j}^{d} \tau_k \right) \leq \tau_{\max}^{(\theta_p)} \]

\[ \Rightarrow \tau_j \leq \tau_{\max}^{(\theta_p)} \quad (\because \tau_k \in \mathbb{R}^+) \]

Thus \( \forall j \in \{s, s+1, \ldots, d-1\} \) we have \( \Omega_{(j,j+1)} \leq \tau^{(\theta_p)} \). Hence proved. □

**Definition 6.** A Path \( (s, u_i) \), where \( u_i \) can be child node or any intermediate node towards the destination is said to be feasible for service \( \tau^{(\theta_p)} \), if and only if \( \Omega_{(s,u_i)} \leq \tau^{(\theta_p)} \).

In the case of \( u_i \) being a child node (or next-hop node), information vector is given by Eq. (4.13) and for intermediate node it is given by Eq. (4.18) with \( d \) replaced with \( u_i \).

**Theorem 4.2.2.** The path \( (s, d) \) is a feasible path if and only if \( \tau^{(\theta_p)} \) is the upper bound \( \forall \Omega_{(s,j)} \), where \( j \in \{s+1, \ldots, d-1, d\} \).

**Proof.** 1. **If Condition:** Let \( \Omega_{(s,d)} \) is the feasible path. Then from the Definition we have,

\[ \Omega_{(s,d)} \leq \tau^{(\theta_p)}. \quad (4.21) \]

Consider \( \Omega_{(s,s+1)} \) and \( \Omega_{(s,s+2)} \), then we have

\[
\begin{pmatrix}
\eta_s \\
\gamma_s \\
\tau_s
\end{pmatrix} \leq \begin{pmatrix}
\eta_s \eta_{s+1} \\
\eta_s \gamma_{s+1} \\
\tau_s + \tau_{s+1}
\end{pmatrix}
\]

Above inequality follows from the fact that \( \eta > 1, 0 < \gamma < 1 \), and \( \tau \in \mathbb{R}^+ \). Thus we have

\[ \Omega_{(s,s+1)} \leq \Omega_{(s,s+2)} \cdots \leq \Omega_{(s,d)} \quad (4.22) \]

From the Eqs. (4.21) and (4.22) we see that \( \tau^{(\theta_p)} \) is the upper bound for \( \Omega_{(s,j)} \), where \( j \in \{s+1, \ldots, d-1, d\} \).
2. **Only if**: Given $\Upsilon^{(\theta_p)}$ is the upper bound for $\Omega_{(s,j)}$, where $j \in \{s + 1, \ldots, d - 1, d\}$, then we have

$$\Omega_{(s,d)} \preceq \Upsilon^{(\theta_p)}$$

and hence the path $\langle s, d \rangle$ is feasible.

**Theorem 4.2.3.** If $\Omega_{(s,u_i)}$, the information vector corresponding to the path from $\langle s, u_i \rangle$ is not feasible then all the destinations using $u_i$ as the intermediate node does not qualify as the members in quorum pool.

**Proof.** From the Definition 6 we see that, if $\Omega_{(s,u_i)}$ is not feasible path then either $\Upsilon^{(\theta_p)} \preceq \Omega_{(s,u_i)}$ or $\Omega_{(s,u_i)} \parallel \Upsilon^{(\theta_p)}$. If the former condition were true then,

$$\begin{pmatrix}
\eta^{(\theta_p)} \\
\eta^{(\theta_p)}_{\text{max}} \\
\gamma^{(\theta_p)} \\
\gamma^{(\theta_p)}_{\text{min}} \\
\tau^{(\theta_p)} \\
\tau^{(\theta_p)}_{\text{max}}
\end{pmatrix} \preceq
\begin{pmatrix}
\prod_{k=s}^{u_i-1} \eta_k \\
\prod_{k=s}^{u_i-1} \gamma_k \\
\sum_{k=s}^{u_i-1} \tau_k
\end{pmatrix}$$

(4.23)

From the Eq. (4.23) we see that as all the constraints for the service $\theta_p$ are not met and thus the destinations using $u_i$ as intermediate node disqualify to be in the quorum pool. In similar way at least one of the constraint is not meet, then we have $\Omega_{(s,u_i)} \parallel \Upsilon^{(\theta_p)}$ and thus all the destinations using $u_i$ as intermediate node does not satisfy the service requirements of $\theta_p$. We define this set as $NRD$, non-reachable destinations due to insufficient QoS.

**Lemma 4.2.1.** A manycast request $(s, D_s, \kappa)$ is said to lost (or blocked) due to insufficient QoS, if and only if cardinality of the set that does not satisfy QoS is greater than $\kappa$.

**Proof.** We require any of the $\kappa$ members in the group for successful completion of the session. But from the Theorem 4.2.3 if the number of destinations that cannot be reached through all $u_i$’s is greater that $\kappa$, then $|NRD| > \kappa$. As $\kappa \geq \lceil m/2 \rceil$ number of remaining destinations $(m - |NRD|) < \kappa$ and hence the request is blocked.
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In this section we explain the proposed Multi-Constrained Manycast algorithms with the help of an example. We propose two algorithms, MCM-Shortest Path Tree (SPT) and MCM- Dynamic Membership (DM) for evaluating the performance of the manycasting with quality of service (QoS) constraints. These proposed algorithms are distributed wherein, each node individually maintains the network state information and executes the algorithm. Algorithms implemented in the centralized way, may fail due to a single failure and resulting in poor performance. Our proposed algorithms have the following functionality:

1. Handling multiple constraints with help of link state information available locally.

2. Service differentiated provisioning of manycast sessions.

3. Finding the best possible destinations in terms of service requirements for the manycast sessions.

We first discuss the steps to implement the distributed version of the shortest path tree (SPT) which is given in [73], [60], [75].

- **Step 1**: Find the shortest path from Source $s$ to all the destinations in $D_s$. Let $D_s = \{d_1, d_2, \ldots d_{|D_s| = m}\}$ and minimum-hop distance from $s$ to $d_i$, where $1 \leq i \leq m$ is $H^s(d_i) = \{h_1, h_2, \ldots, h_m\}$.

- **Step 2**: All the destinations in $D_s$ are sorted in the non-decreasing order according to the shortest distance from Source $s$ to the destinations. Let $D'_s$ be the new set in this order given by $\{d'_1, d'_2, \ldots, d'_m\}$.

- **Step 3**: Select the first $\kappa$ destinations from $D'_s$.

Step 1 is implemented using unicast routing table, with the time-complexity of this step being $O(n^2)$ for a network with $n$ nodes. Step 2 sorts the destinations in constant time $O(1)$. Step 3 we select the first $\kappa$ of them from $D'_s$, with $O(n)$. Once the first $\kappa$ of them are selected, the burst header packet (BHP) is sent to corresponding child nodes.
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\{u_1, u_2, \ldots, u_r\} or the next-hop nodes where \(1 \leq r \leq \kappa\) from the Source \(s\) in the manycast request \((s, D_s, \kappa)\). Construction of routing tree starts from the Source \(s\). Once the BHP is received at the corresponding child nodes, the data burst is scheduled along the channel. OBS is based on one-way reservation protocols, such as Just-Enough-Time (JET) and Tell-And-Go (TAG) [83], [6], in which data burst is scheduled after certain offset time without waiting for the acknowledgment. In this work we use JET signaling protocol for the manycasting. Upon receiving the data burst at the corresponding child nodes based on the QoS constraints, the manycast request is updated as \((u_i, D_{u_i}, \kappa_{u_i})\) where \(u_i\) is a child node for Source \(s\) in the previous iteration, \(D_{u_i}\) are all the destinations in \(D_s\) that can be reached through \(u_i\), and clearly \(D_{u_i} \subseteq D_s\). \(\kappa_{u_i}\) is updated accordingly if any of the \(u_i\) is a destination and we make sure that \(\sum_{i=1}^{p} \kappa_{u_i} \leq \kappa\). With \(u_i\) as the Source node all the above three steps are performed and this iteration proceeds until minimum \(\kappa\) of them are reached. We thus see that SPT works in the distributed way and each node executes the algorithms based on the local network state information.

In the case of Dynamic Membership (DM), the above mentioned three steps differ slightly. In DM instead of discarding the rest of \(m - \kappa\) destinations, we keep them and are used if any of the first \(\kappa\) are blocked due to the contention or in-sufficient QoS on the link. Former blocking is referred to as \textit{contention blocking} and the later is referred to as \textit{QoS blocking}. Detailed description of the algorithms \textit{MCM-SPT} and \textit{MCM-DM} is explained the following sections. Before we begin with the description of the routing algorithms, it is important to know about the OBS Control plane which can implement these functionality effectively.

4.3.1 OBS Control Plane

In the OBS layered architecture we find two important planes: \textit{data plane} and \textit{control plane}. \textit{Control plane} allows scheduling and reservation protocols to be performed in a domain (electrical) different from data plane (optical). Detailed description of OBS data and control planes can be found in [84], [25]. Examples of control packets are burst header packet (BHP), network control packet (NCP), and burst confirmation packet (BCP). In
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Table 4.1: Control Packets Frame Fields

<table>
<thead>
<tr>
<th>BHP Frame Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>Burst Identification number used for sequencing</td>
</tr>
<tr>
<td>Source (u)</td>
<td>Initial or starting node of the burst</td>
</tr>
<tr>
<td>Quorum members (D_u)</td>
<td>These are the probable destinations to which burst can be reached.</td>
</tr>
<tr>
<td>( \kappa_u )</td>
<td>Number of members in manycast session</td>
</tr>
<tr>
<td>( \top(\theta_p) )</td>
<td>Threshold information vector for service ( \theta_p ).</td>
</tr>
<tr>
<td>( \Omega_{(u-1,u)} )</td>
<td>Link information vector corresponding to the link between ( (u-1,u) ).</td>
</tr>
<tr>
<td>Ingress Channel</td>
<td>Wavelength used for the data burst</td>
</tr>
<tr>
<td>Duration</td>
<td>Duration of the data burst in seconds</td>
</tr>
<tr>
<td>Offset</td>
<td>Time offset between the control packet and the data packet</td>
</tr>
</tbody>
</table>

Figure 4.4: Burst header packet fields considered for the analysis.

In this work we use BHPs as the control packets and we propose the new BHP field which provides information about the QoS. In previous works \[73, 73\] the BHP was modified to accommodate \( q \)-factor (i.e., BER) and burst were scheduled based on the BER threshold. Table 4.1 lists possible fields associated with QoS based scheduling of bursts.

We consider six fields of Table 4.1 in BHP as shown in the Fig. 4.4.

4.3.2 Multi-Constraint Manycast-SPT (MCM-SPT)

In this section we explain MCMP with help of shortest-path tree. The pseudo-code for this is given in Algorithm 4. When the new burst arrives in the network, it is assigned a unique burst ID, \( id \). A BHP is created to this burst, with all the fields shown in the Fig. 4.4, where \( u = s \), destination set \( D_s \), quorum pool \( \kappa_s \), threshold parameters \( \top(\theta_p) \) for the service \( \theta_p \) and the initial information vector \( \Omega_{\text{initial}} = [1, 1, 0]^T \). This is indicated as Line 1, in the algorithm. Destinations in \( D_s \) are sorted along the shortest path using
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SORT.SP[\(D_s\)]. Next-hop nodes from \(s\) to \(d_j' \in D_s\) are calculated and added to the set \(N\). Loop in Lines 7-10 selects the first \(\kappa_u\) destinations from \(D'_s\) and next-hop nodes are added to \(N\) for each destination \(d_j'\) using Line 9. Every link to the next-hop node is checked for contention using Line 12. If the link is found free, the path information vector is calculated using path algebra explained in Section 4.2.4. If \(\Omega_{(s,n_j)} \preceq \top^{(\theta_p)}\), then the link \(\langle s, n_j \rangle\), qualifies the QoS threshold attributes for the service \(\theta_p\). All the destinations which use \(n_j\) as the intermediate node is given by the set \(DEST[n_j]\) and hence the new destination set is given by \(D_n\) as shown in Line 15. BHP at node \(n_j\) is updated with the new values as given by Line 17. One must note here that the burst ID remains same, until it reaches the \(\kappa_s\) destinations. If condition given in Line 14 were false, i.e., \(\Omega_{(u,n_j)} \parallel \top^{(\theta_p)}\) or \(\top^{(\theta_p)} \preceq \Omega_{(u,n_j)}\), then according to Theorem 4.2.3 and Lemma 4.2.1 we have manycast request to be not meet, as the minimum number of members in the pool are less then the required \(\kappa_u\). We refer to this blocking as QoS Blocking. Burst is removed from the network due to in-sufficient QoS parameters. Contention blocking occurs when an arriving burst finds the channel occupied. Burst is removed from the network if the condition in Line 12 and Line 15 are not met. This algorithm repeats until the \(\kappa_s\) destinations are covered for a burst.

Consider a manycast request of the form \((s = 2, D_s = \{6, 7, 11\}, \kappa = 2)\), this can be represented by \(3/2\). Fig. 4.5 shows the shortest-path tree for the given manycast request of the NSF network in Fig. 3.5 with links shown in dotted lines. Let the service threshold be \(\top^{(\theta_p)} = [\eta_{th} = 6, \gamma_{th} = 0.6, \tau_{th} = 20 \text{ ms}]^T\). In order to guarantee QoS for the service \(\theta_p\), our aim is to identify destinations that have overall noise factor \(\eta \leq 6\), reliability \(\gamma \geq 0.6\) and propagation delay \(\tau \leq 20 \text{ ms}\). Burst enters network at Source \(s = 2\), burst header fields in Fig. 4.4 are updated with the values and path information vector is initialized to \(\Omega_{\text{initial}} = [1, 1, 0]^T\) as given in the step-1 of the Algorithm 4. Using SORT.SP the destination set \(D_2\) is sorted in the non-decreasing order of the distance and the new set is given by \(D'_2 = \{7, 6, 11\}\). In MCM-SPT we select the first \(\kappa_2 = 2\) from \(D'_2\), we have \(\{7, 6\}\). Next hop nodes for these destinations are given by \(N = \{4\}\). Assuming the Link \(\langle 2, 4 \rangle\) is free (no contention), we compute the path information vector \(\Omega_{(2, n_j)} \rightarrow \Omega_{(2, n_j)} \circ \Omega_{\text{initial}}\).
given in Line-13. Computation of noise factor is done using the parameter values given in [73], [75]. We assume the input power at Node 2 as \( P(2) = 1 \text{ mW} \), with ASE noise as \( P_{ase}(2) = 0.0042 \text{ mW} \). Taking ratio of these two powers we get OSNR at Node 2 as \( OSNR(2) = 238 \) and based on all the losses mentioned in [73], and [75] we have the OSNR at Node 4 as \( OSNR(4) = 56.53 \). Using Eq. (4.7) we get \( \eta_{(2,4)} = 4.21 \). Propagation delay of the burst along the link (ms) is calculated as distance (km) to the velocity of light (250 km/ms). The information vector is given by,

\[
\Omega_{(2,4)} = \Omega_{(2,4)} \circ \Omega_{\text{initial}},
\]

\[
= \begin{pmatrix} 4.21 \\ 0.98 \\ 4.0 \end{pmatrix} \circ \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix},
\]

\[
= \begin{pmatrix} 4.21 \\ 0.98 \\ 4.0 \end{pmatrix}.
\]

We thus see that \( \Omega_{(2,4)} \) is within the threshold requirement of the service \( \theta_p \), satisfying condition in Line-14. A new BHP is created at node 4, with same burst ID as, \((id, 4, D_4 = \{6, 7\}, \kappa_4 = 2, \top^{(\theta_p)}, \Omega_{(2,4)})\). Algorithm exits in Line-18. The same algorithm is repeated, however the Step-1 is skipped as this is the old burst. Lines 2-4 are used when one of the intermediate node is a destination. Assuming the Link \( (4, 5) \) is free we have,

\[
\Omega_{(4,5)} = \Omega_{(2,4)} \circ \Omega_{(4,5)},
\]

\[
= \begin{pmatrix} 4.21 \\ 0.98 \\ 4.0 \end{pmatrix} \circ \begin{pmatrix} 1.0702 \\ 0.99 \\ 2.4 \end{pmatrix},
\]

\[
= \begin{pmatrix} 4.5056 \\ 0.972 \\ 6.4 \end{pmatrix}.
\]
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Assuming links from Node 5 to Node 7 and Node 8 to be free, we have \( \Omega_{(5,7)} = [5.44, 0.83, 10.8]^T \) and \( \Omega_{(5,6)} = [4.839, 0.776, 9.6]^T \). We thus see that the QoS threshold conditions for the service \( \theta_p \) are met. The manycast session is successful for a given service. Same manycast request can be blocked for different service threshold conditions like \( T(\theta_q) = [5, 0.8, 10]^T \). If at least one of the destination is not reachable through the next-hop node, due to contention or insufficient QoS, entire manycast request is said to be blocked. This is executed by the Lines 19 and Line 23.

4.3.3 Multi-Constraint Manycast-DM

MCM-DM is given in Algorithm 5. It contains two procedures (1) for calculating the QoS parameters and updating BHP with the new values, defined as \( \text{Procedure.QoS()} \) and (2) for calculating the number of destinations that can be reached from the next-hop Node \( n \) is greater than \( \kappa_u \), defined as \( \text{Procedure.Block()} \). Details of these procedures are given in Appendix B.2 and Appendix B.1 respectively. Instead of discarding \( |D_u| - \kappa_u \) destinations as in MCM-SPT, we keep these destinations as secondary destinations and use them if any of the first \( \kappa_u \) are blocked. Intuitively one can understand that request blocking could be reduced in the case of MCM-DM, as members in the quorum pool are added or removed dynamically. While adding the destinations into the quorum pool the burst traversal can be along a longer path, deteriorating QoS parameters. Resulting QoS
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Algorithm 4 Multi-Constraint Manycast-Shortest Path Tree (MCM-SPT)

**Input:** The manycast request \((id, u, D_u, \kappa_u, T^{(\theta_p)}, \Omega(u_{-1}, u))\) arrives at the Source node \(u\) with a candidate destination set \(D_u\), along with the \(\kappa\) intended.

**Output:** Manycast request to the next hop (or child) node after satisfying QoS parameters for the service \(\theta_p\).

1. **Initialization:** When the burst first enters the network with the request \((s, D_s, \kappa_s, T^{(\theta_p)})\), we tag the request with a burst ID and \(\Omega_{\text{initial}}\), where \(\Omega_{\text{initial}} = [1, 1, 0]^T\). We therefore have the request as \((id, s, D_s, \kappa_s, T^{(\theta_p)}, \Omega_{\text{initial}})\).

2. **if** \(u \in D_u\) **then**
   3. \(D_u \leftarrow D_u \setminus \{u\}\);
   4. \(\kappa_u \leftarrow \kappa_u - 1\);
   5. **else**
   6. \(D'_u \leftarrow \text{SORT.SP}[D_u];\)
   7. **for** \(j \leftarrow 1\) to \(\kappa_u\) **do**
   8. \(n_j \leftarrow \text{NEXT.HOP.NODE.SP}[u, d'_j];\)
   9. \(N = N \cup \{n_j\};\)
   10. **end for**
   11. **for** \(j \leftarrow 1\) to \(|N|\) **do**
   12. **if** \(\text{LINK}(u, n_j) = \text{FREE}\) **then**
   13. \(\Omega_{(u,n_j)} \leftarrow \Omega_{(u-1,u)} \circ \Omega_{(u,n_j)};\)
      /*QoS parameters computed using the path algebra*/
   14. **if** \(\Omega_{(u,n_j)} \preceq T^{(\theta_p)}\) **then**
   15. \(D_{n_j} \leftarrow \text{DEST}[n_j];\)
   16. \(\text{UPDATE.BHP}[n_j];\)
   17. \((id, n_j, D_{n_j}, \kappa_{n_j}, T^{(\theta_p)}, \Omega_{(u,n_j)});\)
   18. **else**
   19. \(\text{DELETE.BURST}[id];\)
   20. **exit;\)
      /*QoS Blocking*/
   21. **end if**
   22. **else**
   23. \(\text{DELETE.BURST}[id];\)
   24. **exit;\)
      /*Contention Blocking*/
   25. **end if**
   26. **end for**
   27. **end if**
blocking could be high when compared to MCM-SPT. This algorithm is explained using the same example \((2, \{6, 7, 11\}, 2)\) for which the manycast tree is shown in Fig. 4.5. Let the threshold conditions for the service \(\theta_p\) be \([\eta_{\text{th}} = 6, \gamma_{\text{th}} = 0.6, \tau_{\text{th}} = 20\text{ ms}]^T\). BHP is created for this burst as the part of initialization as given in the Line 1 of the algorithm.

Destinations are sorted along the shortest-path and \(D'_2 = \{7, 6, 11\}\). The next-hop nodes is given by the Lines 7-10. In this case we have \(N = \{4\}\). At Node 4, the destination node set is \(D_4 = \{6, 7\}\). As we select only the first \(\kappa_2\) of them, destination Node 11 is left out. All destinations \(|D_u - \kappa_u|\) are added in round-robin to the destination set at the child nodes (or next-hop node). Here as there is only one child node, we have \(D_4 = \{6, 7\} \cup \{11\}\). Loop in Lines 13-22 selects the primary destinations, in this case \{6, 7\}. Next-hop Node for node 6 is Node 4, assuming the link \(\langle 2, 4 \rangle\) to be free and as the condition in Lines 15-17 is meet (since \(\kappa_4 = 0\)) QoS parameters are calculated using Procedure.QoS. BHP at Node 4 is updated as \((id, 4, D_4 = \{6, 7, 11\}, k_4 = 1, \tau^{(\theta_p)} \Omega_{(2, 4)}), \Omega_{(2, 4)} = [4.21, 0.98, 4]^T\). For the next iteration i.e., for Destination 7, the next-hop node being same, we have \(k_4 = 2\), which is updated in the BHP at Node 4. Finally burst is scheduled and the BHP at node 4 is now \((id, 4, D_4 = \{6, 7, 11\}, k_4 = 2, \tau^{(\theta_p)}, [4.21, 0.98, 4]^T)\). In the similar way assuming Link \(\langle 4, 5 \rangle\) to be free the BHP at node 5 is \((id, 5, D_5 = \{6, 7, 11\}, k_4 = 2, \tau^{(\theta_p)}, [4.5056, 0.972, 6.4]^T)\). If the Link \(\langle 5, 7 \rangle\) is not free, \(k = 1\) and the BHP at Node 6 becomes \((id, 6, D_6 = \{6\}, 1, \tau^{(\theta_p)}, [4.839, 0.776, 9.6]^T)\). As \(k = 1\) the loop in Line-24 is executed. First condition in Line-26 \((k \leq |D_5| - 2)\), ensures that number of blocked destinations due to contention in not greater than the secondary destinations. Next-hop node to \(d'_{2+1} = 11\) from Node \(u = 5\) is Node 4. Thus the burst node Node 5 is updated as \((id, 5, D_5 = 11, 1, \tau^{(\theta_p)}, \Omega_{(4, 5)})\). Burst at Node 5 is routed to Node 11 along Node 4. We

\[\text{\footnotesize\textsuperscript{\textsuperscript{\textsuperscript{3}}}}\text{The procedure for round-robin is described in Appendix B.3}\]
have

\[ \Omega_{(5,4)} = \Omega_{(4,5)} \circ \Omega_{(5,4)} \]

\[ = \begin{pmatrix} 4.5056 \\ 0.972 \\ 6.4 \end{pmatrix} \circ \begin{pmatrix} 1.0104 \\ 0.99 \\ 2.4 \end{pmatrix} = \begin{pmatrix} 4.55 \\ 0.96228 \\ 8.8 \end{pmatrix}, \]

and the BHP at Node 4 is \( (id, 4, \{11\}, 1, T^{(\theta_p)}, [4.55, 0.96228, 8.8]^T) \). Finally if the link \( \langle 4, 11 \rangle \) is free, BHP is updated with \( (id, 11, \{11\}, 1, T^{(\theta_p)}, [5, 0.76, 18.4]^T) \). We thus see that the multicast request which was earlier blocked in MCM-SPT if one of the destination is blocked is now satisfied. As MCM-DM adds destinations on the longer path, it is necessary to see whether the route to the destination is within the QoS threshold requirements of the service.

### 4.4 Performance Evaluation

In this section we present our simulation results. We consider *average request blocking* as performance metric. We define average request blocking ratio as given by [60]. Let \( f \) be the total number of manycast requests used in the simulation. Consider a manycast request \( (s, D^f_s, \kappa) \). Let \( \mathbb{D} \) be the set of destinations which actually receive the data. Then *average request blocking* is given by,

\[ B_{avg} = \frac{\sum_f \left[ 1.0 - \min(|\mathbb{D}|, \kappa)/\kappa \right]/f. \] (4.24)

NSF network shown in the Fig. 4.6 is used for our simulation. All the links are bi-directional and have same transmission rate of 10 Gb/s. Burst arrivals follow Poisson process with an arrival rate of \( \lambda \) bursts per second. The length of the burst is exponentially distributed with expected service time of \( 1/\mu \) seconds.
Algorithm 5 Multi-Constrained Manycast-Dynamic Membership (MCM-DM)

**Input:** The manycast request \((id, u, D_u, \kappa_u, \top^{(\theta_p)}, \Omega_{(u-1, u)})\) arrives at the Source node \(u\) with a candidate destination set \(D_u\), along with the \(\kappa\) intended.

**Output:** Manycast request to the next hop (or child) node after satisfying QoS parameters for the service \(\theta_p\).

1: Initialization: \((id, s, D_s, \kappa_s, \top^{(\theta_p)}, \Omega_{initial})\).
2: if \(u \in D_u\) then
3: \(D_u \leftarrow D_u \setminus \{u\}\);
4: \(\kappa_u \leftarrow \kappa_u - 1\);
5: else
6: \(D'_u \leftarrow \text{SORT}.SP[D_u]\);
7: for \(j \leftarrow 1\) to \(\kappa_u\) do
8: \(n_j \leftarrow \text{NEXT}.HOP.NODE.SP[u, d'_j]\);
9: \(N \leftarrow N \cup \{n_j\}\);
10: end for
11: \(\text{ROUND}.ROBIN.DEST[|D_u| - \kappa_u]\);
12: \(k \leftarrow 0\);
13: for \(j \leftarrow 1\) to \(\kappa_u\) do
14: if \(\text{LINK} \langle u, n_j \rangle = \text{FREE}\) then
15: while \(\sum_{k=1}^{[|N|]} \kappa_{n_k} < \kappa_u\) do
16: \(\kappa_{n_j} \leftarrow \kappa_{n_j} + 1\);
17: end while
18: Procedure.QoS();
19: else
20: \(k \leftarrow k + 1\);
21: end if
22: end for
23: end if
24: for \(i \leftarrow 1\) to \(k\) do
25: \(n_k \leftarrow \text{NEXT}.HOP.NODE.SP[u, d'_k + \kappa_u]\);
26: if \((k \leq |D_u| - \kappa_u) \& \& \langle \text{LINK} \langle u, n_k \rangle = \text{FREE} \rangle\) then
27: Procedure.QoS();
28: else
29: Procedure.Block();
30: end if
31: end for
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4.4.1 Assumptions

1. Only one wavelength is considered for analysis. Hence the dependency of $q$-factor on the wavelength is ignored.

2. Wavelength converters are not used in the network.

3. Calculation of noise factor is based on, losses due to attenuation, mux/demux, tap and split loss. Only amplified spontaneous emission (ASE) noise can be considered for OSNR. Shot noise and beat noise are ignored.

4. Effects of offset time are ignored.

5. In line amplifiers along the links are placed, with spacing of 70 km between the amplifiers.

6. There are no optical buffers or wavelength converters in the network.

7. Reliability factor is same along both directions of the fiber.

As already mentioned, we have intended destinations, i.e., quorum pool to be majority of the group $\kappa \geq \lceil m/2 \rceil$. Candidate destination group (or quorum group) can be small, medium or large. Three typical configurations $3/2$, $7/4$ and $11/6$ are considered for simulations. First we present simulation results for $7/4$ manycast configuration. We differentiate among service requirements, i.e., different services put different constraints. Differentiated services considered for simulation are $\Theta^{(\theta_1)} = [5.7, 0.6, 20]^T$, $\Theta^{(\theta_2)} = [5.7, 0.6, 10]^T$, $\Theta^{(\theta_3)} = [4.25, 0.9, 10]^T$ and $\Theta^{(\theta_4)} = [4.25, 0.8, 10]^T$. We consider $\Theta^{(\theta_2)}$ as the real-time service, since it has more stringent delay requirement. Service $\Theta^{(\theta_1)}$ can be for data service as it has less relaxed delay requirements. Other two services have high threshold requirements.

Figure 4.7 shows the performance of the MCMP-SPT for different set of services. More the requirements of the service, more is the blocking. As MCM-SPT uses shortest-path routing, one can expect to have a lower QoS blocking, but however due to the random contention along the links, if any one of the destination is not reachable, entire manycast
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Figure 4.6: NSF network with 14 nodes and 21 bi-directional links. The weights represent distance in km and the corresponding reliability factor of the links respectively.

Figure 4.7: Blocking Probability performance of SPT for different service thresholds.

request would be blocked. On the contrary, MCM-DM adds or removes destinations based on the contention in the network. However destinations which are added to the quorum pool can be at a longer distance than the destination which is not reachable. As the result, QoS of this destination can be decreased. In spite of decrease in values, if the path-information vector is within the threshold condition of the service, the request can be satisfied. Fig. 4.8 shows average request blocking for MCM-DM under different service thresholds. At high loads, most of the blocking would be contention blocking and hence the effect of QoS will not be understood much. As our aim is show the effects of QoS, all the results are simulated under medium network load conditions.
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The Fig. 4.8 shows the comparison of average request blocking for the two proposed algorithms. We see that for the data service requirement $T^{(θ_1)}$, there is the significant reduction in the request blocking for the network loads between $(0, 1]$. As the network load increase the performance of two algorithms converges and for loads greater than 5, the request blocking is same. Under real-time service requirements like service $θ_2$, we observe from Fig. 4.10 that performance of MCMP-DM is reduced and difference in the request loss between MCM-SPT and MCM-DM has been decreased. This can be accounted to the fact that, while adding secondary destinations, the longer paths have to be traversed and hence the delay increases, causing a destination to disqualify based on the delay constraint. We can thus observe that MCM-DM can be chosen for data service application, where there is not specific upper bound on the propagation delay of the burst. Data service based distributed applications like SAN and CDN have more priority on $η$ and $γ$ rather than $τ$. We have also simulated the performance of the algorithms for more stringent QoS requirements, like service $θ_3$. We observe here that both the algorithms for this service requirements behave same. By relaxing the constraint on reliability, we observe a significant decrease in the request loss in Fig. 4.12.

Same set of services were simulated for the other two configurations, i.e., $3/2$ and $11/6$ at low loads. At higher loads contention in the network could be large and hence the
Figure 4.9: Blocking Probability performance of MCM-SPT and MCM-DM for service threshold of $\Theta(\theta_1) = [\eta_{th} = 5.7, \gamma_{th} = 0.6, \tau_{th} = 20\text{ ms}]^T$.

Figure 4.10: Blocking Probability performance of MCM-SPT and MCM-DM for service threshold of $\Theta(\theta_2) = [\eta_{th} = 5.7, \gamma_{th} = 0.6, \tau_{th} = 10\text{ ms}]^T$. 
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Figure 4.11: Blocking Probability performance of MCM-SPT and MCM-DM for service threshold of $\,(\theta_3) = [\eta_{th} = 4.25, \gamma_{th} = 0.9, \tau_{th} = 10 \text{ ms}]^T$.

Figure 4.12: Blocking Probability performance of MCM-SPT and MCM-DM for service threshold of $\,(\theta_4) = [\eta_{th} = 4.25, \gamma_{th} = 0.8, \tau_{th} = 10 \text{ ms}]^T$. 
effect of the QoS may not be significant. Hence we restricted our simulation study only at low loads. Fig. 4.13 shows the performance of 3/2 manycast configuration for services $\theta_1$ and $\theta_2$. As we know that $\theta_1$ has more relaxed threshold parameters, hence in case of $\theta_1$ we can improve the blocking marginally using MCM-DM. But in the case of $\theta_2$, where the delay requirement is only 10 ms, we observe that both algorithms offer same performance in terms of request blocking.

We observe an interesting result in Fig. 4.14. In the case of $\theta_3$ for 3/2 manycast configuration, we find MCM-SPT to offer lower request blocking than MCM-DM. This is because service $\theta_3$ has high QoS requirement (real-time service). In the view to decrease the request blocking MCM-DM schedules the burst on the longer paths, which causes service attributes to exceed beyond the threshold requirements. Once again we see that MCM-DM can be only used when there are much relaxed QoS parameters (data services).

Finally we also simulate 11/6 manycast configuration for the four services. Fig. 4.15 and Fig. 4.16 show much similar performance to that of 7/4 and 3/2.

We simulate the impact of each service attribute on the network for 7/4 manycasting. In the other words, only one service attribute (i.e., either delay, BER or reliability) is considered, with others two service attributes neglected. Then the problem becomes a single constrained problem. Let service threshold for the delay constrained (DC) ($T^{(\theta_d)}$)
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Figure 4.14: Blocking Probability performance of MCM-SPT and MCM-DM for $3/2$ manycast configuration for services $\theta_3$ and $\theta_4$.

Figure 4.15: Blocking Probability performance of MCM-SPT and MCM-DM for $11/6$ manycast configuration for services $\theta_1$ and $\theta_2$. 
be $[\infty, 0, 10]^T$. In this case we removed the threshold requirements on noise factor and reliability by keeping $\eta_{\text{max}}(\theta_d) = \infty$ and $\gamma_{\text{min}}(\theta_d) = 0$. Similarly we consider BER constrained (BC) and Reliability constrained (RC) with service thresholds given by $(\top(\theta_b))$ be $[4.25, 0, \infty]^T$ and $\theta_r$ be $[\infty, 0.8, \infty]^T$ respectively. Fig. 4.17 shows the performance of 7/4 manycast configuration for MCM-SPT and MCM-DM. We observe a significant decrease in the request blocking for MCM-DM compared to MCM-SPT in the case of BER constrained (BC). Services $\theta_b$ and $\theta_r$ performance is almost similar for both MCM-SPT and MCM-DM.

4.5 Summary

In this chapter we have evaluated the performance of manycasting over optical networks for providing QoS. Using lattice theory we were able to calculate multiplicative and additive QoS attributes. By using a distributed scheduling bursts are routed to the destinations based on the contention and QoS conditions. Two algorithms were proposed in a view to decrease the average request loss for manycasting. Performance of these algorithms has been studied under differentiated services. From the simulation results it has been observed that MCM-DM performs better in the case of data services and MCM-SPT for real-time services. This work proposes the necessity of providing QoS to
Figure 4.17: Performance of attribute specific $7/4$ manycasting for (a) MCM-SPT and (b) MCM-DM.

the manycasting over OBS networks.
Chapter 5

Conclusion and Future Scope

5.1 Conclusion

With the advent of many distributed Internet applications, demand for the bandwidth has been increased tremendously. Optical networks are the potential source for supporting these new emerging Internet applications. Hence there a need to develop intelligent optical network control plane protocols, called optical control plane. This work focused on supporting Grid applications over optical networks. In order to support Grid applications, the control plane signaling should be capable of handling of dynamic connection requests. We have primarily focused on developing intelligent distributed control plane rather than the centralized. In a Grid network, there is need for revisiting the RWA algorithms for the path computation, in regard to physical layer impairments in AON networks.

In order to accomplish the above mentioned needs/demands we have proposed Many-casting. Manycasting is found to be a viable communication for Grid and many distributed Internet applications. Manycasting can implement, user controlled network infrastructure for supporting dynamic and interactive service of the Grid. In this work we have indicated the need for supporting manycasting by optical burst switched networks for improving performance of the network.

All optical network architecture has been presented. Linear optical impairments like ASE were considered in this work. Burst loss based on contention and signal quality
is evaluated for uncasting. Later, this work was extended to manycasting problem. A distributed version of shortest path tree was proposed. Using multicast capable switch architectures, the signal impairment loss is calculated. Signal and ASE powers were evaluated recursively for each link and are updated at the nodes. Thus network elements (NEs) have the intelligence about the signal quality and bursts are scheduled only if the desired signal quality is maintained. Burst header packets are used for control plane signaling. BHPs which were earlier used to carry the information about the wavelength availability, are now incorporated with additional functionality of $q$-factor. To reduce the blocking probability due to contention and optical signal quality algorithms have been proposed in Chapter 3.

- Impairment Aware Shortest Path Tree (IA-SPT) selects the first $k$ destinations out of $m$ in-terms of the shortest distance. Then the bursts are routed to these destinations. However due to random contention in the network, burst may not reach $k$ of them and hence the manycast request can be lost. This results in the poor performance of IA-SPT.

- Impairment Aware Static Over Provisioning (IA-SOP) selects first $k+k'$ destinations where $0 \leq k' \leq m - k$. This kind of over provisioning can help burst to reach more destinations than $k$ and thus satisfying the manycast request. However by over-provisioning, the fan-out of the multicast capable-optical crossconnect (MC-OXC) increases and hence the power loss due to the optical signal split could be high. This causes an increase in burst loss due to OSNR.

- Impairment Aware Dynamic Membership (IA-DM) has been proposed to overcome these shortcomings. In this algorithm destinations are classified as primary and secondary destinations. Due to the contention if, one of the primary destination is blocked, then the burst is routed to a destination selected from secondary. This selected destination can be on the longer distance and if the burst still meets the required BER threshold, then manycast request is said to be satisfied.

The performance evaluation of these algorithms has been carried using discrete-event
simulation model and are verified with the proposed analytical model.

Finally the impact of QoS provisioning for manycasting over OBS networks has been discussed. In this part of the work we have focused on QoS attributes like noise factor, reliability and propagation delay. These service attributes were calculated based on link-by-link using the operation defined by $\circ$. BHPs were modified in accordance to maintain the path information vector of the QoS attributes. The QoS provisioning problem has been addressed as Multi-Constraint Manycast Problem (MCMP). In this part we have considered two algorithms,

- MCMP-Shortest path Tree (SPT) based on the shortest path tree computation.
- MCMP-Dynamic Membership (DM) in which destinations join or leave the quorum pool based on the QoS requirements.

These proposed algorithms are distributed in nature. The performance of these algorithms were evaluated based on different service requirements. We have differentiated services as data or real time service. Results were presented for different set of service thresholds. With the help of simulations we conclude that MCM-SPT performs better than MCM-DM for real-time services and the data services can be provisioned using MCM-DM.

5.2 Future Scope

In the present work we have considered AON and hence network cost was not the part of the performance evaluation. However this work can be further extended to translucent optical networks, where the wavelength converters (WCs) and regenerators (WRs) are sparsely located. By optimizing the placement of these WCs and WRs cost optimization can be achieved.

RWA algorithms are time consuming and hence there is a need to develop efficient analytical models. These analytical models should be able to incorporate the physical layer impairments.
In this entire study we have considered impact of linear impairments. Modeling of non-linear impairments for the manycasting scenario would be necessary for the data rates greater than 10 Gbps and beyond. We are also investigating multi constraint manycast problem based on Genetic algorithms (GA).
Appendix A

Relationships between \(q\)-factor, OSNR, and noise factor

A.1 Derivation of Eq. \((3.5)\)

\[
P_N = n_{sp} hf c (G - 1) B_o,
\]

\(A.1\)

where \(n_{sp}\) is a constant called the spontaneous emission factor, \(G\) is the amplifier gain and \(B_o\) is the optical bandwidth. Two fundamental modes are present in the fiber and hence the total noise power at the output of the amplifier is \(2P_N\). \(n_{sp}\) depends on the population inversion within the amplifier. Typically it is around 2-5 for most of the amplifiers. We
define,

\[ P_n = n_{sp}hf_c. \]

The photo-detector produces a current that is proportional to the incident power. The signal current is given by,

\[ I = RGP, \quad (A.2) \]

where \( P \) is the received optical signal power as shown in the Fig. A.1. \( R \) is the responsivity of the photo-detector. In addition to shot and thermal noise, there are signal-spontaneous noise, and spontaneous-spontaneous noise currents at the receiver given by,

\[ \sigma_{sig-spont}^2 = 4R^2GP_n(G - 1)Be, \quad (A.3) \]

\[ \sigma_{spont-spont}^2 = 2R^2[P_n(G - 1)]^2(2B_o - Be)Be, \quad (A.4) \]

where \( Be \) is the electrical bandwidth. Derivation of these variances are given in [61]. In the case of systems with cascades of optical amplifiers, two parameters that are measured are the average received signal power \( \bar{P}_{rec} \) and received optical signal noise power \( P_{ase} \). In the case of optically preamplified receiver, \( P_{ase} = 2P_n(G - 1)B_o \). The optical signal to noise ratio (OSNR) is defined as \( \bar{P}_{rec}/P_{ase} \). \( q \)-factor is given by,

\[ q = \frac{I_1 - I_0}{\sigma_0 + \sigma_1} \quad (A.5) \]

Assuming \( I_0 = 0 \) we have \( \bar{P}_{rec} = P_1/2 \) and the Eq. (A.5) becomes,

\[ q = \frac{RGP_1}{\sigma_0} \left( 1 + \frac{\sigma_1}{\sigma_0} \right)^{-1} \]
A.2 Calculation of Noise factor threshold

\[ q = \frac{\mathcal{R}(2\tilde{P}_{\text{rec}})}{\sqrt{2\mathcal{R}^2[P_n(G-1)]^2(2B_o - B_e)B_e}} \left(1 + \sqrt{1 + \frac{4\mathcal{R}^2GP_1P_n(G-1)B_e}{2\mathcal{R}^2[P_n(G-1)]^2(2B_o - B_e)B_e}}\right)^{-1} \]

\[ q = \frac{4 \times \text{OSNR}}{\sqrt{2B_o(2B_o - B_e)B_e}} \left(1 + \sqrt{1 + 8 \times \text{OSNR} \times \frac{B_o}{2B_o - B_e}}\right)^{-1} \]

\[ = \frac{2\sqrt{\frac{B_o}{B_e} \times \text{OSNR}}}{1 + \sqrt{1 + 8 \times \text{OSNR}}} \quad \text{if} \ 2B_o \gg B_e \]  

(A.6)

\[ = \frac{2\sqrt{2} \times \text{OSNR}}{1 + \sqrt{1 + 8 \times \text{OSNR}}} \quad \text{if} \ B_o = B_e. \]  

(A.7)

In this thesis calculation of \( q \)-factor is based on Eq. (A.6) even for \( B_o = B_e \) case. Error that occurs due to this, is however negligible.

A.2 Calculation of Noise factor threshold

We calculate the noise factor threshold \( \eta_{\text{th}} \) using Eqs.(4.7), (4.8), (4.9). From Eq.(4.7), the noise factor of the link \( j \) is given by,

\[ \eta_j = \left( \frac{P(j)}{P_{\text{ase}}(j)} \right) \left( \frac{P_{\text{ase}}(j+1)}{P(j+1)} \right) \]

For the path from Source \( s \) to the Destination \( d \), the overall noise factor is given by,

\[ \eta(s,d) = \left( \frac{P(s)}{P_{\text{ase}}(s)} \right) \left( \frac{P_{\text{ase}}(d)}{P(d)} \right) \]

We assume the transmitting power of the receiver is \( P(s) = 1 \) mW. The ASE noise power at Source node \( s \) is given by,
A.2 Calculation of Noise factor threshold

\[ P_{ase}(s) = P_{ini}L_dL_mL_tL_{ins}(G_{in} - 1)G_{out} + P_{ini}L_t[G_{out} - 1] \quad (A.8) \]

\[ P_{ini} = 2n_{sp}hf_cB_o \] where \( n_{sp} \) spontaneous-emission factor, \( h \) is the Plank’s Constant, and \( f_c \) is the central frequency of the optical signal. \( L_d, L_m, L_t, \) and \( L_{ins} \) are demultiplexer, multiplexer, tap, and insertion loss of the optical cross-connect switch respectively. \( G_{in} \) and \( G_{out} \) are the input and output gains of the erbium doped fiber amplifier (EDFA) in switch. Parameter values and the switch architecture can be found in [75], [73], [35]. By using the Eq. (A.8) we get the \( P_{ase}(s) = 0.0042 \text{ mW}. \) Thus the OSNR at Source \( s \) will be \( OSNR(s) = 238 \text{ a.u.} \) For BER of \( 10^{-12} \) we need \( q \approx 7, \) for which the required \( OSNR(d) \) is obtained by solving the Eq. (A.8),

\[ 7 = \frac{2\sqrt{\frac{B_o}{B_e}OSNR(d)}}{1 + \sqrt{1 + 4OSNR(d)}} \quad (A.9) \]

For a system operating \( B = 10 \text{ Gb/s} \) with \( B_o = 70 \text{ GHz} \) and \( B_e = 0.7B, \) \( OSNR(d) = 56 \) which is obtained by solving Eq. [A.9]. Hence if the \( OSNR(d) < 56(= OSNR_{min}) \) then the BER will increase beyond \( 10^{-12}. \) Thus the noise factor threshold \( \eta_{max} = 4.25 \) corresponding to \( q = 7. \) Similarly for \( q = 6, \eta_{max} \approx 6. \) Thus we see that as long as the noise-factor of the burst is \( \leq \eta_{max}, \) burst can be scheduled for transmission. We derive the relation for noise-factor threshold \( (\eta_{max}) \) and \( q \)-factor threshold \( (q_{th}). \)

\[ \eta_{max} = \frac{OSNR(s)}{OSNR_{min}}. \quad (A.10) \]

In order for the BER to be lesser than the given threshold, the OSNR at the destination should be greater than the \( OSNR_{min}. \) Thus the Eq. (4.8) at the threshold conditions is given by,

\[ q_{th} = \frac{2\sqrt{\frac{B_o}{B_e}OSNR_{min}}}{1 + \sqrt{1 + 4OSNR_{min}}} \quad (A.11) \]
Solving this equation for $OSNR_{min}$ we get,

$$ONSR_{min} = q_{th} \left( q_{th} + \sqrt{\frac{B_o}{B_e}} \right) \frac{B_o}{B_e}$$  \hspace{1cm} (A.12)

Substituting Eq. (A.12) in Eq. (A.10) we get,

$$\eta_{max} = \frac{OSNR(s)}{q_{th} \left( \frac{B_o}{B_e} \right) \left( q_{th} + \sqrt{\frac{B_o}{B_e}} \right)}.$$  \hspace{1cm} (A.13)
Appendix B

Procedures used in MCM-DM algorithm

B.1 Pseudo Code for Procedure.Block()

Procedure.Block( ) {
    \( NOT.REACH.DEST[n] \leftarrow DEST[n] \);
    if \( |NOT.REACH.DEST[n]| > \kappa_u \) then
        \( DELETE.BURST[id] \);
    else
        continue;
    end if
} /* End of Procedure.Block( )*/

B.2 Pseudo Code for Procedure.QoS()

Procedure.QoS( ) {
    \( \Omega_{(u,n)} \leftarrow \Omega_{(u-1,u)} \circ \Omega_{(u,n)} \);
    if \( \Omega_{(u,n)} \preccurlyeq T^{(\theta_p)} \) then
        \( UPDATE.BHP[n] \);
        \( (id, n, D_n, \kappa_n, T^{(\theta_p)}, \Omega_{(u,n)}) \);
    else
        continue;
    end if
} /* End of Procedure.QoS()*/
B.3 Round Robin Procedure

Details of the round-robin procedure used in the Algorithm 5 is given below,

\[ N_u \leftarrow \text{NEXT.HOP.NODES}\{k_u\}; \]
\[ i \leftarrow 1; \]
\[ \text{for } l \leftarrow 1 \text{ to } |D_u| - k_u \text{ do} \]
\[ D_{N_i} \leftarrow D_{N_i} \cup \{d_{k_u+l}\}; \]
\[ \text{if } i < |N_u| \text{ then} \]
\[ i \leftarrow i + 1; \]
\[ \text{else} \]
\[ i = 1; \]
\[ \text{end if} \]
\[ \text{end for} \]
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