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Abstract

We derive a rate conservation law for distribution densities which extends a result of Brill and Posner. Based on this conservation law, we obtain a generalized Takács equation for the $G/G/m/B$ queueing system that only requires the existence of a stochastic intensity for the arrival process and the residual service time distribution density for the $G/GI/1/B$ queue. Finally, we solve Takács' equation for the $N/GI/1/\infty$ queueing system.
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1. Introduction

Most basic results in queueing theory are derived directly or indirectly from rate conservation principles. These include for instance, the global balance equations for equilibrium probabilities of Markovian queueing networks and the arrival theorem. In general, these principles relate the so-called customer and time averages of queueing systems. In the queueing literature, rate conservation has been extensively studied by Franken et al. [6], [9].

In this paper, we present a rate conservation formula which extends a result of Brill and Posner [4] to a non-Markovian setting. This formula relates the stationary distribution density of a process at a point $x$ to the number of upcrossings and downcrossings of level $x$ by this process per time unit.

The rate conservation formula obtained in conjunction with Papangelou's theorem [1], [3], allows a simple derivation of a generalized Takács equation for the $G/G/m/B$ queueing system. For its derivation, we require the existence of a stationary regime for the queueing system and of a stochastic intensity for the arrival process. We also apply the conservation law to obtain the residual service time density for $G/GI/1/B$ queues.

As a further application of the rate conservation formula, we solve, in the transform domain, Takács' equation for the $N/GI/1/\infty$ queueing system [13].
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Throughout this paper, we use the notation and terminology of Baccelli and Brémaud [1] for Palm probability. For the notions related to stochastic intensity, the reader is referred to Brémaud’s monograph [2].

In Section 2, we prove the rate conservation formula. Section 3 contains the derivation of Takács’ equation for the $G/G/m/B$ queue and the residual service time distribution density for the $G/GI/1/B$ queueing system. In Section 4, the rate conservation formula is applied to the study of the workload distribution density of an $N/GI/1$ queue. Finally, the conclusions of this paper are in Section 5.

2. Rate conservation for distribution densities

Let $(Z(t))_{t \in \mathbb{R}}$ be a right-continuous process with left-hand limits and let

$$Z'(t) = \lim_{\varepsilon \to 0^+} \frac{Z(t + \varepsilon) - Z(t)}{\varepsilon},$$

be the right-hand derivative of $Z(\cdot)$. We assume that this derivative exists.

We define a point process $N = (T_n)_{n \in \mathbb{N}}$ by

$$N_C = \sum_{t \in C} 1[Z(t) \neq Z(t^-)],$$

where $C$ is a Borel-measurable set on the real line. This point process counts the discontinuity jumps of $Z(\cdot)$. We assume that $N$ has a finite rate, i.e. $\lambda = \mathbb{E}[N_{0,1}] < \infty$ and denote the Palm probability associated with $N$ by $\mathbb{P}^N$.

Suppose that for $x \in \mathbb{R}$

$$(2.1) \quad \mathbb{P}^N(Z(0) = x) = \mathbb{P}^N(Z(0^-) = x) = 0,$$

and that $(Z(t))_{t \in \mathbb{R}}$ admits a density $h(x)$ with respect to $\mathbb{P}$. Then, the following rate conservation formula holds.

**Proposition 2.1.** If $(Z(t))_{t \in \mathbb{R}}$ satisfies condition (2.1) at $x \in \mathbb{R}$ and admits a density $h(\cdot)$ with respect to $\mathbb{P}$, then

$$(2.2) \quad h(x)\mathbb{E}[Z'(0) | Z(0) = x] = \lambda \mathbb{E}^N \left[ 1(Z(0^-) > x)1(Z(0) \leq x) - 1(Z(0^-) \leq x)1(Z(0) > x) \right].$$

**Proof.** Apply the inversion formula [1] between the Palm probability $\mathbb{P}^N$ associated with $N$ and the stationary probability $\mathbb{P}$ to $Z'(t)1_{[x,x+\varepsilon]}(Z(t))$. It yields

$$(2.3) \quad \mathbb{E}[Z'(0)1_{[x,x+\varepsilon]}(Z(0))] = \lambda \mathbb{E}^N \left[ \int_0^T Z'(t)1_{[x,x+\varepsilon]}(Z(t))dt \right].$$

The proposition will be proved by evaluating the integral in (2.3), dividing both members of the equation (2.3) by $\varepsilon$ and letting $\varepsilon \to 0$. For simplicity we write $Y = \int_0^T Z'(t)1_{[x,x+\varepsilon]}(Z(t))dt$.

Let $\tau_0 = 0$ and

$$\tau_n = \inf \{ t : \tau_{n-1} < t \text{ and } (Z(t) = x \text{ or } Z(t) = x + \varepsilon) \} \wedge T_1, \quad n \geq 1.$$
Thus, \((\tau_n)_{n\in\mathbb{N}}\) is the sequence of crossing times of levels \(x\) and \(x + \varepsilon\) during \([0, T_1]\) by the process \(Z(t)\). Since \(Z(\cdot)\) is continuous in \([0, T_1]\) and since \(Z(\tau_n)\) is either equal to \(x\) or \(x + \varepsilon\), it follows that \(Y\) will be non-zero only if there is an odd number of crossings of level \(x\) or of level \(x + \varepsilon\) in \([0, T_1]\) or both. With this observation, one can evaluate \(Y\) by considering the different possible positions of \(Z(0)\) and \(Z(T_1^-)\) with respect to \(x\) and \(x + \varepsilon\).

(i) If \(Z(0) \in ]x, x + \varepsilon[\) and \(Z(T_1^-) \in ]x, x + \varepsilon[\), then \(Y = Z(T_1^-) - Z(0)\).

(ii) If \(Z(0) > x + \varepsilon\) and \(Z(T_1^-) \in ]x, x + \varepsilon[\), then \(Y = Z(T_1^-) - (x + \varepsilon)\). The symmetric case is obtained when \(Z(0) \in ]x, x + \varepsilon[\) and \(Z(T_1^-) > x + \varepsilon\). It yields \(Y = x + \varepsilon - Z(0)\).

(iii) If \(Z(0) > x + \varepsilon\) and \(Z(T_1^-) \leq x\), then \(Y = -\varepsilon\). The symmetric case is obtained when \(Z(0) \leq x\) and \(Z(T_1^-) > x + \varepsilon\). It yields \(Y = \varepsilon\).

(iv) If \(Z(0) \leq x\) and \(Z(T_1^-) \in ]x, x + \varepsilon[\), then \(Y = Z(T_1^-) - x\). The symmetric case is obtained when \(Z(0) \in ]x, x + \varepsilon[\) and \(Z(T_1^-) \leq x\). It yields \(Y = x - Z(0)\).

(v) If \(Z(0) > x + \varepsilon\) and \(Z(T_1^-) > x + \varepsilon\), then \(Y = 0\). The symmetric case is obtained when \(Z(0) \leq x\) and \(Z(T_1^-) \leq x\). It yields \(Y = 0\).

Note that in all cases \(|Y| \leq \varepsilon\). It follows from Equation (2.3) that

\[
E[Z(0)1_{]x,x+\varepsilon[}(Z(0))] \\
= \lambda E_N^{\varepsilon}[(Z(T_1^-) - Z(0))1_{]x,x+\varepsilon[}(Z(0))1_{]x,x+\varepsilon[}(Z(T_1^-))] \\
+ (Z(T_1^-) - (x + \varepsilon))1(Z(0) > x + \varepsilon)1_{]x,x+\varepsilon[}(Z(T_1^-)) \\
+ (x + \varepsilon - Z(0))1_{]x,x+\varepsilon[}(Z(0))1(Z(T_1^-) > x + \varepsilon) \\
+ \varepsilon\{1(Z(0) \leq x)1(Z(T_1^-) > x + \varepsilon) - 1(Z(0) > x + \varepsilon)1(Z(T_1^-) \leq x)\} \\
+ (Z(T_1^-) - x)1(Z(0) \leq x)1_{]x,x+\varepsilon[}(Z(T_1^-)) \\
+ (x - Z(0))1_{]x,x+\varepsilon[}(Z(0))1(Z(T_1^-) \leq x)]
\] (2.4)

Since in all the cases \(|Y| \leq \varepsilon\), one gets for the first term on the right-hand side of (2.4),

\[
|E_N^{\varepsilon}[(Z(T_1^-) - Z(0))1_{]x,x+\varepsilon[}(Z(0))1_{]x,x+\varepsilon[}(Z(T_1^-))]| \\
\leq \varepsilon E_N^{\varepsilon}[1_{]x,x+\varepsilon[}(Z(0))1_{]x,x+\varepsilon[}(Z(T_1^-))] \\
\leq \varepsilon E_N^{\varepsilon}[1_{]x,x+\varepsilon[}(Z(0))]
\]

and thus, from condition (2.1), we get

\[
\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} |E_N^{\varepsilon}[(Z(T_1^-) - Z(0))1_{]x,x+\varepsilon[}(Z(0))1_{]x,x+\varepsilon[}(Z(T_1^-))]| = 0.
\]

Using the same method one can show that all terms but the third one (iii) on the right-hand side of Equation (2.4) will vanish after dividing by \(\varepsilon\) and taking limits as \(\varepsilon \to 0\). Thus, the limit
exists and, after a simple conditioning on the left-hand side of (2.4), we have

$$h(x) = \frac{\mathbb{E}[Z'(0) \mathbb{1}_{\mathbb{R}}_{x+\varepsilon} Z(0)]}{\varepsilon},$$

(2.5)

$$= \lambda \mathbb{E}_N^0[1(Z(0) \leq x) 1(Z(T_i^-) > x) - 1(Z(0) > x) 1(Z(T_i^-) \leq x)].$$

If $g(T_i^-) = 1(Z(T_i^-) > x) \mathbb{E}[1(Z(0) \leq x) | Z(T_i^-)]$, then

$$\mathbb{E}_N^0[1(Z(0) \leq x) 1(Z(T_i^-) > x)] = \mathbb{E}_N^0[g(T_i^-)] = \mathbb{E}_N^0[g(0^-)],$$

by the $\theta_1$ invariance of $\mathbb{P}_N^0$. Thus,

$$\mathbb{E}_N^0[1(Z(0) \leq x) 1(Z(T_i^-) > x)] = \mathbb{E}_N^0[1(Z(0) \leq x) 1(Z(0^-) > x)],$$

and the result follows.

Substituting $1(Z(T_i^-) \leq x) = 1 - 1(Z(T_i^-) > x)$ and $1(Z(0) \leq x) = 1 - 1(Z(0) > x)$ into Equation (2.5), and using the invariance of the Palm probability yields

(2.6) $$h(x) = \frac{\mathbb{E}[Z'(0) | Z(0) = x]}{\lambda} = \lambda \mathbb{E}_N^0[1(Z(0^-) > x) - 1(Z(0) > x)].$$

Equation (2.6) has also been derived in [10].

Note that Equations (2.2), (2.5) and (2.6) are all rate conservation formulas. Equation (2.2) gives a conservation formula for the rate of crossings of level $x$ at discontinuity jump times and Equation (2.5) for the rate of crossings of level $x$ between discontinuity jumps.

In an ergodic context, we can interpret $\mathbb{E}_N^0[1(Z(0))]$ and $\mathbb{E}_N^0[1(Z(0^-))]$ respectively as

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n 1(Z(T_i))$$

and

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n 1(Z(T_i^-)).$$

Hence, Equations (2.2) and (2.5) also provide a practical method to evaluate the density of $(Z(t))_{t \in \mathbb{R}}$ by relating it to the empirical average number of upcrossings and downcrossings at level $x$ per time unit. This interpretation was first pointed out by Brill and Posner [4].

**Remark** (Brémaud, personal communication). For Proposition 2.1 to hold we have assumed that

(i) $\mathbb{P}_N^0(Z(0) = x) = \mathbb{P}_N^0(Z(0^-) = x) = 0$ holds.

(ii) $Z(t)$ admits a density with respect to $\mathbb{P}$ at $x$.

These two assumptions have implied the existence of the limit

$$\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \mathbb{E}[Z'(0) \mathbb{1}_{\mathbb{R}}_{x+\varepsilon} Z(0)].$$
In general, the existence of this limit, does not \textit{a priori} guarantee that $Z(0)$ admits a density with respect to $\mathbb{P}$. However, in most queueing applications, $(Z(t))_{t \in \mathbb{R}}$ evolves according to a differential equation of the form $\dot{Z} = f(Z)$ for some continuous function $f(\cdot)$. In this case

$$\lim_{t \to 0} \frac{1}{t} \mathbb{E}[Z'(0)\mathbf{1}_{t \leq x + t}(Z(0))] = f(x) \lim_{t \to 0} \frac{1}{t} \mathbb{E}[\mathbf{1}_{t \leq x + t}(Z(0))],$$

and thus $(Z(t))_{t \in \mathbb{R}}$ admits a density with respect to $\mathbb{P}$.

3. Applications of the rate conservation formula

We apply the rate conservation formula to derive a generalized Takács equation for the $GI/G/m/B$ queueing system and the residual service time distribution density for the $GI/GI/1/B$ queue. Further applications can be found in [5] where the joint distribution of the residual service time and the queue length for an $GI/GI/1/B$ queueing system is obtained.

3.1. Takács' equation. We consider a $GI/G/m/B$ queue ($m$ servers and a waiting room of size $B$) with a work conserving discipline. We assume that its workload $W(\cdot)$ satisfies Equation (2.1) for $x > 0$.

The arrival times to the system will be denoted by $(T_n)_{n \in \mathbb{N}}$ and we let $A_C = \Sigma_n \mathbf{1}_{C}(T_n)$, for $C$ Borel measurable. The arrival rate will be denoted by $\lambda$. We assume that the arrival process admits a $(\mathbb{P}, \mathcal{F})$-stochastic intensity $(\lambda_t)_{t \in \mathbb{R}}$, where $\mathcal{F} \supset \mathcal{F}_t^W$. We define

$$\lambda(W(0)) = \mathbb{E}[\lambda_0 \mid W(0)],$$

and, if $(\sigma_n)_{n \in \mathbb{N}}$ is the sequence of service times,

$$F(W(0^-), y) = \mathbb{E}_t^0 [\mathbf{1}_{(\sigma_0 \leq y)} \mid W(0^-)].$$

Let $W'(t)$ be the right-hand derivative of $W(t)$ and

$$r(W(0)) = -\mathbb{E}[W'(0) \mid W(0)]$$

be the system service rate (average number of busy servers given the workload). If we denote the workload density by $h(x)$, then Proposition 2.1 gives

(3.1) \hspace{1cm} h(x)r(x) = \lambda \mathbb{E}_t^0 [\mathbf{1}(W(0^-) \leq x)\mathbf{1}(W(0) > x)].

Equation (3.1) was obtained by Brill and Posner [4] for a $M/GI/1$ queue.

In what follows we derive Takács' equation for the $GI/m/B$ queueing system. From Equation (3.1),

(3.2) \hspace{1cm} h(x)r(x) = \lambda \mathbb{E}_t^0 [\mathbf{1}(W(0^-) \leq x)(1 - F(W(0^-), x - W(0)))],

and from Papangelou's theorem [1],

$$h(x)r(x) = \mathbb{E}[\lambda_0 \mathbf{1}(W(0) \leq x)(1 - F(W(0), x - W(0)))]$$

$$= \mathbb{E} [\lambda(W(0)) \mathbf{1}(W(0) \leq x)(1 - F(W(0), x - W(0)))]$$.
From the work conserving discipline assumption, \( r(x) > 0 \) for \( x > 0 \) and thus the last equation can be rewritten as

\[
h(x) = (1 - \rho) \frac{\lambda(0)}{r(x)} (1 - F(0, x)) + \frac{1}{r(x)} \int_0^x \lambda(w)(1 - F(w, x - w))h(w)dw,
\]

where \( 1 - \rho = \mathbb{P}(W(0) = 0) \). Equation (3.3) is the generalization of Takács' equation to the \( G/G/m/B \) queueing system.

3.2. Residual service times. Let \( R(t) \) be the residual service time at time \( t \) of a \( G/GI/1/B \) queueing system with a work conserving discipline. If the system is empty, \( R(t) = 0 \). Otherwise, \( R(t) \) is the remaining service time for the customer being served at time \( t \). \( R(t) \) has discontinuity jumps at departure times that do not leave behind an empty system and at the arrival times that find an empty system. These jump times form a point process \( N \). Hence, if \( \lambda \) is the arrival rate of non-blocked customers, \( R(t) \) has discontinuity jumps at a rate \( \lambda \). If we take \( Z(t) = R(t) \) in Proposition 2.1, it follows that the density \( h(\cdot) \) of \( R(t) \) exists and is given by

\[
h(x) = \lambda E_0 [1(R(0^-) \leq x)1(R(0) > x)].
\]

But if \( t = 0 \) is a discontinuity of \( R(t) \), it must be that \( R(0^-) = 0 \) and \( R(0) = \sigma_0 \) where \( \sigma_0 \) is the total amount of service required by the customer starting service at time 0. Hence, if \( F(x) \) is the distribution of \( \sigma_0 \), we get

\[
h(x) = \lambda(1 - F(x))
\]

as expected.

4. Rate conservation for the \( N/G/1/\infty \) queueing system

The \( N/G/1/\infty \) queueing system has been studied by Ramaswami in [13]. We begin by defining \( N \)-processes [11] by time changes on a Markov chain [5], [7].

4.1. Construction of \( N \)-processes via time changes. Let \( (X_t)_{t \in \mathbb{R}} \) be a positive recurrent Markov process in equilibrium taking values in \( \{1, \cdots, L, L + 1\} \) and let \( E = \{1, \cdots, L\} \). The intensity matrix of \( (X_t)_{t \in \mathbb{R}} \) partitioned according to \( E \) is given by

\[
\begin{pmatrix}
E & {L + 1} \\
{L + 1} & \begin{pmatrix}
Q & \alpha \\
\beta & -1
\end{pmatrix}
\end{pmatrix},
\]

where \( Q = (q_{lm}) \) is an \( L \times L \) substochastic intensity matrix, i.e., such that \( Q1 < 0 \) and \( q_{lm} \geq 0 \) for \( l \neq m \). Since \( (X_t)_{t \in \mathbb{R}} \) is positive recurrent, the \( L \times 1 \) column vector \( \alpha = (\alpha_i)_{1 \leq i \leq L} \) is such that \( Q1 + \alpha = 0 \) and the \( 1 \times L \) row vector \( \beta = (\beta_i)_{1 \leq i \leq L} \) is such that \( \beta1 = 1 \). Thus, if we let \( q_l = \sum_{m \neq l} q_{lm} \), then the rate out of state \( l \) is
where \( q_{l} + a_{l} \), i.e., the \( l \)th diagonal element in Equation (4.1), is equal to \(- (q_{l} + a_{l})\), \( 1 \leq l \leq L \).

Consider the additive functional

\[
B(s) = \int_{0}^{s} 1(X_{u} \neq L + 1) du.
\]

The above functional represents the time spent outside of state \( L + 1 \) by \((X_{t})_{t \in \mathbb{R}_{+}}\), up to time \( s \), \( s > 0 \). Its right- and left-continuous inverses are respectively denoted by \( \tau_{i} \) and \( \sigma_{i} \), i.e.,

\[
\tau_{i} = \inf \{ s : B(s) > t \}
\]

and

\[
\sigma_{i} = \inf \{ s : B(s) \geq t \}.
\]

It follows that the process \((Y_{t})_{t \in \mathbb{R}_{+}}\) defined by \( Y_{t} = X_{t}, \ t \geq 0 \), is a positive recurrent Markov process on \( E \) with intensity matrix \( Q + a \beta \) [5]. The equilibrium distribution of \((Y_{t})_{t \geq 0}\) will be denoted by \( \pi = (\pi_{e})_{e \in \mathcal{E}} \). The process \((Y_{t})_{t \in \mathbb{R}_{+}}\) will be referred to as the phase process (or simply the phase). The jumps of \((Y_{t})_{t \in \mathbb{R}_{+}}\) will be called phase transitions. Phase transitions can be of two types depending on whether or not they correspond to a stopping and restarting of the clock of the process \((X_{t})_{t \in \mathbb{R}_{+}}\). If a phase transition corresponds to a stopping and restarting of the clock, we say that it is a renewal transition. Otherwise, we say that it is a pure phase transition. In what follows, we define the N-process as a marked point process \((T_{n}, U_{n})_{n \in \mathbb{Z}}\). We begin by giving the probabilistic description of its jump times.

Consider \( L \) independent Poisson processes \( N^{1}, \ldots, N^{L} \) of respective rates \( \lambda_{1}, \ldots, \lambda_{L} \). We define the following point processes:

\[
(4.2) \quad A_{k} = \sum_{i=1}^{L} \int_{C} 1(Y_{t} = l) N^{i}(ds),
\]

\[
(4.3) \quad A_{k} = \sum_{t \in C} 1(Y_{t} \neq Y_{t}) 1(\sigma_{i} = \tau_{i}),
\]

\[
(4.4) \quad A_{C} = \sum_{t \in C} 1(\sigma_{i} \neq \tau_{i}),
\]

where \( C \) is a Borel set of \( \mathbb{R}_{+} \). The points of \( A^{q} \) correspond to pure phase transition times of \((Y_{t})_{t \in \mathbb{R}_{+}}\) and those of \( A' \) to renewal phase transition times. The process \( A^{p} \) is a doubly stochastic Poisson process. Its points are called Poisson arrivals. Note that \( A^{p}, A^{q} \) and \( A' \) have no common jumps.

Let \( A \) be the point process defined by

\[
A_{C} = A_{p} + A_{k} + A_{C},
\]

where \( C \) is a Borel set of \( \mathbb{R}_{+} \). The extension of \( A \) over the entire real line can be easily achieved. Thus, if \((T_{n})_{n \in \mathbb{Z}}\) is the sequence of jump times of \( A \) then \( A_{C} = \sum_{n} 1(T_{n} \in C) \), where \( C \) is now a Borel set of the real line and \((T_{n})_{n \in \mathbb{Z}}\) is obtained by merging the jumps of \( A^{p}, A^{q} \) and \( A' \). Next, we define the sequence of marks of an N-process.
Let \((U_n)_{n \in \mathbb{Z}}\) be a sequence of random variables taking values in \(\mathbb{N}\) with the following conditional distributions:

\[
\begin{align*}
  b_l(n) &= \mathbb{E}_0^n [1(U_0 = n) \mid Y_0 = l], \\
  a_{lm}^q(n) &= \mathbb{E}_0^n [1(U_0 = n) \mid Y_0 = l, Y_0 = m], \quad \text{if } l \neq m, \\
  a_{ll}^q(n) &= 0, \quad \text{if } n > 0, \\
  a_{ll}^q(0) &= 1, \\
  a_{lm}^r(n) &= \mathbb{E}_0^n [1(U_0 = n) \mid Y_0 = l, Y_0 = m].
\end{align*}
\]

(4.5)

Thus, \(b_l(n), 1 \leq l \leq L,\) is the probability that the mark of a Poisson arrival when the phase is \(l\) is equal to \(n, n \geq 0.\) We can assume without loss of generality that \(b_l(0) = 0.\) If \(1 \leq l, m \leq L,\) then \(a_{lm}^q(n)\) is the probability that the mark of an arrival at a renewal phase transition from \(l\) into \(m\) is equal to \(n, n \geq 0.\) Similarly, for \(l \neq m,\) \(a_{lm}^q(n)\) is the probability that the mark of an arrival at a pure phase transition from \(l\) into \(m\) is equal to \(n, n \geq 0.\)

We can now formally define the \(\mathcal{N}\)-process.

**Definition 4.1.** The marked point process \((T_n, U_n)_{n \in \mathbb{Z}}\) is called an \(\mathcal{N}\)-process.

Intuitively, an \(\mathcal{N}\)-process is obtained as follows. When \(Y_t = l,\) there are group arrivals at a Poisson rate \(\lambda_l.\) Furthermore, there will also be a group arrival at every phase transition. In all cases, the group size of an arrival is conditionally independent of the arrival process given the phase transition and the arrival time.

**4.2. A basic result for \(\mathcal{N}\)-processes.** In [11] it is shown that the moment generating function of \(N_{[0, t]} (\text{number of arrivals in } [0, t])\) is of the form

\[
P(t, z) = \sum_{n \geq 0} z^n \mathbb{E}[1(N_{[0, t]} = n)] = \pi \exp\{R(z)t\}1.
\]

(4.6)

The matrix \(R(z)\) will be called the generating matrix of the \(\mathcal{N}\)-process. In what follows we characterize this generating matrix.

The \(z\)-transforms of \((b_l(n))_{n \geq 0}\) and \((a_{lm}^q(n))_{n \geq 0}\) are respectively denoted by \(\tilde{b}_l(z)\) and \(\tilde{a}_{lm}^q(z), \quad k = q, r.\) Let \(\tilde{B}(z)\) be the diagonal matrix with entries \(\tilde{b}_l(z), \ldots, \tilde{b}_L(z).\) Similarly, for \(k = q, r,\) let \(\tilde{A}(z)\) be the matrix with entries \(\tilde{a}_{lm}^k(z), 1 \leq l, m \leq L.\) In [11] it is shown that the generating matrix \(R(z)\) is given by

\[
R(z) = \lambda(\tilde{b}(z) - I) + Q \odot \tilde{a}(z) + \alpha \beta \odot \tilde{a}(z),
\]

where \(\odot\) denotes the entrywise matrix product.

**4.3. The \(N/GI/1/\infty\) queueing system.** The arrival process to an \(N/GI/1/\infty\) queue is an \(\mathcal{N}\)-process \((T_n, U_n)_{n \in \mathbb{Z}},\) where \((T_n)_{n \in \mathbb{Z}}\) and \((U_n)_{n \in \mathbb{Z}}\) are, respectively, the sequences of arrival times and their corresponding group size. The packet service times are independent of the arrivals and of each other and have a distribution \(F(\cdot).\) Group arrivals are processed on a FCFS basis, with random order within a group.
The system workload is denoted by $W(t)_{t \in \mathbb{R}}$. Takács' equation characterizes the system workload distribution density as the solution of an integral equation. Its solution in the transform domain for the $M/GI/1/\infty$ system is a classical result in queueing theory [8]. A detailed study of $N/GI/1/\infty$ queueing systems has been carried out in [13] using matrix geometric methods [12].

4.4. The solution to Takács' equation. In this section we derive Takács' equation using rate conservation arguments for the $N/GI/1/\infty$ queueing system. We achieve this by applying Equation (2.6) to the process

$$Z(t) = W(t)1(Y_t = m).$$

Finally, we obtain the Takács equation in the transform domain.

Let $\Delta$ be the point process generated by the discontinuity jumps of $(Z(t))_{t \in \mathbb{R}}$. Its rate will be denoted by $\lambda_\Delta$. If

$$H(x, m) = \mathbb{P}(W(0) \leq x, Y_0 = m), \quad x > 0,$$

we have from Equation (2.6)

$$\frac{dH(x, m)}{dx} = \lambda_\Delta \mathbb{E}_0^X[1(W(0) > x)1(Y_0 = m) - 1(W(0^-) > x)1(Y_0^- = m)].$$

Since

$$1(W(0) > x)1(Y_0 = m) = \sum_{n \geq 0} 1(W(0) > x)1(Y_0 = m)1(U_0 = n),$$

we have to evaluate the expression $\lambda_\Delta \mathbb{E}_0^X[1(W(0) > x)1(Y_0 = m)1(U_0 = n)]$.

Let $F_n(\cdot)$ denote the $n$-fold convolution of $F(\cdot)$. We have

$$\lambda_\Delta \mathbb{E}_0^X[1(W(0) > x)1(Y_0 = m)1(U_0 = n)]$$

$$= \lambda_\Delta \mathbb{E}_0^X[1(Y_0 = m)1(U_0 = n)]$$

$$- \lambda_\Delta \mathbb{E}_0^X[F_n(x - W(0^-))1(Y_0 = m)1(U_0 = n)].$$

Furthermore, from the exchange formula [1], the second term on the right-hand side of Equation (4.9) becomes

$$\lambda_\Delta \mathbb{E}_0^X[F_n(x - W(0^-))1(Y_0 = m)1(U_0 = n)]$$

$$= \lambda_{\Delta^*} \mathbb{E}_0^X[F_n(x - W(0^-))1(Y_0 = m)1(U_0 = n)]$$

$$+ \lambda_{\Delta^*} \mathbb{E}_0^X[F_n(x - W(0^-))1(Y_0 = m)1(U_0 = n)]$$

$$+ \lambda_{\Delta^*} \mathbb{E}_0^X[F_n(x - W(0^-))1(Y_0 = m)1(U_0 = n)].$$

We compute each one of the terms on the right-hand side of Equation (4.10). For the first term, applying Papangelou's theorem to $A^p$, we have...
\[
\lambda_{\mathcal{A}} E_2^0 [F_n(x - W(0^-))1(Y_0 = m)1(U_0 = n)] = \lambda_{\mathcal{A}} b_m(n) E_2^0 [F_n(x - W(0^-))1(Y_0 = m)]
\]
(4.11)
\[
= \lambda_{\mathcal{A}} b_m(n) E[F_n(x - W(0))1(Y_0 = m)].
\]

For the second term, applying Papangelou’s theorem to \( \mathcal{A} \),
\[
\lambda_{\mathcal{A}} E_2^0 [F_n(x - W(0^-))1(Y_0 = m)1(U_0 = n)] = \lambda_{\mathcal{A}} \sum_{l \neq m} a_{lm}^2(n) E_2^0 [F_n(x - W(0^-))1(Y_0 = l)1(Y_0 = m)]
\]
(4.12)
\[
= \sum_{l \neq m} q_{lm} a_{lm}^2(n) E[F_n(x - W(0))1(Y_0 = l)].
\]

The third term on the right-hand side of (4.10) is computed in a similar fashion:
\[
\lambda_{\mathcal{A}} E_2^0 [F_n(x - W(0^-))1(Y_0 = m)1(U_0 = n)] = \lambda_{\mathcal{A}} \sum_{l} a_{lm}^1(n) E_2^0 [F_n(x - W(0^-))1(Y_0 = l)1(Y_0 = m)]
\]
(4.13)
\[
= \sum_{l} \alpha_{l}\beta_{m} a_{lm}^1(n) E[F_n(x - W(0))1(Y_0 = l)].
\]

The first term of the right-hand side of Equation (4.9) can be obtained by letting \( x \to \infty \) in Equations (4.11), (4.12) and (4.13). One gets, after summing over \( n \),
\[
\lambda_{\mathcal{A}} E_2^0 [1(Y_0 = m)] = \pi_m \lambda_m + \sum_{l \neq m} \pi_I q_{lm} + \sum_{l} \pi_I \alpha_{l}\beta_{m}.
\]
(4.14)

Therefore, combining Equations (4.11), (4.12), (4.13) and (4.14),
\[
\lambda_{\mathcal{A}} E_2^0 [1(W(0) > x)1(Y_0 = m)] = \pi_m \lambda_m + \sum_{l \neq m} \pi_I q_{lm} + \sum_{l} \pi_I \alpha_{l}\beta_{m}
\]
\[
- \sum_{n \geq 0} \left( \lambda_{\mathcal{A}} b_m(n) E[F_n(x - W(0))1(Y_0 = m)] + \sum_{l \neq m} q_{lm} a_{lm}^2(n) E[F_n(x - W(0))1(Y_0 = l)] + \sum_{l} \alpha_{l}\beta_{m} a_{lm}^1(n) E[F_n(x - W(0))1(Y_0 = l)] \right).
\]
(4.15)

Similarly,
\[
\lambda_{\mathcal{A}} E_2^0 [1(W(0^-) > x)1(Y_0 = m)] = \lambda_{\mathcal{A}} E_2^0 [1(W(0^-) > x)1(Y_0 = m)] + \lambda_{\mathcal{A}} E_2^0 [1(W(0^-) > x)1(Y_0 = m)]
\]
\[
+ \lambda_{\mathcal{A}} E_2^0 [1(W(0^-) > x)1(Y_0 = m)]
\]
(4.16)
\[
= (\lambda_m + q_m + \alpha_m)((\pi_m - E[1(W(0) \leq x)]1(Y_0 = m))].
\]

Note that since \( q_{mm} = -(q_m + \alpha_m) \),
\[ \pi_m \lambda_m + \sum_{j \neq m} \pi_j q_{lm} + \sum_i \pi_i \alpha_i \beta_m - \pi_m (\lambda_m + q_m + \alpha_m) = 0, \]

and thus, Equation (4.8) finally becomes
\[
\frac{dH(x, m)}{dx} = (\lambda_m + q_m + \alpha_m)H(x, m)
\]
\[
+ \sum_{n \neq 0} \int_{\mathbb{R}} F_n(x - w) \left( \lambda_m b_m(n)H(dw, m) + \sum_{l \neq m} q_{lm} a_m^l(n)H(dw, l) + \sum_i \alpha_i \beta_m a_m^l(n)H(dw, l) \right).
\]

Equation (4.17) is in fact Takács’ equation. A more compact form is obtained taking transforms on both sides of Equation (4.17). For that purpose we define
\[
\hat{H}(u, m) = \int_{\mathbb{R}} e^{-uw} H(dw, m),
\]
\[
\hat{F}(u) = \int_{\mathbb{R}} e^{-uw} F(dw).
\]

Then, one gets
\[
u[\hat{H}(u, m) - H(0, m)] = -\lambda_m [\hat{b}_m(\hat{F}(u)) - 1] - \sum_i \hat{H}(u, l)[\hat{q}_{lm} a_m^l(\hat{F}(u)) + \alpha_i \beta_m a_m^l(\hat{F}(u))].
\]

(4.18)

If we let \( \hat{H}(u) = (\hat{H}(u, 1), \cdots, \hat{H}(u, L)) \) and \( H(0) = (H(0, 1), \cdots, H(0, L)) \), Equation (4.18) becomes
\[
u[\hat{H}(u) - H(0)] = -\lambda \hat{b}(\hat{F}(u)) - I + Q \circ \alpha^c(\hat{F}(u)) + \alpha \beta \circ \alpha^c(\hat{F}(u)).
\]

(4.19)

Finally, from Equation (4.7),
\[
\hat{H}(u)[uI + R(\hat{F}(u))] = uH(0),
\]
which implies \( \hat{H}(0) = H(0) \) and for \( u > 0 \),
\[
\hat{H}(u) = uH(0)[uI + R(\hat{F}(u))]^{-1}.
\]

(4.20)

Equation (4.20) is the transform form of the Takács’ formula for the \( N/G/1/\infty \) system. It has been derived in [13] using a more elaborate approach.

In particular, letting \( \alpha_j = 0, a_j^k(n) = 0 \) for \( n > 0 \), and \( k = q, r \) and \( b_i(z) = z \), i.e. the Markov modulated case, we get
\[
\hat{H}(u) = uH(0)[uI + Q - (1 - \hat{F}(u))\lambda]^{-1}.
\]

5. Conclusion

The rate conservation formula we derived in this paper has a simple intuitive interpretation. The rate out of a state of a real stochastic process with jump discon-
tinuities is equal to the average number of upcrossings minus the average number of downcrossings of that state by the process per time unit.

The practical importance of this result can be seen in the context of monitoring integrated telecommunication networks. For instance, assume that one wishes to monitor the packet delay at a network node. This delay can be studied by considering the node workload. For voice and video connections, average delays are not sufficient for an accurate quality assessment. Thus, one needs to monitor delay distributions. The rate conservation formula introduced provides an empirical method for the computation of the system delay distribution density by counting the upcrossings and downcrossings of the load levels per time unit.

This result is particularly useful for processes that leave any given state at a constant rate \( Z'(0) = \text{constant} \). For instance, explicit results could be obtained for the residual service time density of a \( G/GI/1/B \) queueing system because \( R'(0) = -1 \). We derived a generalized Takács formula for the \( G/G/m/B \) system but no explicit solution was provided. The difficulty here lies in the evaluation of the function \( r(-) \). Finally, the rate conservation formula was applied for a compact derivation of the waiting time distribution of the \( N/GI/1/\infty \) queueing system.
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