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Abstract—In noncooperative networks users make control deci-
sions that optimize their individual performance objectives. Nash
equilibria characterize the operating points of such networks.
Nash equilibria are generically inefficient and exhibit suboptimal
network performance. Focusing on routing, a methodology is
devised for overcoming this deficiency, through the intervention
of the network manager. The manager controls part of the
network flow, is aware of the noncooperative behavior of the users
and performs its routing aiming at improving the overall system
performance. The existence ofmaximally efficient strategies for
the manager, i.e., strategies that drive the system into the global
network optimum, is investigated. A maximally efficient strategy
of the manager not only optimizes the overall performance of
the network, but also induces an operating point that is efficient
with respect to the performance of the individual users (Pareto
efficiency). Necessary and sufficient conditions for the existence
of a maximally efficient strategy are derived, and it is shown
that they are met in many cases of practical interest. The
maximally efficient strategy is shown to be unique and it is
specified explicitly.

Index Terms—Nash equilibria, networking games, network
management, routing.

NOMENCLATURE

Set of links.
Set of links receiving flow from
user .
Set of self-optimizing users.
Set of all users.
Set of users sending flow on link.
Capacity of link .
Capacity configuration.
Total network capacity.
Capacity of link seen by user.
Throughput demand of user.
Total demand of the followers.
Total follower and manager de-
mand.
Flow of user on link .

Manuscript received June 14, 1995; revised May 16, 1996; approved by
IEEE/ACM TRANSACTIONS ON NETWORKING Editor U. Shankar. This work
was supported by the Office of Naval Research under Contract N00014-90-J-
1289.

Y. A. Korilis is with Bell Labs/Lucent Technologies, Holmdel, NJ 07733
USA.

A. A. Lazar is with the Department of Electrical Engineering, Columbia
University, New York, NY 10027 USA.

A. Orda is with the Department of Electrical Engineering and the S. Neaman
Institute, Technion–Israel Institute of Technology, Haifa 32000, Israel.

Publisher Item Identifier S 1063-6692(97)01636-1.

Routing strategy of user.
Routing strategy profile.
Strategy profile of all users except
the th.
Total flow on link .
Cost of user under profile .
Total cost under profile.
Network optimum.
Total cost at the network optimum.
Lagrange multiplier for the net-
work optimum.
Nash equilibrium of followers un-
der manager strategy .
Leader threshold.

I. INTRODUCTION

CONTROL DECISIONS in large scale networks are of-
ten made by each user independently, according to its

own individual performance objectives.1 Such networks are
henceforth callednoncooperative, and game theory [1], [2]
provides the systematic framework to study and understand
their behavior. The operating points of a noncooperative
network are theNash equilibriaof the underlying game, that
is, the points where unilateral deviation does not help any
user to improve its performance. Game theoretic models have
been employed in the context of flow control [3]–[6], routing
[7], [8] and virtual path bandwidth allocation [9] in modern
networking. These studies mainly investigate the structure of
the Nash equilibria and provide valuable insight into the nature
of networking under decentralized and noncooperative control.

Nash equilibria are generically inefficient [10] and exhibit
suboptimal network performance. This deficiency can be over-
come with the intervention of a network agent, namely the
network designer or manager, that architects the network
so that the resulting equilibria are efficient according to
some systemwide criterion. In essence, the designer/manager
architects the Nash equilibria by setting the rules of the
networking game. Various methods have been proposed for
architecting Nash equilibria.

1) Through pricing mechanisms. In [11], [12], pricing
strategies that lead to efficient usage of network re-
sources are investigated.

1The term “user” may refer to a network user itself or, in case that the
user’s traffic consists of multiple connections, to individual connections that
are controlled independently.
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2) By regulating service disciplines. In [13], it is shown
that a proper queue scheduling discipline can guarantee
an equilibrium point with desirable properties.

3) Through proper network design. In [14], it is shown that,
by making appropriate topology design and capacity
allocation decisions, the network designer can choose
a systemwide efficient equilibrium.

The above approaches demand either the addition of a new
component to the networking structure, such as prices, or else
a priori design decisions on the resource configuration and/or
the service disciplines of the network. In the present study, we
propose a method for architecting noncooperative equilibria
in the run time phase, i.e., during the actual operation of
the network. This approach is based on the observation that,
apart from the flow generated by the self-optimizing users,
typically, there is also some network flow that is controlled
by a central entity, that will be referred to as the “manager.”
Typical examples are the traffic generated by signaling and/or
control mechanisms, as well as traffic of users that belong to
virtual networks. The manager attempts to optimize the system
performance, through the control of its portion of the flow.

The role of the manager in a noncooperative network is
investigated using routing as a control paradigm. The network
is shared by a set of noncooperative users, each shipping its
flow in a way that optimizes its individual performance objec-
tive. The noncooperative routing scenario applies to various
modern networking environments. The Internet Protocol (both
IPv4 and the current IPv6 Specification), for example, provides
the option of source routing [15], [16], that enables the user to
determine the path(s) its flow follows from the source to the
destination. Another example is the flexible routing service
as specified in the Q.1211 CCITT Recommendation for the
standardized capability set of Intelligent Networks (IN CS-
1) [17]. One of the goals of this service is to route calls
over particular facilities based on the subscriber’s routing
preference list or distribution algorithm. Flexible routing was
one of the services that were successfully implemented in
Ameritech’s AIN 0.0 technical trial, in April 1992 [18].

The manager has the following goals and capabilities: 1) it
aims to optimize the overall network performance according
to some systemwide efficiency criterion and 2) it is cognizant
of the noncooperative behavior of the users and performs its
routing based on this information. The first property makes
the manager just another user, whose performance objective
coincides with that of the network. The second property,
however, enables the manager to predict the response of the
noncooperative users to any routing strategy that it chooses,
and hence determine a strategy that would pilot them to an op-
erating point that optimizes the overall network performance.
Instead ofreacting to the routing strategies of the users, the
managerfixesthis optimal strategy and lets the users converge
to their respective equilibrium. This is a typical scenario of a
Stackelberg game[1], where the manager acts as aleader, that
imposes its strategy on the self-optimizing users that behave
as followers.2 Stackelberg strategies have been investigated in

2The terms “manager” and “leader,” as well as “users” and “followers,”
will be used interchangeably.

the context of flow control in [19], and routing in [20]. In these
references, however, the leader was a selfish user concerned
about its own rather than the system’s performance.

As an application of the proposed management scheme,
consider, for example, a metropolitan-area network (MAN),
where various institutions and organizations route their flows
independently, according to certain performance criteria. An
organization, however, may choose to request from the MAN
provider a set of guaranteed and preassigned virtual paths
(VP’s) for the use of its own customers, building this way
a virtual private network (VPN). While individual user flows
might be controlled independently within the VPN, it is the
task of the network provider to determine the routing of the
VP’s that compose the VPN. The network provider can, then,
act as “the manager,” and implement the VPN in a way that
optimizes the overall performance of the network.

We investigate the existence of routing strategies of the
manager that drive the system to the network optimum, i.e., to
the point that corresponds to the solution of a routing problem,
in which the manager has full control over theentire flow
offered to the network. Such a strategy is called amaximally
efficientstrategy of the manager. As will be explained in the
sequel, a maximally efficient strategy of the manager not only
optimizes the overall performance of the network, but also
drives the system to an operating point that is efficient from
the perspective of the individual users, in the sense that there
is no other point that improves the grade-of-service (GoS)
received by a user without degrading the performance of some
other user (Pareto efficiency). Intuitively, one would expect
that the manager cannot enforce the network optimum, since
it controls only part of the flow, while the rest is controlled
by noncooperative users. Surprisingly, this study shows that
in many cases the manager does have this capability.

The methodology will be developed for a simple network
consisting of a common source and a common destination
node interconnected by a number of parallel links. Systems
of parallel links, albeit simple, represent an appropriate model
for seemingly unrelated networking problems. Consider, for
example, a network in which resources are preallocated to
various routing paths that do not interfere. Such scenaria are
common in modern networking. In broadband networks, for
instance, bandwidth is separated among different virtual paths,
resulting effectively in a system of parallel and noninterfering
“links” between source/destination pairs. Moreover, to reduce
the complexity of routing mechanisms, the network might
present the users with a limited set of paths between source and
destination, hiding the underlying physical topology. Another
example is that of a corporation or organization that receives
service from a number of different network providers. The
corporation can split its total flow over the various network
facilities (according to performance and cost considerations),
each of which can be represented as a “link” in the parallel
link model. Finally, it should be noted that routing, as a
control paradigm, applies not only to the allocation of paths to
messages and connections in communication networks, but in
fact to any problem of splitting load among several resources,
e.g., distribution of tasks among multiple processors. Consider,
for example, a multimedia network with several servers that
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are shared by the network customers: each customer distributes
its applications among the servers, while competing with the
other customers on the common available resources, result-
ing in effect with a routing game. Modeling each resource
(e.g., multimedia server) as a “link,” the parallel links model
considered in our study fits well such scenaria.

We derive anecessary and sufficientcondition that guaran-
tees that the manager can enforce an equilibrium that coincides
with the network optimum. The condition requires that the
flow controlled by the manager exceeds a certain threshold.
When this condition is satisfied, we show that the maximally
efficient strategy of the manager is unique and we specify its
structure explicitly. Finally, we investigate the dependency of
the manager’s threshold on the number of the users and their
traffic characteristics.

An important question is then in place: In practice, does the
manager control enough flow to meet the required threshold?
Our analysis indicates that under moderate and heavy load
conditions, the manager’s threshold is small compared to the
total flow of the self-optimizing users.3 Therefore, in most
practical cases of interest (moderate/heavy loading conditions)
the manager is able to achieve, through limited control, the
same system performance as in the case of centralized control.
When, on the other hand, the manager does not have enough
traffic to enforce the network optimum, our analysis provides
guidelines for actions that it can take in order to meet the
required threshold.

The outline of the paper is the following. In Section II, we
present the parallel links model and formulate the problem.
Section III gives an outline of the main results. The structure
of the network optimum and Nash equilibrium are briefly
described in Section IV. In Section V, we investigate the
simplest Stackelberg routing game, where, except for the
manager, there is a single self-optimizing user. The gen-
eral multifollower Stackelberg routing game is presented in
Section VI. Some practical issues are discussed in Section VII,
while Section VIII summarizes the results and delineates their
implications.

II. M ODEL AND PROBLEM FORMULATION

We consider a set of users, that share a
set of communication links, interconnecting a
common source to a common destination node. The users are
noncooperative, in the sense that each user routes its flow in a
way that optimizes its individual performance objective. Apart
from the flow generated by the noncooperative users, there
is also some flow whose routing is controlled by a central
network entity, i.e., the manager. For the sake of uniform
notation, the manager will also be referred to as user 0. Let

.
Let be the capacity of link the capacity

configuration, and the total capacity of the
system of parallel links. We assume that . Each
user has a throughput demand that is some process
with average rate . Without loss of generality, we
assume that the throughput demands of the noncooperative

3More precisely, the threshold decreases as the flow of the users increases.

users satisfy . Let denote
the total throughput demand of the noncooperative users, and

the total demand offered to the network. We
assume that the system of parallel links can accommodate the
total demand, i.e., that .

User ships its flow by splitting its demand over the
set of parallel links. Let denote the expected flow that user
sends on link . The user flow configuration
is called a routingstrategyof user and the set

of strategies that
satisfy the user’s demand is called the strategy space of user.
The system flow configuration is called a
routingstrategy profileand takes values in the product strategy
space .

The GoS that the flow of user receives is quantified
by means of a cost function . is the cost of
user under strategy profile; the higher is, the lower
the GoS provided to the flow of the user. We consider cost
functions that are the sum of link cost functions

(1)

where is the average delay on linkand depends only
on the total flow on that link. The average
delay should be interpreted as a generalcongestion costper
unit of flow, that encapsulates the dependence of the quality
of service provided by a finite capacity resource on the total
load offered to it (see [12] for a related discussion). In the
present paper, we concentrate on congestion costs of the form

(2)

that are typical in various practical routing algorithms [21],
[22].4

The total cost of the network depends only on the link
flow configuration

(3)

Since is a convex function of
, there exists aunique link flow configuration
—with and —that minimizes

the total cost. This is the solution of the classical routing
optimization problem, where the routing of all flow (generated
by both the noncooperative users and the manager) in the
network is centrally controlled, and will be referred to as the
network optimal link flow configuration, or for simplicity as
thenetwork optimum. The Kuhn–Tucker optimality conditions
[23], imply that is the network optimum if and
only if there exists a (Lagrange multiplier) , such that

4Note that (2) describes the M/M/1 delay function. Therefore, if we assume
that the delay characteristics of each link can be approximated by an M/M/1
queue,Ji(f)=ri is the average time-delay that the flow of useri experiences
under strategy profilef . Similarly if J(f) is the total cost of the network,
J(f)=R is the average time-delay experienced by the total flow offered to the
network.
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for every link

if (4)

if (5)

Let denote the minimal total cost, that is achieved at the
network optimum . Then, for any strategy profile

, we have .

A. Noncooperative Users

Each user aims to find a routing strategy that
minimizes its cost , or equivalently its average time-delay.
This optimization problem depends on the routing decisions
of the manager and the other users, described by the strategy
profile , since is a
function of the system flow configuration.

As already explained, the routing strategy of the manager
is fixed, as long as the set of noncooperative users and their
throughput demands do not change. Throughout this section
we assume that the manager employs strategy, according
to some criterion that will be presented in the sequel. Each
noncooperative user, on the other hand, adjusts its routing
strategy to the actions of the other noncooperative users,
in order to minimize its cost. This self-optimizing mode of
operation leads to a dynamic behavior that can be modeled as
a noncooperative game. Any operating point of the network is
a Nash equilibrium of this game, i.e., a strategy profile of
the noncooperative users, from which no user finds it beneficial
to unilaterally deviate. These operating points depend on the
manager’s strategy . Hence, given that the manager employs
strategy , strategy profile is a Nash equilibrium
of the user routing game if

(6)

From the perspective of the users, the manager merely
reduces the capacity of each linkby . Therefore, the
user routing game is equivalent to the routing game in a
system of parallel links with capacity configuration . As
shown in [8], this routing game has auniqueNash equilibrium.
Hence, any strategy of the manager induces a unique Nash
equilibrium of the noncooperative users, that will be
denoted by .

Given a strategy profile of the other users in , the cost
of user , as defined by (1) and (2), is a convex function of
its strategy . Hence, the minimization problem in (6) has a
unique solution. The Kuhn–Tucker optimality conditions, then,
imply that is the optimal response of userto if and
only if there exists a (Lagrange multiplier) , such that, for
every link , we have

if (7)

if (8)

Therefore, is the Nash equilibrium of the self-
optimizing users induced by strategy of the manager, if

and only if there exist , such that the optimality
Conditions (7)–(8) are satisfied for all .

The function that assigns to each strategy
of the manager the induced equilibrium of the user routing
game is called theNash mapping. From [14, Theorem 3.3], it
follows that the Nash mapping is continuous.

B. The Role of the Manager

The manager has knowledge of the noncooperative behavior
of the users, that enables it to determine the Nash equilibrium

induced by any routing strategy that it chooses.
Being a central network entity, the manager either has the
necessary information available, or can obtain it by monitoring
the behavior of the users. This way, the manager can determine
a routing strategy of its own flow that gives rise to a Nash
equilibrium that is optimal, according to some systemwide ef-
ficiency criterion. Therefore, the manager acts as a Stackelberg
leader, that imposes its strategy on the self-optimizing users
that behave as followers. The presence of sophisticated users
that can acquire information about the self-optimizing behavior
of the other users and become Stackelberg leaders, in order
to optimize their own performance, is in general undesirable.
The manager, however, aims at optimizing the overall network
performance, thus it plays a social rather than a selfish role.

The goal of the manager is to find a routing strategy of its
own flow that drives the system to the network optimum, i.e.,
a strategy such that if , then
for all . Any such strategy of the manager achieves the
minimal total cost and, therefore, leads to the most efficient
utilization of network resources. Accordingly, let us introduce
the following:

Definition 1: Let be a strategy of the manager and
. Strategy is calledmaximally efficientif it

achieves the network optimum, i.e., if .
An important question is then in place. Maximally efficient

strategies of the manager do optimize the overall network
performance; but what happens with the performance of the
individual users? To address this question, we need to intro-
duce the notion of efficiency at the user level. A standard
criterion used in game theory to express this type of efficiency
is Pareto efficiency. A strategy profile is calledPareto
efficient (or optimal)if there is no other strategy profile
such that when moving from to : 1) all users do at least
as well, i.e., , for all , and 2) at least
one user does strictly better, i.e., there is a user
for which . Clearly, Pareto efficiency is a
desirable property for the operating point of the network.
Noncooperative equilibria, however, are generically Pareto
inefficient [10]. Let us now explain that maximally efficient
strategies of the manager drive the network to Pareto efficient
operating points.

Assume that is the operating point induced
by a maximally efficient strategy of the manager. To see that

is Pareto efficient, assume that there exists another strategy
profile that satisfies Conditions 1) and 2) above. Then

, which is
a contradiction, since is the cost achieved at the network
optimum. Therefore we have the following:
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Proposition 1: A maximally efficient strategy of the
manager induces a Pareto efficient operating point

.
Continuity of the Nash mapping implies that

is continuous in , thus it attains its minimum in
the compact set . Therefore, anoptimal strategy of the
manager always exists. Existence of a maximally efficient
strategy, however, cannot be guaranteed in general. Evidently,
if a maximally efficient strategy exists, then it is an optimal
strategy of the manager. In the following sections, we derive
necessary and sufficient conditions that guarantee existence
of a maximally efficient strategy of the manager. Before we
proceed with the analysis, let us present an informal summary
of the main results.

III. OUTLINE OF RESULTS

1) In the special case of a single user, the manager can
always enforce the network optimum, and its maximally
efficient strategy is specified explicitly.

2) In the general case of any number of users, the manager
can enforce the network optimum if and only if its
demand is higher than some threshold, in which case
the manager’s maximally efficient strategy is specified
explicitly.

3) The threshold is feasible, in the sense that the total
demand of the users plus is lower than the total
capacity of the network. Thus, for every set of users
(whose total demand is less than the total capacity

) there are managers that can enforce the network
optimum.

4) In heavily loaded networks it is “easy” for the manager
to enforce the network optimum (i.e., the threshold
is small).

5) As the number of users increases, it becomes harder for
the manager to enforce the network optimum (i.e., the
threshold increases).

6) The higher the difference in the throughput demands of
any two users, the easier it becomes for the manager to
enforce the network optimum.

IV. PRELIMINARY STRUCTURAL RESULTS

The structure of the Nash equilibrium in a system of parallel
links shared by noncooperative users has been investigated
in [8] and [14]. The results of these references can be readily
applied to characterize the structure of the network optimum
and the Nash mapping. In this section we briefly present the
related results without proofs.

Let us first consider the network optimum . The
flow on link , is decreasing in the link number .
Therefore, there exists some link , such that for

and for . The threshold is determined
by

(9)

where

(10)

and . Note that
implies that for all .

Using the optimality Conditions (4)–(5), it can be easily
verified that

(11)

with equality holding if and only if . Moreover,
writing (4) as , and summing over any
set of links , we have

(12)

Finally, the network optimum is given by [14]

(13)

Let us now consider the Nash equilibrium of
the users that is induced by strategyof the manager. In order
to characterize the structure of , it suffices to determine the
best reply of user to the strategies of the other users
and the manager that are described by. For any link ,
let denote the residual capacity of
the link as seen by user. Then, can be determined as the
network optimum for a system of parallel links with capacity
configuration . Therefore,assumingthat

(14)

the flow is decreasing in the link number . This implies
that there exists some link , such that for and

for . The threshold is determined by

(15)

where, similarly to (10)

(16)

and . (14) implies
that for all .

Similarly to (13), the best reply of user to strategy
profile of the other users in is given by

(17)

Equations (16) and (17) indicate that the information user
needs to determine its best replyto any strategy profile
is the residual capacity seen by the user on every link ,
and not a detailed description of . In practice, information
about the residual capacities can be acquired by measuring the
link delays through an appropriate estimation technique.

V. SINGLE-FOLLOWER STACKELBERG ROUTING GAME

In this section we consider the simplest case of a Stackelberg
routing game, where the network is shared by a single self-
optimizing user and the manager. The simplicity of
this model will allow us to elucidate both the intuition behind
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the structure of the manager’s maximally efficient strategy
and the methodology to derive it. Moreover, the results of
this section provide the foundation for the analysis of the
general Stackelberg routing game that will be carried out in
the following section. The proofs of all results in this section
are presented in Appendix A.

First we investigate the structure of a maximally efficient
strategy of the manager, provided that one exists. Then, we
establish existence of a maximally efficient strategy. Before
we proceed, let us define

(18)

and . Using (4) and (10), it
is easy to see that

(19)

thus

(20)

The following lemma shows that if a maximally efficient
strategy of the manager exists, then it is unique.

Lemma 1: In the single-follower Stackelberg routing game,
if there exists a maximally efficient strategy of the manager,
then it is unique and is given by

(21)

where is determined by

(22)

If a maximally efficient strategy of the manager exists,
then, (21) implies that the best reply of the follower is

(23)

Therefore, is the set of links over which the
follower sends its flow, when the manager implements.
According to (21), the manager: 1) sends flow, on every
link that will not receive any flow from the follower and 2)
splits the rest of its flow among the links that will receive flow
from the follower, proportionally to their capacities.

To establish existence of the maximally efficient strategy of
the manager, it suffices to show thatgiven by (21) and (22)
is such that:

1) is an admissible strategy of the manager, i.e., ,
, and ;

2) , with given by (23) for , and for
, is the best reply of the follower to , i.e.,

.

This is established in the following theorem that gives the
main result of this section.

Theorem 1: In the single-follower Stackelberg routing
game, there exists a unique maximally efficient strategyof
the leader that is described by (21) and (22).

The above theorem indicates that, for a single follower, the
leader can always enforce the network optimum, independently
of the relative sizes in terms of throughput demands of the
leader and the follower. As will be seen in the following
section, this might not be the case in the presence of multiple
self-optimizing users.

VI. M ULTIFOLLOWER STACKELBERG ROUTING GAME

Let us now proceed with the general Stackelberg routing
game, where an arbitrary numberof self-optimizing users
share the system of parallel links. The following lemma
describes the maximally efficient strategy of the man-
ager—provided that one exists—as well as the corresponding
Nash equilibrium of the noncooperative users. Later, we
will derive necessary and sufficient conditions that guarantee
existence of a maximally efficient strategy of the manager. The
proofs of all results in this section are presented in Appendix
B.

Lemma 2: In a multifollower Stackelberg routing game, if
there exists a maximally efficient strategy of the leader,
then it is unique and is given by

(24)

where, for every user , is determined by

(25)

and for every link and . In
that case, the equilibrium strategyof user is described
by

(26)

Conversely, if described by (24) and (25) is an admissible
strategy of the leader, then it is its maximally efficient strategy.

Note that, if a maximally efficient strategy of the manager
exists, then the induced Nash equilibrium of the followers has
precisely the same structure with the best reply of the follower
in the single-follower case, that is given by (23) and (22).

Remarks:

1) given by (24) and (25) might fail to be an admissible
strategy of the leader; it merely decreases/increases the
capacity of link when is positive/negative.
From the proof of the lemma in Appendix B, it follows
that, even if is nonadmissible, with given by
(26) for is the induced Nash equilibrium of the
followers.

2) Under (26), is the set of links that receive
flow from follower . Thus, is precisely theset
of followers that send flow on link . Since
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, all users send flow on link 1,
that is, .

3) Since , (25) implies for all
, and for all . Furthermore, since

, (25) implies that .

Let us now investigate the admissibility of. To this end,
observe that

(27)

since . Thus, is admissible if
and only if , for all . The following lemma implies
that this condition can be relaxed to .

Lemma 3: Consider the (possibly nonadmissible) strategy
of the leader, that is given by (24) and (25). For every link

, we have

The previous lemma, together with Lemma 2, implies that a
maximally efficient strategy of the leader exists if and only if

given by (24) is nonnegative. The following lemma shows
that is an increasing function of the throughput demand
of the leader. This monotonicity property is used in the sequel
to establish that a maximally efficient strategy of the leader
exists if and only if its demand is sufficiently large.

Lemma 4: Let be as in (24). Then, is a continuous
increasing function of the throughput demand
of the leader.

Remark: If , then and the network
becomes saturated. Allowing, however, to take this value
is a mere technicality that will be used in the proof of the
following theorem. Note that when the network is saturated,

for every link .
We are now ready to prove the main result of this section

that is given in the following.
Theorem 2: There exists some , with ,

such that the leader in a multifollower Stackelberg routing
game can enforce the network optimum if and only if its
throughput demand satisfies . Then, the
maximally efficient strategy of the leader is given by (24) and
(25).

As seen by the proof of the theorem in Appendix B,
the threshold of the leader is the unique solution of the
equation “ ” in . Since is an
increasing function of , this equation can be easily solved
using standard numerical techniques.

The above theorem implies that, for any finite set of
followers with total demand that does not exceed the total
capacity of the system, there is always a (feasible) leader,
with , that can enforce the network optimum.
Moreover, when , we have , meaning that

in heavily loaded networks it suffices to control just a small
portion of the flow in order to drive the system into the network
optimum.

The threshold on the leader’s throughput demand de-
pends on the number and the throughput demands of the
followers. This dependence is investigated in the following
section.

A. Properties of the Leader Threshold

Let us first examine the dependence ofon the number
of followers, when their throughput demandis fixed. To
simplify the formulation of the problem, we concentrate on
followers with identical throughput demands, i.e., with
for all . This class of followers will be referred
to as identical followers, and the special structure of their
Nash equilibrium has been investigated in [8]. The following
proposition shows that as the number of followers increases, it
becomes harder for the leader to enforce the network optimum.

Proposition 2: Suppose that the followers are identical and
their total throughput demand is fixed. Then, the leader
threshold is nondecreasing in the number of followers.

Let us now concentrate on the dependence ofon dif-
ferences of the demands of the followers, when their total
throughput demand is fixed. The following proposition
shows that the higher the difference in the throughput demand
of any two followers, the easier it becomes for the leader to
enforce the network optimum.

Proposition 3: Suppose that the total throughput demand
of the followers is fixed. Then, for any two followersand ,
the leader threshold is nonincreasing in . Therefore,

attains its maximum value when all followers are identical.
Let us now demonstrate the properties of, established in

the previous propositions, by means of a numerical example.
We consider a system of parallel links with capacity config-
uration , shared by identical followers
with total demand . The threshold of the leader is depicted
in Fig. 1 as a function of , for various values of . In the
same figure, we also show the saturation line “ .”
From the figure, one can see that always lies below the
saturation line, in accordance with Theorem 2. Furthermore,

increases with the number of users.
From the same figure, we observe that in the light load

region (i.e., when the total demandof the followers is low
compared to the total capacity) increases with , that
is, the higher the demand of the followers, the more difficult
it becomes for the leader to drive the system to the network
optimum. In the moderate and heavy load regions, on the other
hand, is decreasing in . This behavior has been explained
in the discussion following Theorem 2.

VII. PRACTICAL CONSIDERATIONS

A. Efficiency

Let us now demonstrate the efficiency of the proposed
management scheme, by means of a numerical example.
Consider a system of parallel links with capacity configuration

, shared by identical self-
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Fig. 1. Leader threshold as a function of total follower demand.

Fig. 2. Total cost as a function of total follower demand.

optimizing users, with total demand, and the manager. We
investigate the performance of the network under two scenaria:
the “Stackelberg” scenario and the “Nash” scenario. In both
scenaria, given the total follower demand, we compute the
threshold that enables the manager to enforce the network
optimum and we assume that its throughput demand is equal to
that threshold, that is, . Under the Stackelberg scenario,
the manager implements its maximally efficient strategy and
drives the system to the network optimum, while under the
Nash scenario, it behaves as another noncooperative user. We
compare the total cost (Fig. 2), the cost of the manager (Fig. 3)
and the follower cost (Fig. 4) under the two scenaria, for
different values of the total follower demand. Fig. 5 shows
the change (percent) in the total, leader and follower costs,
when we move from the Nash to the Stackelberg scenario.

Fig. 2 shows that the network performance is always better
under the Stackelberg scenario. More specifically, the im-
provement in the total cost is more that 20%, as long as the
follower demand does not exceed 2/3 of the total capacity of
the network. Note that the total cost in the Stackelberg sce-
nario corresponds to the network optimum. Therefore, Fig. 2
demonstrates the inefficiency of noncooperative equilibria for
the routing model under consideration.

Fig. 3 indicates that the cost of the manager (the average
delay experienced by its flow) is always higher under the

Fig. 3. Leader cost as a function of total follower demand.

Fig. 4. Follower cost as a function of total follower demand.

Stackelberg scenario, while Fig. 4 shows that the cost of each
follower is lower under the same scenario. The increase of
the manager cost, however, does not exceed 7% as long as
the follower demand does not exceed 2/3 of the total network
capacity, while the improvement in the total cost is more than
20% and in the follower cost more than 36%.

B. Scalability

Lemma 2 indicates that in order to determine its maximally
efficient strategy, the manager must have information about
the throughput demand of every user , and about
the network optimum . The network optimum
can be readily computed from (13) and (9), given the total
load offered to the network. Hence, the manager needs
only information about the throughput demand of every user.
In many networks of interest, user flows are accepted by
means of some admission control mechanism. This involves
a negotiation phase, where the user has to declare certain
traffic parameters for its flow, one of which is typically the
average rate . Therefore, the manager has readily available
the information it needs in order to implement its maximally
efficient strategy.5 Each time a user arrives to or departs from
the network, the manager can simply adjust its strategy to

5Alternatively, the manager can obtain estimates of the average rates by
monitoring the behavior of the users.
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Fig. 5. Change in the total/leader/follower costs versusr.

the maximally efficient one, using the information about the
throughput demand of that user. In that sense, the proposed
mechanism of enforcing the network optimum by means of
the manager’s routing strategy is scalable.

The proposed methodology is applicable for many intranets
(e.g., institutional or corporate networks), where devising
efficient management schemes in order to provide good GoS
to the users is of central importance. One might argue,
though, that the methodology does not apply to very-large-
scale networks, such as internets, where not only it is difficult
to keep track of a very large number of users, but also there
are no provisions for guaranteeing good quality of service.
Two comments are then in place. First, what we refer to
as a “user” is not necessarily an individual end user of the
network. For metropolitan area networks, for example, users
can be institutions or corporations and, therefore, their number
is “manageable.” Second, internetworking is currently moving
toward a commercial Internet that is available to the general
public through private service providers [24]. Large Internet
service providers (such as long distance carriers) will probably
build their own internets and try to attract customers by
guaranteeing high quality of service within the boundaries of
their internets (while, at the same time, providing gateways to
the public Internet). Efficient management schemes will play
a central role in achieving this goal.

C. Achieving the Threshold

An important question that arises from the present work is
whether and how the manager can satisfy the necessary and
sufficient condition that allows it to drive the system to the
network optimum. As indicated by Proposition 2, the minimum
demand that enables the manager to enforce the network
optimum increases with the number of noncooperative users.
Therefore, one way to achieve this threshold is to provide
incentives to “small” users to join “larger” (but still self-
optimizing) network entities, such as virtual networks (VN’s).
It is worth noting that, while bifurcated routing might seem
impractical in the single (small) user case, a VN control entity
can implement (optimal) bifurcation by routing the flow of
different VN users over its various paths.

An alternative way to achieve the loading thresholdis
to provide incentives to the (noncooperative) users to join a
“social” entity (e.g., a “social” VN), that is, one whose flow
is directly controlled by the manager. This way, not only the
number of noncooperative users is reduced, but also the total
flow controlled by the manager is increased.

A key question is, then, what are the possible incentives that
would persuade a user to join such larger network entities. One
way to achieve this is through appropriate pricing mechanisms.
A user may decide to join a VN controlled by the manager,
for example, provided that lower prices would compensate for
losing control of its flow that might result in a degradation in
the GoS that it receives (as indicated by the example in the
previous subsection). Moreover, the manager has the flexibility
to provide different GoS to the various VN’s (or users) it
controls, by routing their flow over different paths, while still
implementing the maximally efficient strategy for the total
flow it controls. The manager can, then, charge a VN (or user)
according to the GoS that it receives. Since pricing is one of the
key factors for the deployment of future broadband/multimedia
networks, investigating such mechanisms is a challenging
problem for future research.

VIII. C ONCLUSION

The practical inability to achieve global cooperation in
many modern networking environments, typically results in
inefficient use of network resources. This situation might be
prohibitive for future broadband networks that are expected
to support numerous resource consuming applications, such as
multimedia. In recent years, a number of methods have been
proposed to overcome this problem. These methods improve
the network performance either through proper design of the
resource configuration and/or the service disciplines of the
network, or by introducing some “external” component such
as prices.

We proposed a new method for improving the performance
of noncooperative networks. This approach calls for the inter-
vention of a social agent, namely the network manager, that
tries to optimize the network performance, through the limited
control that it routinely employs during the run time phase of
the network. Specifically, we considered a network manager
that acts as a Stackelberg leader. The manager controls only
part of the network flow, and is cognizant of the presence of
noncooperative users. Considering a system of parallel links,
we showed that, by controlling just a small portion of the
network flow, the operating point of the system can often
be driven into the network optimum. For situations that the
manager does not control enough flow to enforce the network
optimum, our analysis provides guidelines for actions that it
can take in order to meet the required threshold (e.g., providing
monetary incentives to users to join virtual networks that are
controlled by the manager).

In practical terms, an important advantage of the proposed
management scheme is that it can be readily implemented
through appropriate routing of some centrally controlled net-
work flow. This is to be contrasted with other recent proposals
that require changes in technology and/or policy making in
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modern networks. Deployment of recent proposals for sophis-
ticated pricing schemes, for instance, will require changes both
in the accounting infrastructure and the policy making process
in current networks.

It should be noted that our analysis depends on the specific
structure of the model. The extent to which these results can
be generalized is an important subject for further research.
Nonetheless, the ability to obtain efficient strategies for sim-
ple networking models inherently has important implications.
We indicated, for example, that systems of parallel links
appropriately model scenaria that become common in modern
networking. Indeed, current practices tend to decrease the
degrees of freedom in networks, as is the case, for example,
when bandwidth is separated among virtual paths. The present
work indicates that such practices make the network less
vulnerable to the deficiencies of noncooperation. This is yet
a further indication of the potential benefit of decoupling
complex structures in a network.

APPENDIX A
PROOFS OFRESULTS IN SECTION V

Proof of Lemma 1:Suppose that there exists a maximally
efficient strategy of the manager and let be
the best reply of the follower. Then

(28)

Let us first show that the flow the follower sends on
link is decreasing in the link number . Assume by
contradiction that, for some , we have .
Then, the optimality Conditions (7)–(8) imply that

which is a contradiction, since [by (11)]
and (by assumption). Therefore, there exists some
link , such that for and for ,
that is, the follower sends its flow precisely over the links in

. Furthermore, (11) and imply that for
any link , we have

, that is, the residual link capacities as seen by the follower
preserve the order of the link capacities themselves. Hence, the
threshold is determined by (15), with , as explained
in Section IV. In view of (28), it is evident that .

The optimality Conditions (4)–(5) for and

(7)–(8) for imply that , for all
. Taking , we have ,

, which, together with , gives

(29)

Then, (21) is immediate from (28) and (29).
We now proceed with the proof of (22). Since the follower

sends its flow precisely over the links in , we

have . The residual capacity seen by the
follower on any link is

(30)

according to (21).
Let us first show that . Using (16) and (30),

is equivalent to

or

(31)

Since , taking in (12), we get

(32)

Thus, (31) is equivalent to

Let us now proceed to show that . If ,
then and , by (19). Therefore, we
concentrate on the case where . Using (16) and
(30), and after some algebraic manipulation, is
equivalent to

and, using (32), equivalent to

(33)

Since , (7) gives ,
and (33) is equivalent to

(34)

and this concludes the proof of (22).
Since is independent from the manager’s strategy, for

all , condition (22) is also independent of. Furthermore,
in view of (20), it determines the threshold uniquely.
Therefore, if a maximally efficient strategy of the manager
exists, then it is unique and is given by (21) and (22).
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Proof of Theorem 1:From ,
we conclude that . From and (18)

we have . Therefore, for ,
from (21). Furthermore, it is easy to verify that

. Thus, is an admissible strategy of the
manager.

We now proceed to show that given by (23) is the best
reply of the follower to . For all , (20) and (22)
imply , which together
with (21) gives . Thus, . Moreover,

, by (23). Hence, . Let us now show
that the residual capacities seen by the follower preserve the
original link ordering, that is, they satisfy (14). For ,
this is immediate from (11). The same is true for , in
view of (30). Finally, for , we have

, where
the first inequality follows from , and the second
from (11). Thus, inequality (14) holds. This implies that the
best reply of the follower to has the threshold structure of

, where the respective threshold, say, is determined by
. To show , it suffices to show

that .
Recall that . As shown in the proof of

Lemma 1, is equivalent to , since
. Let us now show that . If , this is

equivalent to , as seen in the proof of Lemma 1.
Therefore, we only need to consider the case where .
In that case, is equivalent to (33). Furthermore,
(8) implies that . Thus,
to show (33) it suffices to show (34), which holds true. Hence,
we have .

Therefore, to establish that , it remains to be

shown that , for all .
Using (30) and (28), this is equivalent to showing

, for all . This holds due to the
optimality Conditions (4)–(5) for , since .
This concludes the proof.

APPENDIX B
PROOFS OFRESULTS IN SECTION VI

Proof of Lemma 2:Assume that there exists a maximally
efficient strategy of the leader, and let . Then,
following precisely the proof of (21) in the single-follower
case, one can show that for every , the total flow sent
by all other users on link is

(35)

and (26) follows. Similarly, it can be seen that, for any
, (14) holds, thus the threshold is determined by

(15). Moreover, using (35), one can show that (15) implies
(25). Finally, using (26) and , (24) is
immediate.

Suppose now that given by (24) and (25) is an admissible
strategy of the leader. If for all , is given by (26), it is

easy to see that . Therefore, it suffices
to show that , or equivalently, that is the
best reply of follower to the strategy profile of the
other followers and the manager. It is easy to verify that for
any link (35) holds. Observe that this is the maximally
efficient strategy of the leader in a single-follower Stackelberg
game where the follower has demandand the demand of
the leader is , according to Theorem 1. Following
precisely the proof of that theorem, one can show thatis
indeed the best reply of user to .

Proof of Lemma 3:Suppose that . Equation (24),
then, gives

(36)

since , as implied by the optimality Con-
ditions (4)–(5) for . If , then
is immediate from (36). Assume that . For all

, we have , and using inequality

, one can verify that . Summing

this inequality over all , and adding it to (36)

thus .
Proof of Lemma 4:We give a sketch of the proof, that can

be found in [25]. Using the methodology developed in [14],
one can show that is a continuous function of .
Similarly, is a continuous function of , except
possibly of a finite number of points, , where
the threshold of at least one followeris increased from
to . Therefore, we only need to establish continuity
at . By its definition in (25), is left-
continuous at and so is . Noting that at , we
have , and using the continuity of , it can be
easily seen that . Thus
is continuous in .

Since is continuous in , in order to
show that it is an increasing function, it suffices to show
that it is increasing in every interval , ,

, , where the threshold
of every follower is constant. This can be easily verified
observing that

Proof of Theorem 2:Recall that even if is nonadmissi-
ble, it satisfies the demand constraint of the leader, according
to (27). By virtue of Lemma 3, this implies that at
we have , since would imply , for

, and the demand constraint of the leader would
be violated. Suppose now that . Then

, and from (18) we have , for , while
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. Thus, for every follower. Therefore,
.

Since is continuous increasing in , nonpositive
at and positive at , there exists a unique

, such that at . Thus, if
and only if , and the result follows.

Proof of Proposition 2: By the definition of , it suffices
to show that, with the demand of the leader fixed, is
nonincreasing in the number of followers. Let and be
the strategy of the leader, given by (24) and (25), when there
are and followers, respectively. Note that in both
cases the network optimum is the same, since it
depends on the total throughput demand , and not
on the number of followers. Therefore, is the same in both
cases, for all .

Since the followers are identical, their associated thresholds
are equal, according to (25). Let and be the thresholds
when there are and followers, respectively. In the
former case, the demand of each follower is and in the
latter . Therefore, (25) implies that .
In view of (24), to prove , we have to show

(37)

The expression on the right-hand side of (37) is nonpositive,
since , for all , as implied by the
optimality conditions for . Therefore, it suffices
to show that

(38)

Since (38) holds trivially for , we only need to
consider the case . Without loss of generality, assume
that . Then, (38) is equivalent to

which is true, by the definition of the threshold .
Proof of Proposition 3: Suppose that , and let

be the strategy of the leader given by (24). It suffices to
show that if the demands of the followers become
and , and is the resulting strategy
of the leader—according to (24)—then . Since the
total demand of the followers is fixed, the network optimum

and the threshold of every follower
remain the same. Therefore, it suffices to show that

(39)

is an nondecreasing function of .
Note that and in (39) are also functions of .

In particular, (25) implies that is nondecreasing and
nonicreasing in . Then, it is easy to see that there exists
a finite number of points in , such
that: 1) for all in the same interval

, both the thresholds and

remain the same, and 2) at any point , either
is increased, or is decreased. Using the same technique
as in the proof of Lemma 4, one can show thatis a
continuous function of . Hence, to show that it is
also nondecreasing, it suffices to show that it is nondecreasing
in every interval, where the thresholds and

are fixed. But this is immediate from (39), since
implies that is nondecreasing in
.
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