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Abstract—n noncooperative networks users make control deci- £* = (f{,..., fi) Routing strategy of usei:
sion; tl'!at optimize t.heir individual .perforr.nance objectives. Nash f — (f07 i, fI) Routing strategy profile.
equilibria _qha}ractenze th_e operating points of suph netwc_)rks. —i Strategy profile of all users except
Nash equilibria are generically inefficient and exhibit suboptimal the ith
network performance. Focusing on routing, a methodology is ; e h. .
devised for overcoming this deficiency, through the intervention fl‘ = ZiEIo I Total flow on link .
of the network manager. The manager controls part of the .J*(f) Cost of user under profilef.
network flow, is aware of the noncooperative behavior of the users JE) = er JH(E) Total cost under profile.
and performs its routing aiming at improving the overall system (f ) 0 Network opti

. : L > I ptimum.

performance. The existence ofnaximally efficient strategies for . | h K .
the manager, i.e., strategies that drive the system into the global Total cost at t ? qetwor optimum.
network optimum, is investigated. A maximally efficient strategy A" Lagrange multiplier for the net-
of the manager not only optimizes the overall performance of work optimum.
the network, but also induces an operating point that is efficient NO(£0) Nash equilibrium of followers un-

with respect to the performance of the individual users (Pareto
efficiency). Necessary and sufficient conditions for the existence |
of a maximally efficient strategy are derived, and it is shown T
that they are met in many cases of practical interest. The
maximally efficient strategy is shown to be unique and it is

specified explicitly.

der manager stratecfy.
Leader threshold.

I. INTRODUCTION

Index Terms—Nash equilibria, networking games, network ONTROL DECISIONS in large scale networks are of-
management, routing. ten made by each user independently, according to its
own individual performance objectivésSuch networks are
henceforth callechoncooperativeand game theory [1], [2]

NOMENCLATURE provides the systematic framework to study and understand

L= {1,..., L}‘ Set of links. their behavior. The operating points of a noncooperative
£o={1,...,L"} Set of links receiving flow from network are theNash equilibriaof the underlying game, that

users. is, the points where unilateral deviation does not help any
I={1,...,1} Set of self-optimizing users. user to improve its performance. Game theoretic models have
Ty =7 U {0} Set of all users. been employed in the context of flow control [3]-[6], routing
Li={1,....0} Set of users sending flow on lifk [7], [8] and virtual path bandwidth allocation [9] in modern
a Capacity of link!. networking. These studies mainly investigate the structure of
c=(c1,...,crL) Capacity configuration. the Nash equilibria and provide valuable insight into the nature
C=> s Total network capacity. of networking under decentralized and noncooperative control.
¢ =ca—Xjerny fi  Capacity of linkl seen by uset. Nash equilibria are generically inefficient [10] and exhibit
7t Throughput demand of useér suboptimal network performance. This deficiency can be over-
r=3 " Total demand of the followers.  come with the intervention of a network agent, namely the
R=7r++0 Total follower and manager de-network designer or manager, that architects the network

mand. so that the resulting equilibria are efficient according to
fi Flow of useri on link . some systemwide criterion. In essence, the designer/manager

architects the Nash equilibria by setting the rules of the
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2) By regulating service disciplines. In [13], it is showrthe context of flow control in [19], and routing in [20]. In these
that a proper queue scheduling discipline can guarantederences, however, the leader was a selfish user concerned
an equilibrium point with desirable properties. about its own rather than the system’s performance.

3) Through proper network design. In [14], it is shown that, As an application of the proposed management scheme,
by making appropriate topology design and capacigonsider, for example, a metropolitan-area network (MAN),
allocation decisions, the network designer can choosdere various institutions and organizations route their flows
a systemwide efficient equilibrium. independently, according to certain performance criteria. An

The above approaches demand either the addition of a nekganization, however, may choose to request from the MAN
component to the networking structure, such as prices, or e@vider a set of guaranteed and preassigned virtual paths
a priori design decisions on the resource configuration and/3fP’s) for the use of its own customers, building this way
the service disciplines of the network. In the present study, Wevirtual private network (VPN). While individual user flows
propose a method for architecting noncooperative equilibfiaight be controlled independently within the VPN, it is the
in the run time phasgi.e., during the actual operation oftask of the network provider to determine the routing of the
the network. This approach is based on the observation théE’s that compose the VPN. The network provider can, then,
apart from the flow generated by the self-optimizing usera¢t as “the manager,” and implement the VPN in a way that
typically, there is also some network flow that is controlle@ptimizes the overall performance of the network.
by a central entity, that will be referred to as the “manager.” We investigate the existence of routing strategies of the
Typical examples are the traffic generated by signaling andf@anager that drive the system to the network optimum, i.e., to
control mechanisms, as well as traffic of users that belongtfte point that corresponds to the solution of a routing problem,
virtual networks. The manager attempts to optimize the systémwhich the manager has full control over tleatire flow
performance, through the control of its portion of the flow. offered to the network. Such a strategy is callechaximally

The role of the manager in a noncooperative network gdficientstrategy of the manager. As will be explained in the
investigated using routing as a control paradigm. The netwoskquel, a maximally efficient strategy of the manager not only
is shared by a set of noncooperative users, each shippingoigéimizes the overall performance of the network, but also
flow in a way that optimizes its individual performance objeddrives the system to an operating point that is efficient from
tive. The noncooperative routing scenario applies to variotie perspective of the individual users, in the sense that there
modern networking environments. The Internet Protocol (bot no other point that improves the grade-of-service (GoS)
IPv4 and the current IPv6 Specification), for example, providégceived by a user without degrading the performance of some
the option of source routing [15], [16], that enables the user @her user (Pareto efficiency). Intuitively, one would expect
determine the path(s) its flow follows from the source to th#at the manager cannot enforce the network optimum, since
destination. Another example is the flexible routing servidé controls only part of the flow, while the rest is controlled
as specified in the Q.1211 CCITT Recommendation for thy noncooperative users. Surprisingly, this study shows that
standardized capability set of Intelligent Networks (IN CSh many cases the manager does have this capability.

1) [17]. One of the goals of this service is to route calls The methodology will be developed for a simple network

over particular facilities based on the subscriber’s routimgpnsisting of a common source and a common destination
preference list or distribution algorithm. Flexible routing wagode interconnected by a number of parallel links. Systems
one of the services that were successfully implemented afiparallel links, albeit simple, represent an appropriate model
Ameritech’s AIN 0.0 technical trial, in April 1992 [18]. for seemingly unrelated networking problems. Consider, for

The manager has the following goals and capabilities: 1)dkample, a network in which resources are preallocated to
aims to optimize the overall network performance accordingrious routing paths that do not interfere. Such scenaria are
to some systemwide efficiency criterion and 2) it is cognizasbmmon in modern networking. In broadband networks, for
of the noncooperative behavior of the users and performs iitstance, bandwidth is separated among different virtual paths,
routing based on this information. The first property makessulting effectively in a system of parallel and noninterfering
the manager just another user, whose performance objectilileks” between source/destination pairs. Moreover, to reduce
coincides with that of the network. The second propertihe complexity of routing mechanisms, the network might
however, enables the manager to predict the response of phesent the users with a limited set of paths between source and
noncooperative users to any routing strategy that it choosdsstination, hiding the underlying physical topology. Another
and hence determine a strategy that would pilot them to an gxample is that of a corporation or organization that receives
erating point that optimizes the overall network performancservice from a number of different network providers. The
Instead ofreactingto the routing strategies of the users, theorporation can split its total flow over the various network
managefixesthis optimal strategy and lets the users converdacilities (according to performance and cost considerations),
to their respective equilibrium. This is a typical scenario of @ach of which can be represented as a “link” in the parallel
Stackelberg gamg], where the manager acts ateader, that link model. Finally, it should be noted that routing, as a
imposes its strategy on the self-optimizing users that behas@ntrol paradigm, applies not only to the allocation of paths to
asfollowers? Stackelberg strategies have been investigatedrimessages and connections in communication networks, but in

fact to any problem of splitting load among several resources,
2The terms “manager” and “leader,” as well as “users” and “followers,®-J-» distribution of tasks among multiple processors. Consider,
will be used interchangeably. for example, a multimedia network with several servers that
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are shared by the network customers: each customer distributssrs satisfyr! > r* > ... > »!. Letr = }°, ;7' denote
its applications among the servers, while competing with thiee total throughput demand of the noncooperative users, and
other customers on the common available resources, resiit—= r + 70 the total demand offered to the network. We
ing in effect with a routing game. Modeling each resourcassume that the system of parallel links can accommodate the
(e.g., multimedia server) as a “link,” the parallel links moddbtal demand, i.e., thak < C.
considered in our study fits well such scenaria. Useri € Z, ships its flow by splitting its demand over the
We derive anecessary and sufficienbndition that guaran- set of parallel links. Leff; denote the expected flow that uger
tees that the manager can enforce an equilibrium that coincigesds on link. The user flow configuratiofi = (f{,---, fi)
with the network optimum. The condition requires that this called a routingstrategyof useri and the sef® = {f‘ €
flow controlled by the manager exceeds a certain threshald’ : 0 < f} < ¢l € L3, . f{ = '} of strategies that
When this condition is satisfied, we show that the maximallatisfy the user’'s demand is called the strategy space ofiuser
efficient strategy of the manager is unique and we specify e system flow configuratiofi= (f° f*,--. £!) is called a
structure explicitly. Finally, we investigate the dependency obutingstrategy profileand takes values in the product strategy
the manager’s threshold on the number of the users and traceF = ®;c7, F".
traffic characteristics. The GosS that the flow of useére Z, receives is quantified
An important question is then in place: In practice, does thy means of a cost functiof’ : ' — IR. Ji(f) is the cost of
manager control enough flow to meet the required thresholdSer: under strategy profil€; the higherJ'(f) is, the lower
Our analysis indicates that under moderate and heavy Idhe GoS provided to the flow of the user. We consider cost
conditions, the manager’s threshold is small compared to thections that are the sum of link cost functions
total flow of the self-optimizing usersTherefore, in most ‘ ‘
practical cases of interest (moderate/heavy loading conditions) JU(E) = Z [T(f) (1)
the manager is able to achieve, through limited control, the leL
same system performance as in the case of centralized control. ) )
When, on the other hand, the manager does not have enotifjgreZ:(/2) is the average delay on linkand depends only
traffic to enforce the network optimum, our analysis provided! the total flowf; = 3 -, f/ on that link. The average

guidelines for actions that it can take in order to meet tfiflay should be interpreted as a genemhgestion cosper
required threshold. unit of flow, that encapsulates the dependence of the quality

The outline of the paper is the following. In Section I, wef service provided by a finite capacity resource on the total

present the parallel links model and formulate the problefd@ad fi offered to it (see [12] for a related discussion). In the
Section Ill gives an outline of the main results. The structuR¥€SeNt paper, we concentrate on congestion costs of the form

of the network optimum and Nash equilibrium are briefly 1
described in Section IV. In Section V, we investigate the L(f) = {(cl —fT i “
simplest Stackelberg routing game, where, except for the o0; frz e
manager, there is a single self-qpt|m|z|ng user. The 9€{Kat are typical in various practical routing algorithms [21],
eral multifollower Stackelberg routing game is presented\;@2 4

Section VI. Some practical issues are discussed in Section VI
while Section VIII summarizes the results and delineates thﬂ
implications.

(2)

.I’The total cost/(f) of the network depends only on the link
bw configuration(fy,---, fr)

; f1
J(f) = JHE) = . 3
Il. MODEL AND PROBLEM FORMULATION ) Z ® Z a— N ®)

1€Zg el

We consider a sef = {1,---,I} of users, that share a
setL = {1,---, L} of communication links, interconnecting aSince >, fi(¢c; — f)~' is a convex function of
common source to a common destination node. The users @fg - - -, fr.), there exists aunique link flow configuration
noncooperative, in the sense that each user routes its flow i6fa, - - -, f7)—with f > 0 and}_, f; = R—that minimizes
way that optimizes its individual performance objective. Apathe total cost. This is the solution of the classical routing
from the flow generated by the noncooperative users, th@timization problem, where the routing of all flow (generated
is also some flow whose routing is controlled by a centrly both the noncooperative users and the manager) in the
network entity, i.e., the manager. For the sake of uniformetwork is centrally controlled, and will be referred to as the
notation, the manager will also be referred to as user 0. Lrgtwork optimal link flow configuration, or for simplicity as
Iy = T U {0} the network optimumThe Kuhn—Tucker optimality conditions

Let ¢; be the capacity of link, ¢ = (¢, - - -, ¢z ) the capacity [23], imply that (ff,---, f;) is the network optimum if and
configuration, andC' = }7,.. ¢ the total capacity of the only if there exists a (Lagrange multipliet)*, such that
system of parallel links. We assume that> --- > ¢;. Each
useri € I, has a throughput demand that is some process“NOte that (2) describes the M/M/1 delay function. Therefore, if we assume

. i . . that the delay characteristics of each link can be approximated by an M/M/1
with average rater > 0. Without loss of generality, we queue,Ji(f)/r* is the average time-delay that the flow of usexperiences
assume that the throughput demands of the noncooperativger strategy profilé. Similarly if J(f) is the total cost of the network,

J(f)/R is the average time-delay experienced by the total flow offered to the
3More precisely, the threshold decreases as the flow of the users increaseswvork.
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for every link{ € L and only if there exist\‘, i € Z, such that the optimality
. a ) . Conditions (7)—(8) are satisfied for alle 7.
N= e I f7>0 (4) The function\: F® — F~9 that assigns to each strategy
(c— 1) . o .
1 _ of the manager the induced equilibrium of the user routing
A" < . if fif=0. (5) game is called thélash mappingFrom [14, Theorem 3.3], it
1

follows that the Nash mapping is continuous.
Let J* denote the minimal total cost, that is achieved at the

network optimumy(f;,-- -, f1). Then, for any strategy profile B. The Role of the Manager

f € I, we haveJ(f) > J*. The manager has knowledge of the noncooperative behavior
_ of the users, that enables it to determine the Nash equilibrium

A. Noncooperative Users NC(£°) induced by any routing strategff that it chooses.

Each usei € 7 aims to find a routing stratedff € F* that Being a central network entity, the manager either has the
minimizes its cost/*, or equivalently its average time-delayhecessary information available, or can obtain it by monitoring
This optimization problem depends on the routing decisiotie behavior of the users. This way, the manager can determine
of the manager and the other users, described by the stratdgiputing strategy of its own flow that gives rise to a Nash
profile =% = (£fO,f' ... £~ fitl ... f1) since J' is a equilibrium that is optimal, according to some systemwide ef-
function of the system flow configuratiaf ficiency criterion. Therefore, the manager acts as a Stackelberg

As already explained, the routing strategy of the managégader, that imposes its strategy on the self-optimizing users
is fixed, as long as the set of noncooperative users and tHbit behave as followers. The presence of sophisticated users
throughput demands do not change. Throughout this sectibat can acquire information about the self-optimizing behavior
we assume that the manager employs strat¥gyaccording ©Of the other users and become Stackelberg leaders, in order
to some criterion that will be presented in the sequel. Eath optimize their own performance, is in general undesirable.
noncooperative user, on the other hand, adjusts its routihfe manager, however, aims at optimizing the overall network
strategy to the actions of the other noncooperative usep§rformance, thus it plays a social rather than a selfish role.
in order to minimize its cost. This self-optimizing mode of The goal of the manager is to find a routing strategy of its
operation leads to a dynamic behavior that can be modeledoan flow that drives the system to the network optimum, i.e.,
a noncooperative game. Any operating point of the network dstrategyf® such that iff=° = A°(£°), then}", ., fi = f
a Nash equilibrium of this game, i.e., a strategy prdfit8 of for all 7 € £. Any such strategy of the manager achieves the
the noncooperative users, from which no user finds it beneficfainimal total cost/* and, therefore, leads to the most efficient
to unilaterally deviate. These operating points depend on tH@lization of network resources. Accordingly, let us introduce
manager’s strategff. Hence, given that the manager employthe following:
strategyf?, strategy profilef—° € F~° is a Nash equilibrium  Definition 1: Let fO ¢ F° be a strategy of the manager and

of the user routing game if £70 = NVO(£°). Strategyf® is calledmaximally efficientf it
; i el ) achieves the network optimum, i.e., 3, .. f; = f/, l € L.
f'e argg{%{}; J(gt"), el (6) An important question is then in place. Maximally efficient

_ strategies of the manager do optimize the overall network

From the perspective of the users, the manager merglyrformance; but what happens with the performance of the
reduces the capacity of each linkby fP. Therefore, the jngividual users? To address this question, we need to intro-
user routing game is equivalent to the routing game in fce the notion of efficiency at the user level. A standard
system of parallel links with capacity configuratior-£°. As  criterion used in game theory to express this type of efficiency
shown in [8], this routing game hasiaiqueNash equilibrium. is pareto efficiency. A strategy profifec F is calledPareto
Hence, any strategf/ of the manager induces a unique NasBfficient (or optimaljf there is no other strategy profitec ¥
equilibrium £=° of the noncooperative users, that will be;ch that when moving fronf to f: 1) all users do at least
denoted by (f?). ‘ as well, i.e., Ji(f) < Ji(f), for all i € Zo, and 2) at least

Given a strategy profilé—* of the other users iffy, the cost gne user does strictly better, i.e., there is a ugee T
pf user¢, as defined by (1) _ar_1d_(2)_, is a convex function ofyr which Ji(f) < Ji(f). Clearly, Pareto efficiency is a
its strategyf*. Hence, the minimization problem in (6) has gesjrable property for the operating point of the network.
unique solution. The Kuhn—Tucker optimality conditions, thefyoncooperative equilibria, however, are generically Pareto
imply thatf” is the optimal response of usérto £~ if and  jnefficient [10]. Let us now explain that maximally efficient
only if there exists a (Lagrange multipliesy, such that, for sirategies of the manager drive the network to Pareto efficient

every link! € £, we have operating points.
i a—fi+ i ¢ Assume thaf = _(fO,NO(fO)) is the operating point induced
A= W? if fi>0 (7 by a maximally efficient strategf of the manager. To see that
‘ 1 ‘ f is Pareto efficient, assume that there exists another strategy
A" < p— if f;=0. (8) profile f # f that satisfies Conditions 1) and 2) above. Then
L — J1 P P

J(E) = D ier, JUE) < diet, JUE) = J(f) = J*, which is
Therefore,f =0 ¢ F~9 is the Nash equilibrium of the self- a contradiction, since/* is the cost achieved at the network
optimizing users induced by strated§ of the manager, if optimum. Therefore we have the following:
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Proposition 1: A maximally efficient strategyf® of the andG; = 0, Gry; = 25:1 ¢n = C. Note thate; > ¢4

manager induces a Pareto efficient operating p6fit A’® implies thatG; < Gy for all 1 € L.

(£9)). Using the optimality Conditions (4)—(5), it can be easily
Continuity of the Nash mapping implies thatf®, A°(£f°)) verified that

. : o 0 : o o .

is continuous inf® € FO° thus it attains its minimum in G fF > — [l l=1,--,L—1 (11)

the compact sef™®. Therefore, anoptimal strategy of the ) o ]
With equality holding if and only ifc; = c;41. Moreover,

manager always exists. Existence of a maximally efficient: - " ]
strategy, however, cannot be guaranteed in general. Evidenf§iting (4) asvA*(c; — JZ)}: \/i and summing over any
-, L*}, we have

if a maximally efficient strategy exists, then it is an optimafet Of links A ¢ {1,--
strategy of the manager. In the following sections, we derive . YcaVva 2 Ac i1 I 12
necessary and sufficient conditions that guarantee existence - [m} ) c {1, L'} (12)
of a maximally efficient strategy of the manager. Before we ’

proceed with the analysis, let us present an informal summar')r)a”y’ the net‘NorlL‘*C’p“mU”ﬁfl yoe -c, /1) is given by [14]
of the main results. o {Cl —(XE e, _R)Z”L\/c—’ 1< L* w2
- T
I1l. OUTLINE OF RESULTS 0, > L.

: 0 00

1) In the special case of a single user, the manager car-t US now consider the Nash equilibrium® = (") of
always enforce the network optimum, and its maximall e users that is induced by stratefyof the manager. In order
efficient strategy is specified explicitly. o0 characterize the structure B, it suffices to determine the

2) In the general case of any number of users, the manaf&st replyt* of user: € 7 to the strategies of the other users
can enforce the network optimum if and only if its2nd the manager that are describedfby. For any link?,

demand is higher than some threshelgin which case let 07_ = a- Z:jeIo\{i} fi denote the residual _capacity of
the manager's maximally efficient strategy is specifiedfe link as seen by useér Then,f* can be determined as the

explicitly. network optimum for a system of parallel links with capacity
3) The threshold? is feasible, in the sense that the totafonfiguration(cy,- - -, ¢y ). Therefore.assuminghat
demand of the users plug’ is lower than the total d>d, I=1- L-1 (14)

capacity of the network. Thus, for every set of users
(whose total demana is less than the total capacitythe flow f; is decreasing in the link numbge £. This implies
C) there are managers that can enforce the netwafat there exists some link?, such thatf; > 0 for I < I’ and

optimum. fi =0forl > L The threshold.’ is determined by

4) In heavily loaded networks it is “easy” for the manager ) ) )
to enforce the network optimum (i.e., the threshofd Gpi <r' <GLigy (15)
is small).

5) As the number of users increases, it becomes harder%r}ere’ similarly to- (10)

the manager to enforce the network optimum (i.e., the oo L
thresholdz® increases). G = Z c, — \/Zﬁz Ve, =2 L (16)
6) The higher the difference in the throughput demands of n=1 n=1

any two users, the easier it becomes for the manager_t i i _~~L i i P
enforce the network optimum. aﬁ)dGl =0 Grpy = 25m 6 = O = (R=r). (14) implies

n=1"n

that G} < Gj,, forall l € L.
IV. PRELIMINARY STRUCTURAL RESULTS Similarl‘y to (13), the best replf® of useri to strategy
The structure of the Nash equilibrium in a system of parallglrmclle f* of the other users i, is given by
links shared byl noncooperative users has been investigated G (EU‘ G 7‘i) Vel 1< Li
in [8] and [14]. The results of these references can be readilyf; = { m=1"m S Ve T @A)

applied to characterize the structure of the network optimum 0, I> Lt

and the Nash mapping. In this section we briefly present the o ) ) )
related results without proofs. Equations (16) and (17) indicate that the information user

Let us first consider the network optimuiy, - - -, ££). The _needs to _determine i_ts‘best reflyto any strategy pr_ofilé‘—i
flow f; on link I, is decreasing in the link numbére £. 1S the residual capacity, seen by the user on every lidk £,

Therefore, there exists some link*, such thatfy > 0 for and not a detailed description 6f*. In practice, information
1< L*andf; = 0forl > L*. The threshold.* is determined about the residual capacities can be acquired by measuring the

link delays through an appropriate estimation technique.

by
Gr <R Grop (©) V. SINGLE-FOLLOWER STACKELBERG ROUTING GAME
where In this section we consider the simplest case of a Stackelberg
-1 -1 routing game, where the network is shared by a single self-

G = Z Cn — \/C_IZ Ven, 1=2,---,L (10) optimizing user(/ = 1) and the manager. The simplicity of
n=1 n=1 this model will allow us to elucidate both the intuition behind
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the structure of the manager's maximally efficient strategy Theorem 1:In the single-follower Stackelberg routing

and the methodology to derive it. Moreover, the results giame, there exists a unique maximally efficient strat&pf

this section provide the foundation for the analysis of ththe leader that is described by (21) and (22).

general Stackelberg routing game that will be carried out in The above theorem indicates that, for a single follower, the

the following section. The proofs of all results in this sectioteader can always enforce the network optimum, independently

are presented in Appendix A. of the relative sizes in terms of throughput demands of the
First we investigate the structure of a maximally efficiedeader and the follower. As will be seen in the following

strategyf® of the manager, provided that one exists. Then, veection, this might not be the case in the presence of multiple

establish existence of a maximally efficient strategy. Befoself-optimizing users.

we proceed, let us define

VI. MULTIFOLLOWER STACKELBERG ROUTING GAME

-1 e 1—1
Hy = Zf;: - J;_ll chv l=2,-,L (18) Let us now proceed with the general Stackelberg routing
n=l n=l game, where an arbitrary numbérof self-optimizing users
andH, = 0, Hy, = Y2_| f* = R. Using (4) and (10), it share the system of parallel links. The following lemma
is easy to see that describes _the maximally _eff|C|ent strategy of the man-
ager—provided that one exists—as well as the corresponding
H = {Gz/\/)\*cl, [ <L” (19) Nash equilibrium of the noncooperative users. Later, we
R, l>L* will derive necessary and sufficient conditions that guarantee
existence of a maximally efficient strategy of the manager. The
proofs of all results in this section are presented in Appendix
H < Hip, 1=1,--, L. (200 B
Lemma 2: In a multifollower Stackelberg routing game, if
The following lemma shows that if a maximally efficientthere exists a maximally efficient strated$ of the leader,
strategy of the manager exists, then it is unique. then it is unique and is given by
Lemma 1: In the single-follower Stackelberg routing game,

. . . - r ;
if there exists a maximally efficient strategy of the manager, e S =" .
y 9y 9 f?:chM_(I,_nfl, lel (24)

thus

o . o =
then it is unique and is given by ieZ,  2n=1Cn
DO i 4
50 = qExslt— <Y 21) where, for every usei € 7, L is determined by
. — et
1 I>L! Hp < <Hpi (25)
1 . ‘
where " is determined by andforeverylink € £,Z; ={t e Z:] < L'} andl; = |Z]. In
Hpo<r' < Hpigq (22) Lhat case, the equilibrium stratefiyof user: € 7 is described
y
If a maximally efficient strategy® of the manager exists, ro
then, (21) implies that the best reply of the follower is 5 I - Czw, <L 26)
71 B 1= Zn: Cn 3
1 0 F—a 4271:1};;—7’1 1< Lt 0, 1 L> L.
f=f-f="" T R @ | | | .
0, > L. Conversely, iff® described by (24) and (25) is an admissible
_ _ _ strategy of the leader, then it is its maximally efficient strategy.
Therefore, {1,---,L'} is the set of links over which the Note that, if a maximally efficient strategy of the manager

follower sends its flow, when the manager implemefits exists, then the induced Nash equilibrium of the followers has
According to (21), the manager: 1) sends flg{, on every precisely the same structure with the best reply of the follower

link I that will not receive any flow from the follower and 2)in the single-follower case, that is given by (23) and (22).
splits the rest of its flow among the links that will receive flow Remarks:

from the follower, proportionally to their capacities.
To establish existence of the maximally efficient strategy of 1) O

: : k given by (24) and (25) might fail to be an admissible
the manager, it suffices to show tHétgiven by (21) and (22)

strategy of the leader; it merely decreases/increases the

is such that: capacity of link! € £ when f? is positive/negative.
1) £%is an admissible strategy of the manager, jfg.> 0, From the proof of the lemma in Appendix B, it follows
lel,and), . f) =% that, even iff® is nonadmissiblef~° with f? given by
2) f*, with f! given by (23) forl < L', and f} = 0 for (26) for i € 7 is the induced Nash equilibrium of the
I > L', is the best reply of the follower td", i.e., followers.
£ = NO(£Y). 2) Under (26),{1,---,£"} is the set of links that receive

This is established in the following theorem that gives the  flow from follower ¢ € Z. Thus,Z; is precisely theset
main result of this section. of followers that send flow on link € L. Since
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H, =0 < ¢ i € Z, all users send flow on link 1, in heavily loaded networks it suffices to control just a small

that is, Z; = Z. portion of the flow in order to drive the system into the network
3) Sincer! > ritl, (25) implies L > Li*t! for all optimum.

i < I, andZ;;; C 7, for all I < L. Furthermore, since  The thresholdr® on the leader's throughput demand de-

" < R= Hp.y1, (25) implies thatl! < L*, i € Z. pends on the number and the throughput demands of the
Let us now investigate the admissibility 8. To this end, followers. This dependence is investigated in the following
observe that section.

L L Z:Lf frogi & L
=% qn=Ltn 77 Snfr+> 8 A. Properties of the Leader Threshat
=1 =1 =1

Li
I=14€T, D n=1Cn Let us first examine the dependencer8fon the number
I L LY s g L 4 of followers, when their throughput demandis fixed. To

— En:l n T * .0 K . . .

=) > ==t — NLf+0%+ ) ' simplify the formulation of the problem, we concentrate on
i=1{=1 n=1Cn =1 i=1 followers with identical throughput demands, i.e., with= +/
I T L for all ¢,j € Z. This class of followers will be referred

= Z Z fr = Zfzfl* + 70 =70 (27) to asidentical followers and the special structure of their
i=1 n=1 =1 Nash equilibrium has been investigated in [8]. The following

proposition shows that as the number of followers increases, it
-1 5 _ -~ becomes harder for the leader to enforce the network optimum.
and onlly itf; 20 forall '€ £.The following lemma implies Proposition 2: Suppose that the followers are identical and
that this condition can be relaxed §§ > 0. their total throughput demand is fixed. Then, the leader

£0 L?Thmall 3:dContsh|d? th? (pobssﬂt)zli nor(ljadzm;ss';ble) Stratﬁg{flresholdzo is nondecreasing in the number of followers.
of the leader, that is given by (24) and (25). For every lin Let us now concentrate on the dependence‘obn dif-

> 1, we have ferences of the demands of the followers, when their total
f<0=f), <o. throughput demand- is fixed. The following proposition
] ) o shows that the higher the difference in the throughput demand
The previous lemma, together with Lemma 2, implies that& any two followers, the easier it becomes for the leader to
maximally efficient strategy of the leader exists if and only ifxforce the network optimum.
7 given by (24) is nonnegative. The following lemma shows Proposition 3: Suppose that the total throughput demand
that f7’ is an increasing function of the throughput demafd of the followers is fixed. Then, for any two followejsand,
of the leader. This monotonicity property is used in the sequgk |eader threshole is nonincreasing i’ — |, THerefore,
to establish that a maximally efficient strategy of the leadgn attajns its maximum value when all followers are identical.
exists if and only if its demand is sufficiently large. Let us now demonstrate the properties-bf established in
~ Lemma 4:Let Ji be as in (24). Thenf? is a continuous he previous propositions, by means of a numerical example.
increasing function of the throughput demarttie [0,C'— 7] e consider a system of parallel links with capacity config-
of the leader. urationc = (12,7,5,3,2,1), shared byl identical followers
Remark: If r = C' —r, then R = C and the network it total demand-. The threshold-” of the leader is depicted
becomes saturated. Allowing, howevef, to take this value i, Fig. 1 as a function of-, for various values of’. In the
is @ mere technicality that will be used in the proof of thggme figure, we also show the saturation lin & » = C.”
following theorem. Note that when the network is saturategt,oy the figure, one can see that always ﬁes below the

since}"!_, 25;1 fr =1 Liff. Thus,f° is admissible if

Ji = a for every linkl € L. _ . _saturation line, in accordance with Theorem 2. Furthermore,
We are now ready to prove the main result of this section jhcreases with the number of users.
that is given in the following. From the same figure, we observe that in the light load

Theorem 2: There exists somgo, with 0 < 7% < C -, _region (i.e., when the total demamdof the followers is low
such that the leader in a multifollower Stackelberg rO““”Qompared to the total capacity) r° increases withr, that
game can enforce (;che nejtwo%k op'gmum if and only if it the higher the demand of the followers, the more difficult
throughput demand” satisfiesr” < % < C — 7. Then, the it pecomes for the leader to drive the system to the network
maximally efficient strategy of the leader is given by (24) angptimum. In the moderate and heavy load regions, on the other
(25). hand,r° is decreasing im. This behavior has been explained

As seen by the proof of the theorem in Appendix By, the discussion following Theorem 2.
the threshold® of the leader is the unique solution of the

equation f2(r%) = 0" in ¥ € [0,C — r). Since f is an
increasing function of, this equation can be easily solved
using standard numerical techniques. .
The above theorem implies that, for any finite set di Efficiency

followers with total demand that does not exceed the total Let us now demonstrate the efficiency of the proposed
capacityC of the system, there is always a (feasible) leadananagement scheme, by means of a numerical example.
with % < 70 < C —r, that can enforce the network optimumConsider a system of parallel links with capacity configuration
Moreover, whenr — C, we haver® — 0, meaning that ¢ = (12,7,5,3,2,1), shared byl = 100 identical self-

VIl. PRACTICAL CONSIDERATIONS
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optimizing users, with total demand and the manager. We Stackelberg scenario, while Fig. 4 shows that the cost of each
investigate the performance of the network under two scenariallower is lower under the same scenario. The increase of
the “Stackelberg” scenario and the “Nash” scenario. In bothe manager cost, however, does not exceed 7% as long as
scenaria, given the total follower demandwe compute the the follower demand does not exceed 2/3 of the total network
thresholdr that enables the manager to enforce the netwogpacity, while the improvement in the total cost is more than
optimum and we assume that its throughput demand is equalf#0 and in the follower cost more than 36%.

that threshold, that is” = 7°. Under the Stackelberg scenario,

the manager implements its maximally efficient strategy arfdl Scalability

drives the system to the network optimum, while under the | emma 2 indicates that in order to determine its maximally
Nash scenario, it behaves as another noncooperative user.gffiient strategy, the manager must have information about
compare the total cost (Fig. 2), the cost of the manager (Fig.tBk throughput demand’ of every useri € Z, and about
and the follower cost (Fig. 4) under the two scenaria, fape network optimum(f{,---, ff). The network optimum
different values of the total follower demand. Fig. 5 showsan be readily computed from (13) and (9), given the total
the change (percent) in the total, leader and follower cosfsad R offered to the network. Hence, the manager needs
when we move from the Nash to the Stackelberg scenario.only information about the throughput demand of every user.
Fig. 2 shows that the network performance is always better many networks of interest, user flows are accepted by
under the Stackelberg scenario. More specifically, the imeans of some admission control mechanism. This involves
provement in the total cost is more that 20%, as long as thenegotiation phase, where the user has to declare certain
follower demand does not exceed 2/3 of the total capacity wéffic parameters for its flow, one of which is typically the
the network. Note that the total cost in the Stackelberg scaverage rate. Therefore, the manager has readily available
nario corresponds to the network optimum. Therefore, Fig.t@e information it needs in order to implement its maximally
demonstrates the inefficiency of noncooperative equilibria fefficient strategy.Each time a user arrives to or departs from
the routing model under consideration. the network, the manager can simply adjust its strategy to

Fig. 3 mdllcates that Fhe cost Qf the manager (the aVer"’lgeAIternatively, the manager can obtain estimates of the average rates by
delay experienced by its flow) is always higher under theonitoring the behavior of the users.
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€0 ' ' ' ' An alternative way to achieve the loading thresheldis

ol Total decrease | ‘tlgogt);g;’/,ldeen;i?centlves to the Enoncoopergtlve) users to join a
oo~ Leader increase y (e.g., a “social” VN), that is, one whose flow
’ is directly controlled by the manager. This way, not only the
number of noncooperative users is reduced, but also the total
flow controlled by the manager is increased.
1 A key question is, then, what are the possible incentives that
would persuade a user to join such larger network entities. One
1 way to achieve this is through appropriate pricing mechanisms.
- A user may decide to join a VN controlled by the manager,
1 for example, provided that lower prices would compensate for
losing control of its flow that might result in a degradation in
: S ; s the GoS that it receives (as indicated by the example in the
5 10 15 20 25 30 . . T
Total follower demand previous subsection). Moreover, the manager has the flexibility
to provide different GoS to the various VN’s (or users) it
controls, by routing their flow over different paths, while still

the maximally efficient one, using the information about thiPlementing the maximally efficient strategy for the total
throughput demand of that user. In that sense, the propod@y/ it controls. The manager can, then, charge a VN (or user)
mechanism of enforcing the network optimum by means gecording to the GoS that it receives. Since pricing is one of the
the manager's routing strategy is scalable. key factors.for thg deployment of future .broadpand/mulnme@a
The proposed methodology is applicable for many intrandi§tworks, investigating such mechanisms is a challenging
(e.g., institutional or corporate networks), where devisingfoblem for future research.
efficient management schemes in order to provide good GoS
to the users is of central importance. One might argue,
though, that the methodology does not apply to very-large-
scale networks, such as internets, where not only it is difficult The practical inability to achieve global cooperation in
to keep track of a very large number of users, but also ther@ny modern networking environments, typically results in
are no provisions for guaranteeing good quality of serviciefficient use of network resources. This situation might be
Two comments are then in place. First, what we refer f@ohibitive for future broadband networks that are expected
as a “user” is not necessarily an individual end user of thie support numerous resource consuming applications, such as
network. For metropolitan area networks, for example, usgrglitimedia. In recent years, a number of methods have been
can be institutions or corporations and, therefore, their numi@oposed to overcome this problem. These methods improve
is “manageable.” Second, internetworking is currently movindge network performance either through proper design of the
toward a commercial Internet that is available to the genergisource configuration and/or the service disciplines of the
public through private service providers [24]. Large Internétetwork, or by introducing some “external” component such
service providers (such as long distance carriers) will probaldg prices.
build their own internets and try to attract customers by We proposed a new method for improving the performance
guaranteeing high quality of service within the boundaries 6f noncooperative networks. This approach calls for the inter-
their internets (while, at the same time, providing gateways ¥éntion of a social agent, namely the network manager, that
the public Internet). Efficient management schemes will pldies to optimize the network performance, through the limited
a central role in achieving this goal. control that it routinely employs during the run time phase of
the network. Specifically, we considered a network manager
that acts as a Stackelberg leader. The manager controls only
L part of the network flow, and is cognizant of the presence of
C. Achieving the Threshold’ noncooperative users. Considering a system of parallel links,
An important question that arises from the present work vge showed that, by controlling just a small portion of the
whether and how the manager can satisfy the necessary aativork flow, the operating point of the system can often
sufficient condition that allows it to drive the system to thée driven into the network optimum. For situations that the
network optimum. As indicated by Proposition 2, the minimurmanager does not control enough flow to enforce the network
demands® that enables the manager to enforce the netwodptimum, our analysis provides guidelines for actions that it
optimum increases with the number of noncooperative usecan take in order to meet the required threshold (e.g., providing
Therefore, one way to achieve this threshold is to provideonetary incentives to users to join virtual networks that are
incentives to “small” users to join “larger” (but still self-controlled by the manager).
optimizing) network entities, such as virtual networks (VN’s). In practical terms, an important advantage of the proposed
It is worth noting that, while bifurcated routing might seemmanagement scheme is that it can be readily implemented
impractical in the single (small) user case, a VN control entithrough appropriate routing of some centrally controlled net-
can implement (optimal) bifurcation by routing the flow ofwork flow. This is to be contrasted with other recent proposals
different VN users over its various paths. that require changes in technology and/or policy making in
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Fig. 5. Change in the total/leader/follower costs versus
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modern networks. Deployment of recent proposals for sophhxaveGlL1 <7t < G1L1+1. The residual capacity seen by the
ticated pricing schemes, for instance, will require changes bdtlower on any link! < L* is
in the accounting infrastructure and the policy making process

1
in current networks. = ¢ Eﬁ:l(cn — o)+t I=1 ... I} (30)
It should be noted that our analysis depends on the specific  * 251:1 cn ’ T

structure of the model. The extent to which these results can _
be generalized is an important subject for further resear@gcording to (21). . _
Nonetheless, the ability to obtain efficient strategies for sim- Let us first show thatd,, < . Using (16) and (30),
ple networking models inherently has important implicationg. > G is equivalent to
We indicated, for example, that systems of parallel links [ il I

. . . * .1
appropriately model scenaria that become common in modern. Z en — T Z e DomeiCn = f3)+1
networking. Indeed, current practices tend to decrease the —
degrees of freedom in networks, as is the case, for example,
when bandwidth is separated among virtual paths. The presght

n=1

work indicates that such practices make the network less rt
vulnerable to the deficiencies of noncooperation. This is yet!, /¢, Z Ven
a further indication of the potential benefit of decoupling n=1
complex structures in a network. L'-1 L'-1 It
> v Y Ve | Ylen— 1. (31
APPENDIX A n=1 n=1 n=1
PROOFS OFRESULTS IN SECTION V SinceL! < L*, taking A = {1,---, L'} in (12), we get
Proof of Lemma 1:Suppose that there exists a maximally i
efficient strategyf® of the manager and Idtt = AVO(£) be Vo — >on=1Vn (32)
the best reply of the follower. Then Eﬁl:l(cn _ f;)'
Fi=forfl=fr lec. (28) Thus, (31) is equivalent to
rt—1 rt—1
Let us first show that the flow} the follower sends on ,! > Lozl On VoL D=t Vo _ Grir Hp..
link 7 is decreasing in the link numbére £. Assume by vATen VATer
contradiction that, for some, we have0 < fi < f.;. Let us now proceed to show thett < Hp.y;. If f7.,, =0,
Then, the optimality Conditions (7)—(8) imply that thenZ* = L! and Hy:,, = R > r1, by (19). Therefore, we

concentrate on the case whefg, , > 0. Using (16) and

1 1
1 i o 1 n I > (30), and after some algebraic manipulatioh,< G7. ., is
Cn41 — fn+1 (Cny1 — fn+1) cn—frn (e = f3) equivalent to

which is a contradiction, sineg,— f;; > c,y1—f,41 [by (11)] A< 1
and f!,, > f} (by assumption). Therefore, there exists some T ey~ fig
link L*, such thatf}* > 0 for I < L' and f{ =0 for I > L*, o 12 1 I
that is, the follower sends its flow precisely over the links in « anlgcn — v Z c — Z(c" -9
{1,---,L'}. Furthermore, (11) andi? > f~ , imply that for SE Ve = =
any linkl, we havec} = ¢ — ff + f} = cipr — [+ fha = . :
¢4, thatis, the residual link capacities as seen by the followBPd: Using (32), equivalent to
preserve the order of the link capacities themselves. Hence, the 1 1 ZL1
thresholdZ! is determined by (15), with = 1, as explained = Z Cn — L\/a (33)
in Section IV. In view of (28), it is evident thal® < L*. ety = fpo A VA*

The optimality Conditions (4)—(5) folfy,---,f;) and . ) .
(7)~(@) forf! imply that - = < = [2= ]2 forall m e once/igy > 00 (7) GVeSerapy = friyy = Vera /A%

X cm—f3, and (33) is equivalent to

{1,---,L*}. Takingm = 1, we havef} = fi — &(ff — fi), ) )

. . 1 . L I
l=1,---, L, which, together withy"~, f} =71, gives < 2net1 Cn = /CLH1 2pe1 Von — Hpi (34)

v/ A* Criy1
Ll
fr=fr— % S gi-rt|, 1=1.--,I'. (209) and this concludes the proof of (22).

I Beet SinceH, is independent from the manager’s stratégyfor
all 7, condition (22) is also independent Bf. Furthermore,
Then, (21) is immediate from (28) and (29). in view of (20), it determines the thresholl! uniquely.

We now proceed with the proof of (22). Since the followeTherefore, if a maximally efficient strategy of the manager
sends its flow precisely over the links ifi,---, L'}, we exists, then it is unique and is given by (21) and (22). O
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Proof of Theorem 1:From H;: < ! < R = Hp.y,, easy to see thaEieI0 f; = f, 1 € L. Therefore, it suffices
we conclude thatl! < L*. From Hziyp > 7! and (18) to show thatf—° = A°(f°), or equivalently, that’ is the
we have "L fr > rl. Therefore,f0 > 0 for I < L, best reply of followeri € Z to the strategy profilé~ of the

from (21). Furthermore, it is easy to verify that, . f° = other followers and the manager. It is easy to verify that for
Suec i — r1 =+, Thus,f° is an admissible strategy of theany link [ € £ (35) holds. Observe that this is the maximally
manager. efficient strategy of the leader in a single-follower Stackelberg

We now proceed to show thét given by (23) is the best game where the foI]ower has demarfdand the demand of
reply of the follower tof®. For all{ < L!, (20) and (22) the leader is(R — r*), according to Theorem 1. Follqwing
imply (Cl/Zil:l Cn)(ZiL:l fr— ')y < ff, which together precisely the proof of that theorem, one can show fias
with (21) givesf? < f;. Thus, f} = f; — f° > 0. Moreover, indeed the best reply of user Z to ™. _ O
Sice fi =71 by (23). Hencef' € F'. Let us now show Proof_ of Lemma 3:Suppose thatfy < 0. Equation (24),
that the residual capacities seen by the follower preserve then, gives
original link ordering, that is, they satisfy (14). For> L, L e . .
this is immediate from (11). The same is true fog L', in PN M < (I - 1)£ < (I — 1)£ (36)
view of (30). Finally, forl = L, we ha\éeclLl = o = fgﬁ > = T e a = ci-1
cpo—fi Zepyr— S = cp— frigg = ¢y Where . L
the first inequality foliows fromf?, < fgl, and the second since f'/c; < f,/ci-1, @s implied by the optimality Con-
from (11). Thus, inequality (14) holds. This implies that thélitions (4)~(5) for(fy, .-, ff). If .y = i, then f’ ; < 0
best reply of the follower td° has the threshold structure ofiS immediate from (36). Assume thadi_,\Z; # @. For all
1, where the respective threshold, s&Y, is determined by ¢ € Zi—1 \ Zr, we haveL' = [ — 1, and using inequality

1 1 1 1 g1 ; : ) LY e
Gy <717 £ Gy, To showN' = L', it suffices to show Hy: < i, one can verify thaz n:le_fn T fin Summing
that G}, < < Gy P -t

Recall thatH;: < 7% < Hy1,,. As shown in the proof of this inequality over ali € Z,_; \ Z;, and adding it to (36)

Lemma 1,H;: < 7! is equivalent toGi, < r!, sinceL! < :

L’ * 7 *
* 1 1 * i i i fr—=r "
L*. Letus nO\iv show that' < G, If f,, > 0, this is Z Zn_b_f <[li= 1)+ (T — Il)]fl 1
equivalent tor* < Hri4, as seen in the proof of Lemma 1. =~ 37" ¢, C-1
Therefore, we only need to consider the case wifigre, = 0.
In that cases* < G}, is equivalent to (33). Furthermore,thus f? ; < 0. O

(8) implies thater 1 — f5. ., = crip1 < /crir1/A*. Thus, Proof of Lemma 4:We give a sketch of the proof, that can
to show (33) it suffices to show (34), which holds true. Henc€€ found in [25]. Using the methodology developed in [14],

we haveGh, < ! < GL, .. one can show thd¥ is a continuous function of € [0, C—7].
Therefore, to establish that = A(£%), it remains to be Similarly, £ is a continuous function of” € [0, C'—r], except

1
]

¢ ) O .

shown that—t . = — = for all I 1... v possibly of a finite number of pomtsxl_ < <o, where

U W 30) Sig'tag e ,mhe L o }_ the threshold of at least one followgris increased front.’
sing (30) and (28), this is equwfl ent t_o S Ow'ftgfff)Q ~ to L’ + 1. Therefore, we only need to establish continuity

ey foralll,m € {1,---, L}. This holds due to the at o,,, 1 < m < M. By its definition in (25),77 is left-

optimality Conditions (4)—(5) fof;, - - -, f&), sinceL* < L*. continuous akv,, and so ist®. Noting that atr® = a,,,, we
This concludes the proof. O haver! = Hy,4,, and using the continuity of*, it can be
easily seen thatim,o, £°(r°) = lim,oy,,, £2(r°). Thust?

APPENDIX B is continuous inr® € [0,C — r].
PROOFS OFRESULTS IN SECTION VI Since f](? is continuous inTO € [O,C — 7’], in order to

show that it is an increasing function, it suffices to show

%hat it is increasing in every intervdD, cu], (m, @m+1],
=1,---,M — 1, (apr,C — 7], where the threshold.’

of every follower: is constant. This can be easily verified

observing that

Proof of Lemma 2:Assume that there exists a maximall
efficient strategy® of the leader, and let=% = A°(£°). Then,
following precisely the proof of (21) in the single-follower
case, one can show that for evaerg Z, the total flow sent
by all other users on Ilink is

i fO I-1 ZLi £ fr ELI £ I i
R L e PP =l =D D=
== S e T (35 @ T lXlnmite @ Yin=1Cn =l 2on=1Cn
fl*? l:LZ+1aaL

O

and (26) follows. Similarly, it can be seen that, for any Proof of Theorem 2:Recall that even if® is nonadmissi-

i € Z, (14) holds, thus the threshold’ is determined by ble, it satisfies the demand constraint of the leader, according
(15). Moreover, using (35), one can show that (15) impligs (27). By virtue of Lemma 3, this implies that at = 0
(25). Finally, using (26) and_, ., fi = ff, 1 € £, (24)is we have f{ < 0, since f{ > 0 would imply f > 0, for
immediate. l=2,---,L, and the demand constraint of the leader would

Suppose now thad given by (24) and (25) is an admissiblebe violated. Suppose now thal = C — r. Then f; = ¢,

strategy of the leader. If for afl€ Z, f? is given by (26), itis [ € £, and from (18) we haved; = 0, for [ € £, while



172

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 5, NO. 1, FEBRUARY 1997

Hr., = R. Thus,L? = L for every follower. Therefore, L* remain the same, and 2) at any point,, either L’

R=cal(Ci_ fi-r/C—I-1)ff =c(1-7/C)>0.

is increased, or.* is decreased. Using the same technique

Since f? is continuous increasing if9, C — r], nonpositive as in the proof of Lemma 4, one can show thatis a

at " = 0 and positive atr’ =
70 € [0,C — 7), such thatf) = 0 at+° = 7. Thus, f? > 0 if
and only ifr° € [r°,C — r), and the result follows. O

Proof of Proposition 2: By the definition ofz?, it suffices
to show that, with the demanef of the leader fixedf? is
nonincreasing in the number of followers. L&t and £9 be

C — r, there exists a unique continuous function ot € [0,7*]. Hence, to show that it is

also nondecreasing, it suffices to show that it is nondecreasing
in every (am,, amy1] interval, where the thresholds’ and

L¥ are fixed. But this is immediate from (39), singé > L*
implies thats(1/ 5", ¢, —1/ 35, ¢,,) is nondecreasing in

£. O

the strategy of the leader, given by (24) and (25), when there

are I and I + 1 followers, respectively. Note that in both
, /1) is the same, since it [1]
depends on the total throughput demaRd= +° + », and not
on the number of followers. Therefor#; is the same in both

cases the network optimufyy, - --

cases, for all € L.

Since the followers are identical, their associated thresholds
are equal, according to (25). Lét and L! be the thresholds 4]
when there arel and I + 1 followers, respectively. In the
former case, the demand of each followerrjd and in the

latter /(I + 1). Therefore, (25) implies thak* > L' > Lt
In view of (24), to provefy > f°, we have to show
o o o "
Iznzlfn_T _ Iznflfn_T > Er}:lfn _ f_l

Ll 1 —_— 1
D=1 Cn 27[;:1 Cn Zﬁ:l Cn “

. (37

8
The expression on the right-hand side of (37) is nonpositive[,
since f{/e1 = f{/a, for all I < L*, as implied by the
, /7). Therefore, it suffices

optimality conditions for(f;,---
to show that

.t
I i fn—r
L
En:l Cn

it
IS f—r

~ (38)
Zﬁ:l Cn

Since (38) holds trivially forl' = i, we only need to 12
consider the casd! > L. Without loss of generality, assume

that L! = L' — 1. Then, (38) is equivalent to

, L'—1 r L'—1
* L _
fZ E fn—c—1 E cn = Hypa,
n=1 L n=1

which is true, by the definition of the threshald.
Proof of Proposition 3: Suppose that? > +*, and letf®

be the strategy of the leader given by (24). It suffices ta7]

show that if the demands of the followers becomie+ ¢

andr7* — e, 0 < & < ¥, and 0 is the resulting strategy
of the leader—according to (24)—theff > f°. Since the
total demand of the followers is fixed, the network optimurf°l

,f3) and the thresholdL’ of every followeri €

I\ {j, k} remain the same. Therefore, it suffices to show th&o]

L7 j L¥ :
D e Enzlf;_Tk‘i‘E
= ri + Lk
2 n=1 Cn 2n=1Cn
is an nondecreasing function efe [0,7*].

Note that L/ and L* in (39) are also functions of.
In particular, (25) implies thaf.’ is nondecreasing and*

¢(e)

(39)

nonicreasing ine. Then, it is easy to see that there exists

a finite number of pointsy; < --- < ayz in (0,7%), such
that: 1) for alle in the same interval0, ], (am,amﬂ],
m = 1,---,M — 1, (aa,7*], both the thresholdd.’ and
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