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Abstract—The configuration of virtual path (VP) connection ] ____Public Network
services is expected to play an important role in the operation of User / B
large-scale asynchronous transfer mode (ATM) networks. A ma-
jor research challenge is to understand the fundamental tradeoff
between the network call throughput and the processing load on VC Service
the signaling system and to provide an algorithm for VP capacity
allocation that achieves an optimal network operating point while U
guaranteeing quality of service (QoS) at the call level and satisfies ser - e
a priori bounds on the processing load of the call processors. We ﬁ\/\“,/

resent a taxonomy of previous approaches to the problem and _.
i%entify their streng;/ths gnd Weaknpgsses. Based onpthese obser19- 1 The network model.
vations, we provide an algorithm for the VP capacity allocation

problem that satisfies nodal constraints on the call processing : ; ; , i
load and blocking constraints for each source—destination (SD) a capacity allocation policy for VP's (also referred to as

pair. The algorithm maximizes the network revenue under the distribution policy, that guarantees QoS both at the cell and
above set of constraints and is parameterized by the number the call level. QoS at the cell level can be guaranteed through
of traffic cl_asses in the network, t.he.method of representatiqn the concept of the contract region (CR) [14]. At the call level,
of networking resources, the admission control policy used in QoS is guaranteed by bounding the blocking probability of the

every link and VP, and the network routing scheme. Finally, we % - . -
apply the algorithm to three sample networks and study several virtual circuit (VC) service for every source—destination (SD)

of its performance characteristics. In one case, we applied the pair in the network and the average connection setup time.
calculated VP distribution to the Xunet ATM testbed and verified The latter is achieved by modeling the signaling system as a

User

VP Network

experimentally the predicted performance. network of queues and bounding the call arrival rates at the
signaling processors.
|. INTRODUCTION According to our model, users make requests for the VC

service at the boundaries of the network (Fig. 1). The network

N OUR PREVIOUS work [1] we presented a compre= _ R 2 . ;
hensive management architecture that allows the netw erator establishes VP’s within its administrative domain.
is VP network is transparent to the users and serves the

manager to configure virtual path (VP) connection service: ¢ ) lis th h th bl y
under quality of service (Qo0S) constraints and evaluate djdrpose of carrying user calls through the public network at

resulting network performance. VP's in asynchronous transf&duced call processing costs. A separate routing mechanism

mode (ATM) networks provide substantial speedup during tfigtermines hovy ca.IIs are to be rlouted through the VP network.

connection establishment phase at the expense of bandwidth"€ VP distribution problem is a network control problem

loss due to the end-to-end reservation of network resourc¥dh the following formulation: given the network topology,

Thus, VP’s can be used to tune the fundamental tradedie capacities of network links, the capacities of the signaling

between the network call throughput and the processing l0BgPCcessors, and the matrix of offered network load, calculate

on the signaling system. They can also be used to proviﬂﬂ? routes and capacities of VP’s in the network such that the

dedicated connection services to customers such as virt{pliowing requirements are satisfied:

networks (VN’s). The VP connection management architecturel) the sum of VP capacities on each link does not exceed

that was developed for this purpose was integrated within an  its capacity;

OSI management architecture. 2) the signaling load on each signaling processor is below
The objective of this paper is to provide a supporting a given upper bound;

algorithmic framework to the network manager for formulating 3) the call blocking rate of each SD pair is below a

) ) ) i given upper bound (also referred to as B blocking
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congestion at the downstream nodes, or by setting up VP’s
between the SD pairs that contribute the bulk of the signaling
load on the intermediate switches. If the first approach is fol-

signaling
capacities

network
topology link capacities

traffic load lowed, calls might be blocked even if there is enough capacity
A available in the network. Therefore, the second approach is
VP distribution superior but at the expense of a reduced network throughput
Algorithm QOS constraints X X
due to end-to-end bandwidth reservation.
The proposed algorithmic framework is part of a network
(vProutes ) (VP capacities ) management architecture that applies network controls from a
centralized location in time scales of the order of seconds, or
‘ VP Service Controls even minutes. Therefore, the algorithm for VP distribution that
will be discussed here is not applicable for real-time network
A control but rather for short- to mid-term network capacity
Wzmem«i) and throughput mfanagement. It is a centralized nonlinear
Tl programming algorithm that uses as input the global state of
Fig. 2. The algorithm for VP distribution. the network and provides a solution that maximizes the total

network revenue while satisfying the blocking and signaling

) capacity constraints. In this context it is conceivable that the
change in the offered load, the manager does not need to tﬁi"g’orithm is most appropriate for use by an ATM network

any further action. If the load has changed, or QoS is ngkrvice provider. The algorithm is run when the manager
guaranteed, the manager can use the algorithm to providgierves significant changes in the traffic patterns. In current
new VP distribution that will satisfy the QoS requirementste|ephone networks this period ranges from one half-hour
The algorithm is given the current estimates of the traffiy one hour, and is expected to be similar for broadband
load, the desired QoS constraints, and other configuratiggtworks. The resulting VP distribution is installed in the
information, and produces the VP distribution. The latter isetwork and held constant until the next run.
installed in the network by using the control mechanisms Rather than trying to maximize the overall network through-
provided by the service management architecture. put, the VP distribution problem can also be considered from
The VP distribution problem has appeared in many dithe viewpoint of noncooperative networks, where each VP
guises, especially in the design of circuit-switched networkgntroller is trying to (selfishly) maximize its own performance
and, more generally, in the configuration of logical networksy requesting bandwidth for its end-to-end VP’s. This leads

given a fixed topology of physical links. to a problem that can be formalized as a noncooperative game
The requirement described in constraint 2) is justified ahd was explored in [20].

our experiments with the Xunet Ill ATM testbed. According This paper is organized as follows. Section Il presents
to these experiments, the transport network can be saturag@doverview of related work on VP distribution algorithms.
even with small call arrival rates of wide-band (video) calls. I§ection Ill presents an algorithm for VP distribution together
order to achieve the same effect with narrow-band (e.g., voiagith the concepts that provide our QoS framework. Section
calls, much higher call arrival rates are needed (the capadiy applies the algorithm to three network topologies and
of one video call in our experiments was roughly equivalembakes observations on its performance characteristics. Finally,
to 70 voice calls). In this case, however, the capacity &ection V summarizes our conclusions and proposes directions
the signaling system was reachkeforethe actual transport for further study.
capacity was exhausted. During signaling congestion, only a
small percentage of the total number of offered calls could be
established (the remaining calls were rejected due to signaling
message losses, excessive call setup times, etc.) and, as a
result, the transport network was operating well below its i
capacity. In other words, even if the total capacity demand s Notation
the same, a small call arrival rate with a high capacity demandBefore starting the review of the individual approaches
per call puts pressure on the transport network, whereas forthe VP distribution problem it is worthwhile to define a
greater call arrival rates with small capacity demands tle®@mmon problem setting based on which all approaches can
pressure is shifted to the signaling system. be compared. For this purpose, we introduce the following
These experiments further indicated that an uncontroll€anonical model.
overload of the signaling system can render inoperable mostl) Topology Information:
of the backbone switches that receive the highest signalinge The network topology is represented as a directional
load and reduce the throughput of the transport network dra- graphG(V, £), whereV is the set of vertices (network
matically. In general, an ATM network supporting a switched nodes) andV is the set of network links (edges).
virtual circuit (SVC) connection service can overcome this « W is the set of SD pair®V = {w = (u,v) || v,v € V}.
problem in two ways: by blocking a portion of the incoming < The network support¢ = 1,2,..., K traffic classes,
call setup requests at the source node, thereby preventing each with its own QoS requirements.

Il. STATEMENT OF THE PROBLEM
AND REVIEW OF RELATED WORK
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2) Capacity Information:

L]
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P is the set of VP's. A E
For each SD paiw, Ry, = {rei,i =1,2,--- Ny} isa Pf"[’:;‘xdzﬁ;ﬁ Ay
set of routes of cardinalityV,,. Each route consists of '~
an arbitrary combination of VP’s and links between tth paie 49 node B 10 F
source and the destination node. R, = ((7)(2,3,5)

We define a logical grapliz’(V, E'), where the set of Ak b 7
edgesE’ is obtained from the set of edges of the origingl
graphG by adding one edge between every VP source an

termination point. In this way, VP’s can be represented
as logical network links. the network: VP1 uses the links 1, 3, and 4 and VP2 uses the

links 2, 3, and 5. Each VP can be also considered as a logical
link directly connecting nodes A and E and B and F, and is
represented by the dashed links 6 and 7, respectively. For each
SD pair, there exist two routes: the first route (direct) consists

ig. 3. An example.

The networking capacity for link is denoted bys; and
is described by the schedulable region (SR) [12].

3) Loading Information: only of the VP that links the source and the destination node

L]

The call arrival rate and the inverse of the holding timgnd the second route consists of the single hop-by-hop route
of calls for each SD paiw and classk is denoted byA%,  petween the nodes (which happens to follow the same path as
and £, respectively. The traffic intensity (in Erlangs) ishe VP). The routing policy attempts first to establish a call
denoted bypk . on the VP route, and if no capacity is available, the second
For each switching node € V, 11, denotes the process-route is tried. If the second attempt is also unsuccessful, the
ing capacity of the node signaling processor in requesisll is blocked.

per unit of time. Finally,\, denotes the total arrival rate  Qur objective is to compute the capacities of the VP’s
of call setup requests at node such that the revenue of the network is maximized under the

4) Control Policy: appropriate constraints. One way to compute the revenue is

5) Constraints:

For eacty in P, we denote ag’, the networking capacity by multiplying the calls of each traffic clagswith a constant
assigned tp. The networking capacity is in general giverf€Presenting the network gain achieved by accepting a call of
by the CR [14]. For every lin{ we must have that the classk per unit of time. The VP_ capacities must be such t_h_at
sum of VP capacities traveling over that link is less dihe following constraints are satisfied: the sum of VP capacities
equal to the link capacity. must not be greater than the capacity of Iink 3, the capacity
At every outgoing link and VP operates an admissioff VP1 must be less or equal to the capacity of links 1 and
controller. Encoded in the admission controller is th@ tc., the blocking probability for each SD pair must be less
admission control policy, denoted hy. The admission than the blocking constraint, and the arrival rate of S|gnallng
controller accepts or rejects calls based on their traffe€Ssages at every node must be less than the corresponding

class and the number of currently active calls in the linRFOCESSING capacity. .
or VP. The reader might have already noted the following tradeoff:

by increasing the capacity of VP1 we can reduce the blocking
R, which specifies the schedule for finding availapi@robability for SD pair 1 but, at the same time, increase it

routes. For example, an incoming call might try the firdP" SD pair 2. It can be easily verified for this particular
route in the set and, if no capacity is available, the secofifample that by not allocating any capacity to the VP S,
route and so on. the network throughput (and consequently the revenue) is
In order to guarantee that every signaling processor T&ximized. I—!OV\I/ever, |rf1 tthlt case, node C eﬁperlencehs the
operating normally, an overload control rejects the surpl&gmb'ned arrival rate of call setup messages from both SD

of call requests whenevex, > .

For each seR,, with N,, > 1 there exists a routing policy

pairs, since all call setups take place only on a hop-by-hop
basis. If this arrival rate is greater than the processing capacity
of that node, the solution is unacceptable, and, therefore, part
The blocking constraint for each SD pair and traffic classt the traffic must be routed over the VP's. Therefore, the
is denoted by3};. The blocking constraint enforces QoSso|ution lies in routing only part of the traffic over VP's to
at the call level. The blocking probability’; is the prevent congestion of the signaling system and maintain at the
percentage of call attempts of claksfor the above SD game time an acceptable blocking probability for all SD pairs.
pair that are denied service due to the unavailability of The vp capacity allocation problem in ATM networks
resources. We must always have tidt < 3% can also be regarded in a more general context: given a
At every signaling processor, the arrival rate of call setufetwork topology, a portion of the capacity of the physical
requests must be less than the node’s processing capagifs is reserved on an end-to-end fashion for creating logical

e, Ay < fhy- _ links connecting nonneighboring nodes. This problem rises
For every router € Ry, the call setup time,. on route jn circuit-switched networks, in the configuration of leased
7 must be bounded, i.et,. < T;. lines and virtual trunks (VT’s), and also in the configuration

For example, consider the network of Fig. 3. We have twaf logical channels in SONET-based networks [8]. For this
SD pairs (A,E) and (B,F). There are two VP’s configured ireason, we will review a variety of approaches for capacity
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allocation that are similar in nature to the VP distributiompproach is taken by [25], [21], [10], and [3]. The total rejected

problem. bandwidth demand in the cost function is incorporated in [8]
) and [7]. The solution in this case maximizes the total carried
B. Taxonomy of Algorithms capacity in the network. This has some advantages because

1) Synchronous versus Asynchronougll algorithms fall the call blocking rates (which are nonlinear functions of the
into two major categories: synchronous and asynchronod capacities) do not participate in the cost function, and the
Synchronous algorithms update the VP capacity in real ting@timization problem becomes more tractable. However, in
based on the observed demand for call establishment. In thigher case, in order to guarantee QoS at the call level the call
context the bandwidth of VP's can be expanded or contracteldcking constraints must be introduced as constraints into
at call arrival or departure times. Such is the scheme presentiegl optimization problem. Only [3] addresses this problem. In
in [24] and [22]. the other cases, even if the solution maximizes the network

On the other hand, asynchronous algorithms maintain a fixédoughput (or the carried capacity), the call blocking rates
VP distribution for a time period” (also referred to as the might be acceptable only for some SD pairs and violating the
update intervgl. These algorithms are called asynchronoublocking constraints for others.
because the modifications of VP capacity are not driven by4) Tradeoff Between Signaling Costs and Capacity Alloca-
the call arrival or departure process associated with each \fien: Most algorithms except [5] and [18] assume that one or
The VP distribution policy is computed at the beginning amore VP’s are established between every SD pair and, thus, the
the period and remains fixed during that period. The decisiggstination can be reached from the source in one hop only. In
on the most appropriate VP distribution policy is based ddur opinion this approach has two major flaws. First, it is not
estimates of the offered load during the coming period. Fegalable: a network with hundreds of nodes will need a very
this purpose, a load estimator is usually needepréalictthe large number of VP's and, consequently, the VP distribution
offered load. task will be overwhelming. Second, there is a substantial cost

2) Centralized versus DecentralizedAsynchronous algo- associated with loss of throughput due to the rigid capacity
rithms can be further distinguished in two major categorieggservation for each VP.
centralized and decentralized. Centralized algorithms are exeA VP capacity allocation algorithm should not distribute all
cuted in one location (typically at the network manager’s sit@igtwork capacity between VP’s, but rather only a portion of it.
and require the collection of up-to-date information from allhis can be achieved by using a hybrid routing scheme, where
network nodes, while decentralized algorithms are executedc@lls first attempt to be established over a route using a direct
every network switch and information is passed along betwe¥, and, if unsuccessful, over routes using one or more inter-
neighboring nodes. mediate nodes and VP’s or physical links in between. Such a

3) Form of the Cost FunctionAlgorithms can be also cat- Scheme can maintain a natural balance between the processing
egorized based on the cost (objective) function employed ¢asts and the cost due to the reservation of resources. A lesson
the decision-making process for VP capacity assignment. Teé@n be learned here from the design of the AT&T real-time
scheme of [24] and [22] does not use a cost function. FBetwork routing system [5]. This system achieves very low
selecting the VP that will receive a bandwidth increase, [28pll blocking probabilities because it allows, in addition to a
uses a cost function based on the VP blocking probability. firect route, a large number of nondirect alternate routes to
its other variation a linear combination of the carried traffibe followed (the equivalent of a call setup using two VP’s
in every VP is employed. In [21] the total call blocking rateéind an intermediate node in an ATM environment) and it has
is used. Multiple cost functions have been selected in [8]: thgen shown to absorb well traffic load fluctuations. This would
link residual capacity and the amount of bandwidth demarg very difficult to achieve by using a single direct route for
that needs to be blocked overall among SD pairs. A weightédery SD pair.
sum of the total rejected bandwidth demand and the total loadFrom all of the capacity allocation algorithms reviewed,
assigned to each link are defined in [7]. A linear combinatiodnly [22] investigates the tradeoff between capacity utilization
of the reserved bandwidth on each link, weighted by a co®d signaling costs. The context is slightly different because
factor, is employed in [11]. In [18] a function of the reservedhere is only one route available to each destination (using a
capacity on every link in combination with a switching cost foVP), and the signaling cost is associated with the frequency
every VP is also used. The AT&T capacity design system [Sf messages needed to expand or contract the capacity of the
uses a weighted combination of the residual link capacities. . These messages must travel along the route of the VP
[10] the revenue for each iteration of the algorithm, expressétithe same way as the hop-by-hop call setup messages that
as the difference of the expected blocking probabilities befowould be used to establish a VC on the same route. Thus, this
and after increasing the capacity of a path times the expect#@rk models the cost for allocating capacity to VP’s and we
load on the path, is used. Essentially, the same cost functiofgieve that this must be fully taken into account in a flexible
used by [3], slightly modified to incorporate the cost observei@pacity allocation algorithm.
by other SD pairs when the capacity of every VP is increased,
while the capacity of all others is held constant. i )

Since the objective of the VP distribution problem is t&- Discussion
achieve a satisfactory network throughput, it is logical to Table | presents a comparison of the capabilities of several
include the call blocking rates in the cost function. Thi¥P capacity allocation algorithms. The last column corre-
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TABLE |
COMPARISON OF CAPACITY ALLOCATION ALGORITHMS

Capability. [22] [25} [21] 8] 7] [11] [10] 31 51 ours
Sync/Async:+| Sync Async Async Async Async Async Async Async Async Async
Cetr./De- Decent Decent Centr Centr Centr Centr Centr Centr Centr Centr
centralized
Raoute Set One VP | One VP One VP Many Many Many Many One VP 1and 2- | Mixed
per.SD pair. or Link- Paths VPs VPs Paths hop VP/Link

only (VPs} (VPs} paths paths
Rotute: Static Static Static Static Static Static Static Optimal Dynamic | Static or
SBelection Static Dynamic
Policy®
#1riclasses’] one one one N/A any one N/A any any any
Admission per TC® | per TC per TC N/A per TC per TC N/A per TC N/A Flexible
Cantrol-Pol+
icy
Signaling no no no no no no no no no yes
Constraints
per-SD-Pair:=| no no no no® no® no no yes yes yes
Blocking
Constraints
GostFune- None Call Call Residu- Link Resrvd Reve- Reve- Residual | Revenue
tion. Blocking Blocking al cap,, load, Band- nue nue/ capacity

Rate Rate Rej. BW | Rej. BW | width Loss
demand | demand

& static implies that the routing policy is predetermined and given as input to the algorithm. Optimal applies
to [3] only and implies that the single VP route is determined by the algorithm based on some optimization
criterion. Dynamic implies that routing is determined in real-time from the available set of routes.

b Implies that a separate VP carries every traffic class and, hence, capacity cannot be shared between traffic
classes.

C [7] and [8] minimize the maximum percentage of rejected capacity among all SD pairs.

sponds to the VP allocation scheme that will be presented in lll. THE VP DISTRIBUTION PROBLEM
Section Ill. All algorithms fall into two major categories, based By observing the limitations of previous approaches to the

on the time scale they operate on, the information they usgp gistribution problem, we propose an algorithm that satisfies
and the level of optimality they provide. Scalable algorithmge following basic requirements:

that are designed to operate on a fast time scale must bg
decentralized. They provide, however, a solution which might,
not be the global optimum. On the other hand, centralized
algorithms run on a much slower time scale and can provide a
solution closer to the optimum. However, they have limitations
with regard to scalability. « works with any combination of admission control and

Even in its simplest setting the VP distribution problem  routing scheme (i.e., static priority or adaptive routing).
contains nonlinearities in the objective function, and is very | addition, the algorithm has the following desirable prop-
difficult to solve analytically. It is a nonlinear programmingesrties:

problem whose objective function is neither convex nor con-, g independent from the abstraction used to describe the
cave. Standard nonlinear programming techniques can be used, networking capacity of links and VP’s;

always the global optimum and becomes even more complex eyery link and VP.

to determine if optimization is done for the joint problem of 4 algorithm tries to maximize the networ&venueper

VP routing and VP capacity allocation. As a result, mogfyit of time (defined as the weighted sum of the throughputs
algorithms prefer to fix the routing part. Others provide g each traffic class and SD pair multiplied with the call
fixed set of VP’s but with more than one route from source iRolding time) while satisfying the node processing and SD
destination, while others [3] provide multiple routing paths bijlocking constraints. The algorithm is presented in Section
running a shortest path algorithm jointly with the VP capacity|-A. Sections I1I-B and 1lI-C provide a methodology for
allocation algorithm. A simple methodology for routing VP'scomputing the quantities needed by the algorithm for a simple
with known capacities was given in [6] but is not usefutouting scheme with prioritized alternate routes. For every SD
in our case because the VP capacities are not known pair, every route consists of one or more logical links, where
advance. each logical link can be either a physical link or a VP.

supports any number of traffic classes;

explicitly guarantees QoS at the call level by introducing
hard bounds for the call blocking rates for each SD pair
and bounds for the time to establish calls through the
signaling system;
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A. An Algorithm for VP Distribution where ¥ denotes the revenue per unit of time obtained
Initialization: The algorithm begins with all VP’s at zeroPY a@ccepting one call of SD paiw and classk. For each
capacity. Traffic between all SD pairs follows a hop-by-hoBIC’ create an alternative solution and compute the resulting
call setup procedure, except for the SD pairs which are ser/&gfWork revenue. Drop the alternatives for which blocking
only by routes comprised of VP’s (in which case all traffic i&" 5|gn_al|ng capac_lty constraints are wolgted. If there is no
blocked). Compute blocking probabilities for all SD pairs foféMaining alternative that produced a higher revenue, then
the given call arrival rates. exit. Else, select the alternative with the highest revenue

Step 1 Find the SD pairs for which the blocking constraintdcréase and repeat Step 3.

are not satisfied. If none are found, proceed to Step 2. Else!Ntuitively, the algorithm works as follows: In Steps 1

consider every VP whose capacity can be increased agfl 2 capacity is added to VP's until a solution is reached
bandwidth increase candidate (BIC). The capacity of a \ipat satisfies the problem’s constraints. The objective used in
is increased by removing the necessary resources from all fifeh of these steps is representative of the corresponding set
links on the path of the VP. If the BIC set is empty (i.e., ther@f constraints that need to be satisfied. Step 3 attempts to
is no spare capacity available in the network) then exit. EIdirther improve the solution by adding capacity to the VP's
compute theblocking drift D, for the current vector of VP that promise a higher increase in revenue while satisfying all

capacities (also referred to as the current solution) from ~ constraints. - _ o _
The algorithm is a hill-climbing procedure, selecting at

D, = ZIn&X(O,PL’Z - /}L’j‘,), w e W. (1) every step the BIC that promises the best improvement from
wk the current solution. The way the SD blocking probabilities and
. . . ., _ .. the call arrival rates at the intermediate nodes are computed
This quantity represents how far” we are from sat|§fy|ngs independent from the algorithm itself. This implies that the
the blocking constraints. For each BIC, createaiernativeé i4rithm can be used unchanged with any other representation

squFion by assigning one unit. of capacity to the BIC Wh"eof networking resources, admission control policies, or routing
holding all other VP’s to their current capacity. For eacl.hemes.

alternative solution, compute the blocking drift. If a larger
number is obtained for all alternatives, then there appears to
be no way of satisfying the blocking constraints for the giveB. General Assumptions

network load;exit. Else, select the alternative with the lowest VP's are established hon-bv-hop. using a sianaling protocol
blocking drift and make it the current solution. P-by-hop, 9 9 gp

Step 2 Check for nodes that violate signaling capacitor a management function activated by a central network

constraints. If none are found, and there are no blockirfnanagement facility. Assuming nonblocking switches with

constraint violations, proceed to Step 3, else return to StO%tput buffering, at every node along the route of the VP,

X NN . ﬁPe necessary networking capacity must be secured from the
1. Else (there exist capacity violations), compute ¢capacity S . .
drift D, from outgoing link that the VP is traversing. In order to represent

link and VP capacities we use the methodology introduced in
D= max(0,\, — p), vEV. (2) [12] and [14]. The networking capacity of the output links
> is described by the SR and of the VP’s by the CR [14].
. _ ) s ., _Informally, the SR is a surface in &-dimensional space
Similarly, this quantity represents our “distance” from satiSyyhere K is the number of traffic classes) that describes the
fying signaling capacity constraints. Every VP whose capacifyjowaple combinations of calls from each class that can be
can be increased by one unit is considered a BIC and g-ented on the link and guaranteed QoS. The advantage of
alternative solution is constructed in the same way as abqy representation is that once the SR is measured for the
by adding capacity to the BIC while holding all other VP'hi myitiplexer, all admission control decisions can be made
at their present capacity. If the BIC set is empty, then exiby, gimply checking if the operating state of the link upon a
For each alternative solution, compute the capacity drift. ifo\, call arrival lies above or below this region. The CR is
all alternatives have a higher capacity drift from the current subregion of the SR reserved for exclusive use by a VP.
solution, there appears to be no way of satisfying the signaling, aqmission controller is installed at the source node of the
capacity congtram';ssxﬂ. Elsg, select the altern{;mve with the,/p and accepts a new call if the new operating state of the
lowest capacity drift, make it the current solution, and go ¥9p t4|is within the CR. QoS is guaranteed for all calls on a

Step 1. _ o _ link (regardless if they are part of a VP or not) if the sum
Step 3 Now we have satisfied all constraints. Every VR CR’s of all VP's traversing the link is a region strictly

whose_capacity can be increased by one unit is cpnsideregeqzow the link's SR. The remaining capacity on a link after
BIC. First compute the throughput for each SD pair allocating CR’s for the VP’s that traverse it is obtained by
k_ (1 _ pPk)k 3) subtracting the sum of all CR’s from the link's SR. In [14]
a calculus for region addition and subtraction operations is
The network revenue per unit of time is then given by introduced.
We also make the following modeling assumptions: the call
J= Z Z%’LFL’; (4) arrival process for all SD pairs is Poisson and each call has an
wo ok exponentially distributed holding time. All logical links (VP’s
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or physical links) block independently, and the overflow traffibwhich are performed in the{-dimensional space) while
is also Poissoh. maintaining simplicity for the admission control test, at least
The representation of a capacity region increases in cofor VP’s. In reality, the SR is irregularly shaped, and by
plexity with the number of traffic classes. As a result, imsing this representation we are reducing the “quantization
a typical broadband system which will offer between fouerrors” that appear in the ESCA method. There is, however,
and ten different traffic classes, both the storage of capacitycomplexity penalty for the calculus of regions compared to
regions and related operations (addition, subtraction, etc.) vattalar operations.
become increasingly complex. For this reason, we present tw@®) Selection of the Alternative Solution Setn important
methodologies for the representation of capacity regions. aspect in the execution of the algorithm is the construction of
1) Equivalent Scalar Capacity ApproximationAccording the alternative solution set. When using the ESCA approach,
to the equivalent scalar capacity approximation (ESCAach alternative is constructed by increasing the capacity of
method, an SRS; can be approximated by a scalar quantita BIC by a scalar quantity while holding all other VP’s at
representing the capacity of the link, denoted @y This is their present capacity. If the BIC set containsBIC's, the
accomplished by bounding the SR of lilkrom below by a algorithm constructs alternative solutions. The value of the
hyperplane given by the combinations of calls from differerbjective function is examined for each alternative and the
traffic classes that occupy an amount (mathematically jueternative that provides the best improvement is chosen.
below or) equal to the link capacity. Le{C;) represent the ~ When adding capacity to a VP in the GHP approach, the
vector of equivalent capacities whereC;) is the “equivalent shape of the new hyperplanar region has to be specified as well.
capacity” of a call of clasg over a link of capacityC; [14]. In order to determine what is the most appropriate shape for
Let alsox = (zt,2%,---,2%) € S; be the state of the link. the CR, the following technique is employed. For each BIC,

The bounding hyperplane is given by K alternative solutions are constructed. The CR of the BIC for
) each alternative is derived from the original by expanding into
H(C, Cy) = {X Zxkck(cl) <G } (5) one of theK possible directions by a certain amount (which

et - can differ between classes). Thus, the alternative solution set

) ) ) consists of possibly more than one alternative for each BIC.
The advantage of this approach is that, given the vegtan 1o aigorithm will then compute the objective function for

approximation of the SR can be constructed from the s€alar g0, ajternative and will select the VP and the CR shape that

Similarly, a VP traversing link can also be characterized by g,rqyides the best improvement in the objective function. In
scalar capacity’,. The CR in this case can be approximateffis \ay after several iterations of the algorithm, CR’s can

by & hyperplane take an arbitrary hyperplanar shape.
K A special case of the above is when the complete parti-
H(Cy, C)) = {x > ak (e < Cp}. (6) tioning (CP) admission control policy is used. In the GHP
k=1 approach, both the SR’s and the CR’s have a hyper-rectangular
In this way, the calculus of regions can be reduced ghape. The calculus of hyper-rectangular regions is straightfor-

scalar operations. A sufficient condition to satisfy the capacify2rd and the alternative solution set is derived in a similar
constraints for every link is that the sum of the VP capacitiéé®y, by producingK  alternatives for each BIC, each one

traversing the link be less or equal to the link capacity ~ ©f them constructed by expanding the CR in one of the
K possible dimensions. The ESCA approach requires some

Z Cp £ (7) additional calculations since we need to determine the capacity
P increments for each traffic class from the capacity increase step

(which, in this case, is a scalar).

The capacity of every link is characterized by the tuple

2) Generic Hyperplanar Partitioning:According to the
generic hyperplanar partitioning (GHP) approach, the SR
is represented as an arbitrarily shaped region in ifie (0117___7011() where chk —q. (9)
dimensional space. The CR’s, however, are represented %
as hyperplanes. This simplifies the implementation of the

VP admission controller. Every hyperplanar region can be The CR of a VP can be gharacterized in a similar way. In
uniquely represented by a tup(e!, - - -, mX), wherem® is order to compute the capacity tuple of every BIC, we compute

the number of calls of clask that can be admitted into thethe maximum capacity for each traffic clag,, which can

system when the number of calls from every other traffic clagg added to the VP. The capacity of the BIC is then given by
is 0. The admission control test for VP’s is then given by k

( ( ¢ Cmax
. . (Ch+yt,,CF +y™) where ¢* = S (10)
$_1+'”+$I' S]_ (8) . . k max. .
m m* ands is the total added capacity to the VP. Thus, if available,

The advantage of this representation is that higher accurddg capacitys is proportionally partitioned between traffic
can be achieved during addition and subtraction operaticglgsses based on the maximum capacity available to the VP for
1 . - . _every class. In this way, capacity assignment is not “blocked”

The Poisson model is widely used to model the call arrival process in t

e . . e
circuit-switched networks, and we believe it wil be adequate for modeling tIEQr other classes When th(?r.e IS no capacity left for a Spe'C.IfIC
call-level behavior in broad-band networks as well. class. It can be easily verified that the sum of VP capacities
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as
mi(x) Z qu(x,y) = Z m(y)a(y,x)
A YES, YES; (12)
Z m(y) =1
y€S,
where
Fig. 4. Example of route selection. _ Juk(x)AE, if y =x+e*
a(x,y) = {-Tkli;ta if y =x — e (13)

on the link is less than or equal to the link capacity, and algjhde* is the elementary vector with a one at positierand
the sum of capacities allocated for cldsg every VP is less zeros everywhere. After solving the above system of equations,

than or equal to the capacity available for clésm the link. e can compute the blocking probability of the link for each
Further, for each VR, the sum of capacities assigned to everylass as

traffic class is equal to the VP capaci
% Ph=1->Y uixmx)= >  mx). (14)
xXE Sl xXES; u;‘ (X)ZO

C, < C ck<cF ck=c, (1)
zp: r zp: r l z,; r r Let us now focus on the route level. The probability that a

call is blocked on route,,; is

4) The Route Selection PolicyVe assume a static priority PZZZ =1- H (1 - PI’“). (15)
route selection scheme similar to dynamic hierarchical routing l€Links(rw:)
in circuit-switched networks. This choice was made to simplify )
the analysis. The VP distribution algorithm, however, is not Therefore the call load offered to routg; is
tied to a particular routing scheme. Other schemes such as o Ak Ci=1 (16)
adaptive routing (where the route for a call is dynamically de- wi T NE [T Pk, 1<i<N,.
termined based on real-time resource utilization information)
can be applied as well.

According to the static priority routing model, the route set N
R,, consists ofV,, routes. An incoming call first attempts the PF = H PL’Z]» a7
first route in the set. If the call is blocked, the second route j=l1
is attempted, and so on. The call is blocked if no availablg 4 115 the total load offered to lirikis
capacity was found on all the routes in the set. As mentioned
previously, every route consists of one or more logical links. )\5“ = Z Ak H (1 - Pq’“) (18)
Every logical link is either a physical link or a VP. rcRoutes(l)  g€First(r,l)

Fig. 4 shows an example of a route selection policy. For. - :
the SD pair (A,B), the first attempted route is comprised (%fmally, the load on the link due to routeis
the direct VP from A to B. The second route consists of two ALy =A% H (1-P)). (19)
VP’s and the intermediate node D. The third route does not qCFirst(r,)
contain any VP’s. In that case the call request goes throu
the intermediate nodes E and F.

The blocking probability for SD paitv is given by

ﬁhis usually realistic to assume that the time between the

arrival of the call setup message on a link (when the resources
are actually reserved) and the time the resources are freed
C. Finding the Blocking Probabilities because the call setup request was not successful is negligible

Let us now focus on a single logical link. We denote b§ompared to the holding time of an accepted call. This is true

Ak and ik the arrival rate and the inverse of the holdindor example when the signaling protocol supports timeouts
time of classk calls arriving on link{. Let alsox = during call setups. Otherwise, it is necessary to compute the

(z!,22,..,2%) € S; be the state of the Iinkuf(x) denotes contribution of the call setup time in the call holding time as

the state dependent admission control policy for clasalls N [15]. For example, in the Xunet ATM testbed a call setup

[13]. We also define some set macros that will be used in tRRAUest is timed out after 2 s if no reply has been received,
sequel: an interval significantly smaller than the average holding time

of a call.

i g f (logical) link i
Links(r) set of (logical) links composing route In this case, we have that

Nodes(r) set of nodes on route;
First(r,1) set of links of router prior to link [; 1 1 1

Routes(l) set of routes traveling over link TN Z < “7)
Out(v)  set of outgoing links from node. rERoutes (1)

Let ;(x) be the equilibrium probabilities of the correspondwhere ;& = ;% for all routesr that belong to SD paiw.
ing Markov chain. The global balance equations can be writtdime P* can be determined using a fixed point approximation.

(20)
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Starting with an arbitrary initial value in [0, 1] for thBl’“, the must calculate blocking probabilities for every link and VP.

A¥and ¥ can be evaluated from (18) and (20), respectivelyhen using the approximation technique, the calculation of the
Using the obtained values, the* can be determined from blocking probabilities is reduced to a simple Erlang blocking

(14). The new values are then used in the next step. The profmemula whose complexity is proportional to the capacity

dure stops when the improvement to the solution has satisfiedfathe link. However, when an accurate computation of the
convergence criterion. In our experiments the procedure stdpgscking probabilities is necessary [by solving the system of
when the improvement for eved)* has dropped below I6. (12)], the complexity of this operation i9(N?), where N is

We can rewrite (14) as a function of the offered load, arttie humber of states in the capacity region.

the capacity region of the link in the following form: Overall, the algorithm executes in polynomial time. As the
A following section will reveal, the calculation of the blocking
PI’“ = F<—i, Sl,ul>, I=1,---,|F. (21) probabilities is the highest contribution to the execution time
Hy

and in order for the algorithm to complete in a few seconds (the
The above set of equations defines a continuous mappuhesirable time frame for a network management application)
from the compact set [0, 4]into itself and thus, by Brouwer’s it is necessary to apply approximation techniques.
fixed point theorem, there exists a solution. In [16] and
[17] it is proven that the solution is unique, and the loss
probabilities calculated by this solution converge to the exact
loss probabilities. In this section we present exploratory results obtained by
Note that the above algorithm can be easily parallelizedinning our VP capacity allocation algorithm on networks of
At every step, a separate processor can computePthéor different sizes and evaluating its complexity. We also evaluate
every link only with the knowledge of th&} in the previous the performance of the algorithm parameterized by the network
Computation step. AS an exa_mp|e’ suppose that the routpﬁfered load. Unfortunately, since our algorithm introduces
scheme for each SD pair contains a direct route using one YW considerations into the VP distribution problem, such as
and a link-only route. The direct route, is tried first, and flexible routing and admission control policies, signaling ca-
then the link-only route,,;. The throughput of calls for SD Pacity constraints, and the support of multiple traffic classes on

IV. EXPERIMENTAL RESULTS

pair w is then given by the same VP, it has not been possible to make a straightforward
N N N _— N comparison with other existing algorithms for VP distribution
=M (1= Ph) + X PE [T (1-PF). (22) pecause the latter regards the problem in a simpler setting.
ST

D. Networks with Adaptive Routing A. Experimenting with a Small Network

The algorithm is also capable of working with more com- We first study a small network with two SD pairs and two

plex routing schemes than the static priority scheme used_\{ﬁ)’s that share a common link. The ne_twork mode_l IS sh_own
the previous section. The main deficiency of this scheme"&F'g' 3. For each SD pair, there is a direct route with a direct

that for every call setup, the routes are always attempted\{rl? to the destination, and one alternative route (also referred
as the link-only route) traveling over links (1, 3, 4) and (2, 3,

a certain order, which leads to a waste of signalin resourd ) : A
g g % for each SD pair, respectively. The holding time of all calls

in case of blocking. Adaptive routing networks such as [ 410 be 1 min. Th ber of traffic Classé i
can select the most appropriate route in which to establish @ssume to_ € 1 min. the numpbero tra_ IC Classes is 2.
he first traffic class corresponds to a video service and the

call, thus making more efficient use of the signaling syste

An analytical model for the adaptive routing scheme used giecond to a .voic.e service. Every Iin.k has a capacity of 45
the AT&T long distance network was presented in [4]. Mb/s, approximating the DS3 transmission rate. We used the
The difficulty which arises in the analysis of adaptivéESCA approach to characterize the SR and CR. We assumed a

routing networks is the estimation of the offered load on eve(%paCIty vectok = (4,0.064) to characterize the networking

route. In order to compute this quantity, the probabilities pacity occupied by every traffic class. The arrival rates for

selecting an alternate route have to be derived. The latter g two SD pairs (in calls per minute) are
obtained from the link state probabilities and (in the case of
[4]) also from the node-to-node blocking probabilities. The

Erlang fixed .pomt apprQX|mat|on can be used again in thlsWe employed three different admission control policies: the
case to provide a solution. first was complete sharing (CS), as described in [13]; the
second was a variation of CS that admits calls of class 2
(narrow-band traffic) only if it is possible to accommodate

This section provides an evaluation of the complexity ain additional arriving call of class 1. We will refer to this
the algorithm. The number of steps until the termination scheme as CS with wide-band reservation (CS_WB) because
bounded by the total capacity in the network is divided by theapacity is always reserved for a wide-band (class 1) call.
capacity increase step. For every step, the algorithm compuReservation results in reduced blocking probabilities for class
a number of alternatives that, in the worst case, equals thdraffic compared to the CS policy. The third scheme uses
number of VP’s times the number of traffic classes in th€S for links 1-5 and CS_WB for the two VP’s (logical links
network. In order to evaluate every alternative the algorithGiand 7) only. We will call this scheme CS_VPWB.

A =20, A =100.0, X =10, 3 =400.0.

E. Complexity Analysis
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Fig. 5. Network revenue versus allocated capacity to VP’s.

We defined the revenue for each call to be proportional to #pproximately 6 s of CPU time. This time increases rapidly
capacity and holding time. In order to evaluate the problem wath the capacity of the link. The entire plots were computed
temporarily removed the SD blocking and signaling capacity approximately 65 min. When the CS approximation is
constraints and plotted the total network revenue versus timployed, the time to obtain the solution to (14) is negligible
size of the CR’s of the two VP’s. Note that the sum of thand the corresponding plot is completed in 5 s.

VP capacities is always less or equal to the capacity of link We applied the VP distribution algorithm starting from the
3. We used (22) to compute the throughput for each SD paiitial solution, where no bandwidth is allocated to VP's, and
and (14) to compute the link blocking probabilities. Becausessuming that the signaling processing capacities of nodes C
this involves an intense numerical computation that providasd D are 200 calls/min (or 400 signaling messages per minute
the solution to a large system of linear equations (of the ord&nce every call request involves two signaling messages—one
of O(N?3), where N is the number of states in the capacityn each direction). The blocking constraints for each SD pair
region), we also provide the results for the CS case by usingre set to 0.6 for class 1 and 0.1 for class 2. We conducted
the approximation technique presented in [19]. According three experiments, using the CS, CS approximation, and
this technique, the blocking probabilities of each traffic class 8S_WB policies, respectively. Table Il shows the computed
the CS case can be approximated by simple Erlang formulatocking probabilities for each SD pair and traffic class, and
We have found this technique to be very useful for netwotke VP capacities at the end of each phase.

links with capacities greater than 45 Mb/s, when the solution to The first set of results was obtained for the CS policy.
the system of global balance equations becomes prohibitivélgte that the initial solution (Phase 1) does not satisfy the
expensive. The network revenue for every admission contrabde signaling capacity constraints, because the arrival rates at
policy used is plotted in Fig. 5. node C and D (which are 503 and 498 calls/min—the arrivals

We immediately observe that the results obtained by emt node D are lower due to blocking at link 3) are higher
ploying the CS approximation are almost identical to théhan the signaling capacity of these nodes. The algorithm then
ones obtained by using the CS admission control policy. Tleaters the second phase (Steps 1 and 2), where it increases the
CS_WB policy produces less network revenue compared W& capacities until the node signaling capacity constraints are
the CS policy, because class 2 calls are rejected to resesadisfied. The second phase terminates with the VP capacities
space for an anticipated class 1 call. The CS_VPWB is almasdt at 3 and 17 Mb/s, respectively. The arrival rate at node C is
identical to the CS_WAB. In every case the revenue statten below 200 calls/min and the blocking probabilities for the
dropping quickly when a large percentage of the bandwidtivo SD pairs are 0.37 and 0.38 for class 1 and 0.004 and 0.003
of link 3 is reserved to a single VP. The drop in revenue i®r class 2, respectively. The algorithm then enters the third
higher for VP1, because the first SD pair has an overall lowphase (Step 3), where it allocates bandwidth to the VP’s in the
bandwidth demand. direction of the highest revenue increase while the blocking

An HP 755 workstation was used to compute the result®nstraints and the signaling capacity constraints are satisfied.
shown above. The solution to (14) for each link requireBhe algorithm then reaches the final solution where the VP
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TABLE I
RESULTS FOR THE SMALL NETWORK.

Phase {1 | 0.37 0.38 0.0 0.0 0.37 0.39 0.0 0.0 oM 0.1 0.0 0.0
0.005 0.006 0.006 0.006 0.158 0.162
Phase 2 | 037 0.38 3.0 17.0 0.39 0.41 1.0 19.0 0.32 0.05 4.0 24.0
0.004 0.003 0.005 0.002 0.17 0.18
Phase 8 | 0.37 0.38 3.0 18.0 0.39 0.41 1.0 19.0 0.34 0.05 4.0 25.0
0.004 0.002 0.005 0.002 0.18 0.15
TABLE 11l

CONFIGURATION AND BLOCKING PROBABILITIES AT THE END OF EACH PHASE

3  1spg sps sD6 sp7 sps sD9

-5 5-0 6-5 7-6 8-1 9-5

10.0 10.0 5.0 12.0 8.0 10.0
200.0 600.0 400.0 400.0 300.0 200.0

Phase 1 8.46-04 | 2.00-06 | 8.4e-04 | 1.4e-01 | 58e-03 | 3.8¢-02

9.7e-06 1.8e-08 9.7e-06 2.2e-03 7.0e-05 5.2e-04

Phase 2 8.6e-03 3.0e-05 2.3e-10 1.0e-06 2.3e-04 2.5e-10 2.3e-04 8.0e-03 5.7e-04 6.0e-04

1.1e-05 1.5e-08 1.3e-15 6.0e-10 1.6e-06 4.5e-13 1.4e-07 4.2¢-06 3.3e-07 1.6e-06

Phase 8 6.0e-17 2.8e-16 3.1e-31 1.0e-16 2.3e-16 0.0e+00 | 2.7e-15 7.6e-17 2.8e-17 6.4e-17

0.0e+00 | 0.0e+00 0.0e+00 0.0e+00 0.0e+00 0.0e+00 | 0.0e+00 0.0e+00 | 0.0e+00 0.0e+00

links are bidirectional and carry 155 Mb/s. The SR’s and
CR’s are characterized using the ESCA method. There is a
total of ten SD pairs (see Table Ill). For each pair, we define
one direct VP route (chosen to be the shortest path route)
and one route that consists of links only and is the second
shortest path route. We have used the CS admission control
policy and the approximation of [19] to compute the blocking
probabilities due to the large size of the problem (a total of
Fig. 6. Network topology. 52 links including the VP’s). The algorithm provided the final
solution in less than 5 s.

. _ ... _The row titled “Nodes” shows the source and destination
capacities are 3 and 18 Mb/s, and the SD blocking prObabIhtlﬁ de of each SD pair. The “Arrivals” row shows the arrival

are 0.37 and 0.38 for class 1 and 0.004 and 0.002 far clas_sr es for class 1 and class 2 traffic in calls per unit of time. The

Using th_e apprOX|ma_t|0n te.ChnIQU(.? with the C.S adm'ss'%lding time is assumed the same for all calls and is equal to
control po!lgy, we obtain a slightly d|ﬁer§nt solution for th.eone unit of time. The call blocking constraints were set at 0.01
VP capa_mues: 1 and 19 Mb_/s, respectively. The blocki r class 1 and 0.001 for class 2. The remaining rows show
probabilities for the two SD pairs are 0.39 and 0.41 for classt ? blocking probabilities for each class at the end of each
and 0.005 and 0.002 for class 2. Computing the exact valueoc? the three phases of the algorithm. Phase 1 again represents

the probabilities gives 0.37'and 0.38 for classll and 0'006. a{p]% initial solution with all VP’s still at zero capacity. Phase 2
0.002 for class 2. This shows that the approximation prowdg ows the result after running Steps 1 and 2, and Phase 3 the

a \\llsgy;:‘gs’;i(:ﬁj g{gglgﬁef(ygh;s?:?gﬂig% %rr?g:rb'tlgfsc' S inal solution (after completing Step 3). The signaling capacity
—. "Of every processor was set to 200 calls/min. Table IV presents

policy. In this case we slightly raised the blocking constrainEﬁe arrival rates at every node at the end of every phase.

for both SD pairs for class 2 to 0.3. Phase 2 concludes.l_he initial solution (Phase 1) violates the signaling capacit
with VP capacities 4 and 24 Mb/s, respectively. The blockin : . e sig g capacily

i straints for all nodes. Blocking constraints are also violated
probabilities are 0.32 and 0.05 for class 1 and 0.17 and O, ;

. o o class 1 and SD pairs 0, 1, 7, and 9. At the end of Phase
for class 2. Step 3 concludes with the VP capacities set a the blocking constraints and signaling capacity constraints
and 25 Mb/s. The blocking probabilities are 0.34 and 0.05 fgr ¢ 2'ocKing constra >ghaiing capactty ;

are satisfied by assigning capacity to VP’'s. Phase 3 continues
class 1 and 0.18 and 0.15 for class 2. S . g . .
assigning extra capacities to VP’s while both the blocking
and capacity constraints are satisfied. Table V shows the VP
capacities and the total network revenue at the end of each

We now apply the algorithm to a larger network (also usgghase.

in [3]) with a significantly larger number of SD pairs and We note that at the end of Phase 3 all SD pairs have
VP’s. The topology of the network is shown in Fig. 6. Allsignificantly reduced blocking probabilities and the revenue

B. Experimenting with a Larger Network
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TABLE IV
CALL ARRIVAL RATES

S LA DR

1320.3 1022.0 | 923.4 930.0

116.1 168.4 181.7 102.7
12.0 18.2 9.9 6.6
TABLE V
VP CAPACITIES
VPS5 VP61 VPT [ VPB | VPO | Revenue
5-0 | 6-5 | 7-6 [8-1 [9-5
Phase 1 0 0 0 0 0 601924
Phase2 | 35 45 20 25 5 30 25 30 20 10 617611
Phase3 | 90 60 50 55 60 55 40 80 60 55 618400

is higher compared to the end of Phase 1. This happeuant, the algorithm failed to satisfy the blocking constraints
because the capacity that was added to the VP’s is essentifdlyclass 1 traffic. In order to accept a wider range of offered
increasing the end-to-end capacity available for the SD pailsads we increased our blocking constraints to 0.05 for class
This behavior was not observed in the network of Fig. 3, b&-and 0.01 for class 2.
cause increasing the capacity of the VP’s resulted in decrease@he graphs of Fig. 8 show that an increased load for the
capacity available on the link-only routes and, consequentbame network requires additional iterations for the algorithm
decreased throughput. in order to complete Phase 2 successfully, while the total
The plots of Fig. 7 show the sample path of three importantimber of iterations remains about the same. These iterations
guantities during the execution of the algorithm. The first plare “stolen” from the third phase.
shows the blocking drift versus the number of iterations. An Another experiment involved computing the VP distribution
iteration here is considered to be any VP capacity increase thaticy for the initial configuration and then evaluating the
takes place at any of the Steps 1, 2, and 3 of the algorithm. Tierformance of the network by increasing the offered load
blocking constraints are initially satisfied after 20 iterationsvhile keeping the VP distribution fixed. Fig. 9 demonstrates
The second plot shows the capacity drift, which is satisfigtle results: blocking constraint violations occur only after
in 48 iterations. Notice that between iterations 20 and 48)e load increases by 60%. This is due to the low blocking
when the algorithm tries to satisfy the capacity constraintgtobabilities achieved at the end of Phase 3 for the initial
the blocking constraints are occasionally violated and satisfildd. Signaling capacity violations, however, start already at
again in the following iteration. The last violation occurs aa 50% load increase. This implies that the VP distribution for
the 49th iteration. The third plot shows the revenue at evettyis example will still satisfy all constraints, even if the load
iteration. Note how the revenue fluctuates while in Phaseircreases by 50%. The solid revenue curve shows the increase
and then becomes strictly increasing in Phase 3, until it levétsrevenue as the load increases. The dotted curve corresponds
off after the 60th iteration. to the revenue that would be obtained by recalculating the
In order to examine the robustness of the algorithm when thestribution policy. Recomputing the VP distribution policy
load increases we rerun the algorithm by increasing the losgbults both in satisfying the blocking and signaling capacity
homogeneously up to 100% of the original load. Beyond thabnstraints and increasing the network revenue.
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6] TABLE VI
SD CaLL ARRIVAL RATES AND BLOCKING
PRBABILITIES FOR COMPLETE PARTITIONING
7 -
4 SD1. | sb2
Nodes 5 0-8 6-5
ﬂ Arvals | 1.0 0.8 1.0 0.8 1.8 1.0 0.5 0.8
o1 1000 | 800 100.0 80.0 180.0 1000 | 500 80.0

Fig. 10. Xunet topology. 0.409 0.349 0.224 0.361 0.332 | 0.466 0.346

0.123 0.041 0.041 0.055 0.123 0.093 0.123

0.387 0.303 0.255 0.302 0.355 0.534 0.341

C. Experimenting on the Xunet Testbed 0111|0024 |o0o047 |o0031 |ota4 o113 | 0111

In this example we applied the VP distribution algorithnfba
on the Xunet ATM testbed. The topology of the network-
is shown in Fig. 10. All the links are bidirectional with a
capacity of 45 Mb/s. For this experiment, we have used a CP.

o ) . Table VII shows the configuration of VP’s in the system
admission control policy and the GHP method to characterlz%d the capacity (in Mb/s) allocated to each traffic class. Note

the SR’s and CR’s. Two-thlrds of the cgpacny of every .“r?%at the capacity tuple for each VP can uniquely identify a
was allocated exclusively to class 1 traffic, and the remainin ctangular CR

one-third to class 2 traffic. We used a blocking constraint 5 : ) ) _
0.6 for class 1 and 0.3 for class 2. The capacity of the XunetThe .algorlthm completes in onlly ten iterations. The reader
signaling processors is 400 calls/min. Our routing schenfd!l auickly observe that the VP's that carry the traffic of
provided a direct VP for each SD pair and a link-only routd'® most loaded SD pairs have been assigned more capacity.
for the overflow traffic of the VP. Also, SD 6 that is not assigned any VP capacity experiences
After applying the VP distribution algorithm, we observdncreased blocking. On the other hand, SD's 0 and 4 that
that the initial solution (Phase 1) does not satisfy the signalifg\ve been assigned the highest VP capacities have significantly
capacity constraints at nodes 1, 4, and 7. In particular, tfRduced blocking probabilities.
arrival rate at node 4 is 766 calls/min. The blocking constraints We conducted the same experiment using a CS admission
are satisfied for all SD pairs. Table VI shows the arrival rat@ontrol policy for every link and VP. In this case, the CR of
for the SD pairs and the observed blocking probabilities at tlesery VP is represented as a hyperplane, and the VP capacities
end of each phase. are given at the points where the hyperplane meets the axes.

. 0.408 0.341 0.208 0.273 0.350 0.590 0.336
4 0.000 0111 0.030 0.023 0.018 0.144 0.147 a1
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TABLE VII
VP CaPACITIES AND REVENUE FOR COMPLETE PARTITIONING

Revenue

Phase | 0.0 0.0 | 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 | 0.0 0.0 0.0 0.0 106498

Phase 2 4.0 8.4 | 4.0 3.2 4.0 3.2 0.0 0.0 8.0 6.4 4.0 32 | 0.0 0.0 4.0 3.2 108036

Phase 8 8.0 64 | 40 32 4.0 3.2 4.0 3.2 12096 | 40 3.2 0.0 0.0 4.0 3.2 108936

TABLE VI
SD CaLL ARRIVAL RATES AND BLOCKING PROBABILITIES FOR COMPLETE SHARING

- sp 1

0-8
08 10 08 18 1.0 05 08
- 80.0 100.0 80.0 180.0 1000 | 50.0 80.0
Phase 1 0218 | 0387 0318 0.228 0.343 0337 | 0465 | 0.342
. 1oo003 | 0007 0.004 | 0.001 0.002 0007 | 0004 | 0.007
10260 | 0442 0.351 0.245 0.368 0384 | 0482 | 0.388
0001 | 0.005 0.003 0.003 0.005 0002 | 0013 | 0005
Phase3 | 0262 | 0442 0.342 0.234 0.343 0378 | 0473 | 0382
o 0001 | 0.005 0.000 0.001 0.000 0000 | 0008 | 0005
XunetEx: | 0242 | 0433 0.323 0.190 0.335 0.392 | 0.447 0.367
periment: | 0.001 | 0.014 0.002 0.004 0.000 0005 | 0010 | o025

TABLE IX
VP CAPACITIES AND REVENUE FOR COMPLETE SHARING

VPS5 VP 6 VP:7 Revenue

Phase 1 0.0 0.0 | 0.0 0.0 0.0 0.0 111628

Phase 2 4.06.4 | 40 3.2 4.0 3.2 4.0 3.2 8.0 6.4 4.032 | 0.0 0.0 0.0 0.0 108377

Phase 3 40 64 | 4.0 3.2 40 6.4 40 32 8.0 96 4.0 6.4 0.0 0.0 0.0 0.0 109417

The results are shown in Table VIII. The last row of the tablelocking for class 2 in the CS case is significantly reduced for
provides experimental results after installing the configurationost SD pairs. By setting lower blocking constraints for class
obtained at the end of Phase 3 on the Xunet testbed. We ugede found that it was not possible to reach a feasible solution
the management system of [2] to configure the VP’s and theboth the CS and CP cases. That was only possible when the
call generators and to obtain the blocking probabilities. Thaitial solution did not violate the blocking constraints. This
measurements were taken over a period of 6 h, during whigsult is intuitively understandable for topologies where the
a total of approximately 300000 calls were generated. Due\®’s available for every SD pair share the link-only routes.
limited network access we were not able to run the experimeBy contrast, in the network of Section IV-B it is possible to
many times in order to obtain a confidence interval for thiairther reduce the blocking probabilities of the initial solution
above measurements. The experimental results show thatithéP’s follow different routes.
actual blocking probabilities approximate very closely the fig-
ures predicted by the VP distribution algorithm. The obtained V. CONCLUSIONS AND FURTHER STUDY
figures when compared to the prediction (Phase 3) appear, iThis paper addressed the VP distribution problem for ATM
general, to be lower for class 1 and higher for class 2. hetworks. We presented previous approaches to the problem
either case, they are well below the SD blocking constraintnd identified their strengths and weaknesses. We showed how
The reader may have noticed that we use rather high numb¥m's can be used to tune the fundamental tradeoff between call
for the blocking constraints. The reason is that when verifyirntroughput and overall performance of the signaling system.
the VP distribution on the testbed, the experiment requires\e provided an algorithm for the VP distribution problem that,
smaller number of generated calls to provide accurate blockifg the first time, satisfies the combination of nodal constraints
measurements. If we were using blocking constraints of th@ the processing of signaling messages and constraints on
order of, e.g., 10, we would need to run the experiment foblocking for each SD pair. The algorithm maximizes the
significantly longer times to obtain accurate measurementsnetwork revenue under the above set of constraints and works
Table IX shows the VP capacities and resulting netwoikdependently of the number of traffic classes in the network,
revenue. the admission control policy used in every link, and the
A comparison of CS and CP reveals the following: althoughetwork routing scheme. We provided a solution methodology
the total attained revenue is almost the same, the blocking for a static priority routing scheme. The methodology can be
class 1 appears to be increased for CS. On the other hagakily extended to networks with adaptive routing policies.
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We finally applied the algorithm to three sample networks angs] F. P. Kelly, “Routing in circuit-switched networks: Optimization,
studied various performance characteristics. shadow prices and decentralizatiomAtlv. Appl. Proh. vol. 20, pp.

We have intentionally left open so far the topic of determ]

112-144, 1988.
—, “Blocking probabilities in large circuit-switched network#tlv.

mining what VP’s to establish between every SD pair. Future  Appl. Prob, vol. 18, pp. 473-505, 1986. _
research in the area of VP control will need to address the joi}l@] S.-B. Kim, “An optimal establishment of virtual path connections for

problem of VP capacity allocation and routing. In the present

ATM networks,” in Proc. 1995 IEEE INFOCOMBoston, MA, Apr.
2-6, 1995, pp. 72-79.

setting, the VP topology and routing scheme is given as inpab] J. F. Labourdette and G. W. Hart, “Blocking probabilities in multitraffic
to the algorithm. In reality, however, the choice of the VP  loss systems: Insensitivity, asymptotic behavior, and approximations,”

topology has obvious implications on the optimality of the fin%o]

IEEE Trans. Communvol. 40, Aug. 1992.
A. A. Lazar, A. Orda, and D. Pendarakis, “Virtual path allocation in

solution. The main difficulty that arises in the joint VP capacity = multi-user networks: A noncooperative approach, Piroc. 1995 IEEE
allocation and routing problem is that the optimal routin INFOCOM, Boston, MA, Apr. 2-6, 1995.

component is NP-complete. From the experiments we ha

] F. Lin and K.-T. Cheng, “Virtual path assignment and virtual circuit
routing in ATM networks,” in Proc. GLOBECOM'93 Houston, TX,

conducted, we are led to believe that even if our solution is pec. 1993, pp. 436-441.
5uboptima| by predetermining the set of available routes for tfg2] S. Ohta and K.-I. Sato, “Dynamic bandwidth control of the virtual path

VP distribution problem, the end result can be nearly optimal if

in an asynchronous transfer mode networkEEE Trans. Commun.
vol. 40, July 1992.

many link-disjoint routes are available for every SD pair. Thigs] H. saito, K. Kawashima, and K.-I. Sato, “Traffic control technologies
increases the (shared) end-to-end available capacity for each in ATM networks,” IEICE Trans, vol. E74, no. 4, Apr. 1991.

SD pair and, as a result, the end-to-end blocking probabiligl‘”

K.-l. Sato, S. Ohta, and |. Tokizawa, “Broad-band ATM network
architecture based on virtual pathdBEE Trans. Commun.vol. 38,

is reduced. This is also why adaptive routing schemes are py 12121222, Aug. 1990.
performing well when given a large number of alternativé2s] S. Shioda and H. Uose, “Virtual path bandwidth control method for
routes without recomputing an optimal route set every time ATM networks: Successive modification methodECIE Trans, vol.

the

(1]

(2]
(3]

(4]

[11]

[12]

(23]

[14]

[15]

. . E74, no. 12, Dec. 1991.
network loading matrix has changed.
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