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Executive Summary

The BRAIN @roadband Radio Access for |IP Based Networks) IST project is a wide-ranging research
activity that aims to design and specify an IP-based mobile wireless access system that will complement
2" and 3¢ generation mobile systems. It encompasses the whole system from top to bottom. This report,
Deliverable D2.2, focuses on the network layer which supports and unifies the whole system. Other
reports from the project cover mobility-aware user applications and middleware (D1.2) and broadband
radio access through HIPERLAN/2 (D3.2). Overall, the target of the BRAIN project is a complete system
that provides seamless support of |P-based services for usersin hot spots and on the move.

This Deliverable discusses the design of the BRAIN access network architecture. It presents a critical
analysis of mobility management and quality of service within the BRAIN access network, and includes a
description of candidate protocols and extensions that we have developed. It describes two network-layer
interfaces that we have specified: one towards wireless link layers and the other towards applications /
middleware.

D2.2 is structured in two parts. the first comprises a short, “core” report; and the second, larger part
consists of a series of more extensive Annexes.

The ‘Core’ presents our key conclusions on the main topic areas, and briefly justifies them. The Annexes
complement and support the Core, and contain detailed analyses and specifications. There are numerous
references within the Core to the Annexes, and it is suggested that the reader begins with the Core, before
exploring particular topicsin more detail viathe appropriate Annex.

The*Core’ consists of the following Sections:

?? The first section is an introduction to the deliverable D2.2, including a realistic user scenario that
motivates the need for work on the BRAIN accessnetwork.

?? Next, the BRAIN access network architecture is described, demonstrating how the various parts
interwork. Included here is a discussion of our approach to security, global mobility, and BRAIN —
UMTS interoperation.

?? The research conclusions on IP mobility management are presented next, addressing issues such as
handover management, path updates, paging, scalability and resilience; these are followed by a novel
candidate solution for micro-mobility.

?? In the section on Quality of Service, a standards-based baseline QoS architecture is described,
followed by extensions that can be used to optimise the QoS solution for particular scenarios.

?? BRAIN interfaces are next presented. The Enhanced Socket Interface (ESI) and the IP2W (IP to
Wireless) interface are designed to connect the BRAIN network layer with the application and link
layer in amanner to provide complete QoS support.

?? The final section of the “core” report presents one example of how the preceding architecture and
protocol work could fit together to solve auser’ s needs.
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List of Abbreviations

3G

4G
AAA
ACAP
ACK
ACTS
AF
AH
AN
ANG
ANP
AP
API
AR
ARQ
ASP
ATM
BA
BAN
BAR
BB
BBM
BCMP
BCPN
BD
BER
BMG
BOF
BRAIN
BRAN
BRENTA
CA
CBQ
CCoA
CID
CIP
CLI

CN
CoA
COPS
CoS
CPN
CPU
CRC
CRP
Cscw
CSMA
DAB
DAD
DB
DCPN
DES
DHCP
DiffServ
DLC
DNS
DOl
DoS
DS

Third Generation

Fourth Generation

Authentication, Authorization and Accounting
Application Configuration Access Protocol
Acknowledgement

Advanced Communications Technol ogies and Services
Assured Forwarding

Authentication Header

Access Network

Access Network Gateway

Anchor Point

Access Point

Application Programming Interface
Access Router

Automated Repeat reQuest
Application Service Provider
Asynchronous Transfer Mode
Bandwidth Allocator

BRAIN Access Network

BRAIN Access Router

Bandwidth Broker
Break-Before-Make

BRAIN Candidate Mobhility Protocol
Business Customer Premises Network
Bounded Delay

Bit Error Rate

BRAIN Mohility Gateway
Birds-of-feather (group)

Broadband Radio Accessfor | P Based Networks
Broadband Radio Access Network
BRAIN End Terminal Architecture
Certificate Authority

Class-Based Queuing

Collocated Care-of Address

Cdl ID

Cdlular IP

Caller Line Identification
Correspondent Node

Care of Address

Common Open Policy Service

Class of Service

Customer Premises Network

central processing unit

Cyclic Redundancy Check
Correspondent RSV P Proxy Server
Computer Supported Collaborating Work
Carrier Sense Multiple Access

Digital Audio Broadcasting
Duplicate Address Detection
DataBase

Domestic Customer Premises Network
Data Encryption Standard

Dynamic Host Configuration Protocol
Differentiated Services

Data Link Control

Domain Name System

Domain Of Interpretation

Denial Of Service

Differentiated Services
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DSCP Differentiated Services Code Point
DSS Digital Signature Standard
ECN Explicit Congestion Natification
EDGE Evolved Datafor GSM Evolution
B Expatiated Forwarding
EMA Edge Mobility Architecture
E-OTD Enhanced Observed Time Difference
ES Extended Socket Interface
ESL Enhanced Socket Layer
ESP Encapsulating Security Payload
ETS European Telecommunications Standards | nstitute
BU European Union
FA Foreign Agent
FCC Federal Communications Commission
FEC Forward Error Correction
FIFO First In First Out
FTP File Transfer Protocol
GFA Gateway foreign agent
GGSN Gateway GPRS Support Node
GPRS General Packet Radio Service
GPS Glabal Positioning System
GRE Generic Routing Encapsulation
Gsv Global System for M obile communications
GTP GPRS Tunnelling Protocol
HA Home Agent
HAWALII Handoff-Aware Wireless Access Internet Infrastructure
HIPERLAN Hlgh PErfomance Radio Local AreaNetwork
HMIP Hierarchical Mobile IP
HO HandOver
HSCSD High Speed Circuit Switched Data
HTTP Hypertext Transfer protocol
IAB Internet Architectures Board
ICI Interface Control Information
ICMP Internet Control Message Protocol
IDEA International Data Encryption Algorithm
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IGMP Internet Group Management Protocol
IKE Internet Key Exchange
IP Internet Protocol
IP2W IPto Wireless Interface
IPSec Internet Protocol Security
ISDN Integrated Services Digital Network
ISL IP Spatial Location
ISP Internet Service Provider
ISSLL Integrated Services over Specific Link Layers
IST Information Society Technology
ITU International Telecommunication Union
ITU-R ITU Radiocommunication Standardization Sector
ITU-T I TU Telecommunication Standardization Sector
WU Interworking Unit
L2 Layer 2
L2TP Layer 2 Tunnelling Protocol
L3 Layer 3
LAN Local Area Network
LMI Local Management Interface
LOS Line-Of-Sight (path)
MAC Medium Access Control
MAN Metropolitan Area Network
MANET Mobile Adhoc Network
MBB Make-Before-Break
MBS Maximum Burst Size
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MCPN Mobile Customer Premises Network
MER Mobile Enhanced Routing
MER-TORA MER-Temporally Ordered Routing Algorithm
MH Mobile Host
MIND Mobile I P-based Network Developments
MIP MobileIP
MLD Multicast Listener Discovery
MMP Multicast for Mohility Protocol
MN Mobile Node
MPEG Motion Picture Expert Group
MSC Mobile Switching Center
MT Mobile Terminal
MTU Maximum Transfer Unit
NAI Network Access |dentifier
NDIS Network Device Interface Specification
NIC Network Interface Card
NP Network Provider
ns-2 Network Simulator version 2
(O] Operating System
(O] Open Systems Interconnection
OSPF Open Shortest Path First
PBX Private Branch Exchange
PC Personal Computer
PCM Pulse Code Modulation
PCMCIA Personal Computer Memory Card International Association
PcoA Private Care of Address
PDA Personal Digital Assistant
PDB Per Domain Behaviour
PDU Protocol Data Unit
PGP Pretty Good Privacy
PHB Per Hop Behaviour
PHS Personal Handyphone System
PHY Physical Layer. Layer 1 of the |ISO/OSI reference model.
PILC Performance Implications of Link Characteristics
PKI1 Public Key Infrastructure
PLMN Public Land Mobile Network
PN Public Network
PPP Point-to-Point Protocol
PPTP Point-to-Point Tunnelling Protocol
PS Packet Switched [domain]
PSP Proxy Services Provider
PSTN Public Switched Telephony Network
PWA Personal Wireless Assistant
QoS Quiality of Service
RACE Research and Development in Advanced Communications for Europe
RADIUS Remote authentication dial-in user service
RAN Radio Access Network
RED Random Early Detection
RED Random Early detect
RES Radio Equipment and Systems, standardisation technical committee within
ETS
RF Radio Frequency
RFC Request for Comments
RIP Routing Information Protocol
RM Requester Module
RPF RSVP proxy flag
RSA Rivest-Shamir-Adelman
RSS| Radio Signal Strength Indicator
RSVP Resource Reservation Protocol
RTCP Real-Time Transport Control Protocol
RTP Real-Time Transport Protocol
SA Security Association
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SAP Service Access Point
SBM Subnet Bandwidth Manager
SbU Service Data Unit
SeaM oby Context and Micro-mobility Routing [Working Group]
ST Secure Electronic Transmission
SGSN Serving GPRS Support Node
KW Security Gateway
SIM Subscriber Identity Module
SIP Session Initiation Protocol
A Service Level Agreement
SloP Spatial Location Protocol
P Service Location Protocol
SMS Short Message Service
SNMP Simple Network Management Task Force
SPD Secure Policy Database
SSL Secure Sockets Layer
TA Terminal Adapter
TCP Transmission Control Protocol
TE Terminal Equipment
™ Traffic Management
TOA Time Of Arriva
TORA Temporally-Ordered Routing Algorithm
TOS Type of Service
TTFF TimeTo First Fix
UDP User Datagram Protocol
UMTS Universal Mobile Telecommunications System
Usim UMTS Subscriber Identity Module
USTDMA USA Time Division Multiple Access (Cellular telephone system in the USA)
UTRA(N) UMTS Terrestrial Radio Access (Network)
VBR Variable Bit Rate
VCoA Virtual Care of Address
VHE Virtua Home Environment
VoD Video-on-Demand
VolP Voiceover IP
VPN Virtua Private Network
VT Virtud Termina
VTS Virtual Transport Service
WAN Wide Area Network
WAP Wireless Application Protocol
WCDMA Wideband Code Division Multiple Access
WDLC Wireless DataLink Control
WFQ Weighted Fair Queuing
WLAN WirelessLAN
WRR Weighted Round Robin
WSA Wireless Shopping Assistant
www World Wide Web
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1 Introduction

1.1 Introduction to the Deliverable
The objectives of the BRAIN (Broadband Radio Access for |P Based Networks) IST project are[1.1]:

1. To facilitate the development of seamless access to existing and emerging |1P-based broadband
applications and services for mobile usersin global markets.

2. To propose an open architecture for wireless broadband Internet access, which will allow an
evolution from fixed Internet, emerging wirelessmobile Internet specifications and
UMTS/GSM.

3. Tofacilitate new business opportunities for operators, service providers and content providersto
offer high-speed (up to 20 Mbps) services complementary to existing mobile services.

4. To contribute actively to global standardisation bodies in the necessary timescales to impact
significantly the international standardisation.

The BRAIN project is thus a wide-ranging research activity to develop an IP-based mobile wireless
system complementary to current 2" and 3" generation mobile systems. It encompasses user applications
and middleware [1.2], all the way through to the air interface, and in particular HIPERLAN/2 [1.3]. The
network layer must support and unify the entire system; in this deliverable we (BRAIN Work Package 2)
present the result of our work on the network layer.

Our overall vision is characterised by:
?? aninnovative approach to mobile networks “beyond 3G”

?? an “al IP” access network, which should allow new services and business models as well as lower
costs (what we mean by “all IP” isdiscussed in section 2.2)

?? therequirements for seamless handovers and end- to-end QoS

?? thedesirefor interoperation with non-BRAIN networks like UMTS

Areas of study have included: the design of the architecture for a BRAIN Access Network; protocol
analysis and development; and simulation. The experience and knowledge gained are being made
available to standardisation programmes in Europe and beyond. The follow up project, MIND [1.4], will
build on the BRAIN project, including the development of a prototype system that demonstrates the
practical feasibility of the BRAIN approach.

The overall project has followed a “top-down” approach, in other words driven by the requirements of
end users. Those user requirements have been identified and described in [1.5]. Section 1.3 hints at this
approach through outlining some of the ‘user requirements and the severe challenges they pose a
network operator.

1.2 Structure and Scope of the Deliverable

An important part of the work described in this Deliverable has been to develop an architecture for a
BRAIN Access Network. Whatever the fine details of the technical solutions we are proposing, they have
one critical test to pass: how do they fit together, internally and with other elements of the environment
(such as applications or the Internet) in order to support the activities of an ordinary end user of the new
network. Thus the architecture needs to unify a disparate set of Internet protocols into a coherent mobile
network. Section 2 describes and justifies the architecture and some of its implications. Included here are
security (section 2.3.3) and inter-operation with non-BRAIN networks (section 2.4.2).

Other work has focussed on particular components inside the architecture, especially:

?? Mobility management — how to manage routing of |P packets around the network as terminals move
(section 3)

?? Quality of service—how to ensure quality of serviceis provided to user sessions at the network level,
including how to decide whether to admit a request (section4)

?? The BRAIN protocol stack and its interfaces to applications/middieware and to wireless link layers
(section 5)

The overall picture presented within this Deliverable has been validated through:
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?? Simulations of specific aspects (within Sections 3 & 4). In particular simulations have validated the
correctness of operation of the BRAIN Candidate Mobility Protocol (annex A7.4.1) and have
examined the effect of coupling mobility and QoS (annex A7.4.3). Simulations are ongoing and will
continuein MIND.

?? A “worked example” (section 6), which is a ‘thought experiment’ to show how the architecture and
protocols presented in the other sections could be combined to solve end-user requirements (for
instance those outlined in section 1.3). It is mainly intended as an aid to the reader of thisdeliverable
but it is not intended to provide a set of BRAIN recommendations.

The structure of this Deliverable is a“core” report, plus a series of Annexes with detailed material. The
Core summarises our key conclusions on the main subject areas, and briefly justifies them. The Annexes
provide more extensive details for those interested in exploring a particular topic further. There are
appropriate references from within the Core to the Annex material; note that Annex numbered ‘X’

corresponds with Core Section ‘X’ (BRAIN Interfaces are in different annexes).

1.3 Predude—BRAIN Network Motivation, a User Per spective

In the BRAIN project proposal, Technical Annex 1 [11] introduced Carol, who was imagined as
someone with a mobile termina in a few years time. In this Section we re-visit some of Carol’s
requirements and comment on them from a network perspective. The rest of the Deliverable is really
about how the BRAIN will enable al Carol’s needs to be met by a future, “beyond 3G”, BRAIN network

operator.
Carol is a demanding person. She has a mobile terminal and wants to be able to use it for all her
applications. She wants:

??To have the same familiar applications whether she’s on the move or at her desk. They should behave
the same way for her wherever sheis and whatever type of network she is using.

?7To use applications that are real time and/or demand a high quality of service, for instance in terms of
bandwidth, end-to-end delay and jitter.

?7To get the latest applications. For example, a cool application that seeks out local screenings of her
‘type’ of movie; of course, it's an Internet application, and Carol wantsto run it on her wireless terminal
just like it was any ordinary computer.

Carol’s application requirements suggest that the BRAIN Access Network (BAN) should deliver true
end-to-end IP, so that all the IP services work as expected. Applications should be able to continue to do
all the clever stuff they want, independent of the functioning of the network.

Carol wants to be able to use her terminal al the time, everywhere - indeed, sometimes her life seemsto
revolve around it. She uses it a home, a work, around at friends, and in a variety of public
environments. When Carol arrives a work (for example) her terminal discovers the network
automatically, and decides that she should attach to it. She also expects the same privacy and security
wherever she isthat she would have from ‘dedicated’ devices like a home cordless phone.

The BRAIN Access Network has to determine that Carol is authorised to use the network, and configure
the wireless link to prevent eavesdropping, and then Carol's terminal has to register with core network
servers so that she can use applications. Almost al of thisis actually being done with standard Internet
protocols, for example AAA protocols to provide authentication and COPS to check policy. The BRAIN
network layer has to provide Carol’ s terminal with an IP address and configure security.

Carol makes an outgoing voice cal to a colleague, Dorothy.

We assume that she is using a VVoice over IP application, which carries out all the directory, session and
gateway negotiations, and all thisis transparent to the network layer. However, once the voice call starts,
there are tight quality of service requirementson delay and jitter for the voice packets: these requirements
have to be conveyed (somehow) to the network layer which in turn has to request the right services from
the wireless link. The application and the network have to cooperate to adapt their behaviour to the
characteristics of whatever the wirelesslink in use.

Carol continues chatting to Dorothy as she moves around the company building.

The network must provide mobility support (not just portability) and deliver QoS, despite the wireless
link. For example, her applications should continue to get high QoS even during a handover. This poses a
lot of challenges to the terminal and the network, especially as the wireless link will often (normally) be
the bottleneck. The network and her terminal have to cooperate to re-establish points of attachment and
reconfigure wireless links, and then update the packet path through the access network so that downlink
packets can still be delivered to the right place, and all this has to be done without any perceivable
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interruption to the packet flow as seen by the voice application. All these are functions of the BRAIN
network layer.

Now Carol gets on the tram, whilst still chatting to Dotty.

Carol has now moved out of the range of the BRAIN Access Network and onto the public UMTS
network. The challenge is to get the BRAIN and UMTS networks to inter-operate successfully, in terms
of (re-)authentication and (re-)registration for example. The aim isto minimise the break in the voice call.

Carol’s call ends. Sometime later, her friend Enid calls her to discuss going out that evening.

From the network perspective, the additional difficulty is that Carol's terminal has gone into an ‘idle’
mode, so that the network doesn't know exactly where she is. This neans it first has to search for and
wake up the terminal; this processis called paging.

Enid and Carol discuss what film they’ll go to tonight, chatting over the terminal’s video-cam and using
the movie finder application to find out about local screenings and to watch video clips of trailers for the
most promising options. Carol arrives home during their chat. Enid wants to see Carol’s new cat.

“Meow” says Pilchard. A film is chosen (Police Academy 13) and the evening is a success.

To the network layer, the movie finder is just a more complex version of the voice application: it requires
the same quality of service for the session, but this time the network can make more decisions about how
to multiplex the streams together to ensure that all of them get some comparable quality of service. There
also needs to be an interaction with a location-based service, to identify the nearest cinemas. At home
Carol’s terminal automatically switches to a different air interface technology: one with a lower range,
but higher bandwidth. For simple packet routing, the handover between the different technology typesis
handled aimost the same as an ordinary handover, but the video-cam application can switch into its
highest QoS mode network, and the access network may also re-optimise. Ideally this should happen
automatically, so that Carol and Enid just notice some improvement in the video quality.
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2 TheBRAIN Network Architecture

The purpose of the networks activity within the BRAIN project is to extend the state of the art in IP to
support mobile and wireless access technology, building on solutions aready available from the fixed
network. The requirements on the network include enabling the efficient use of wireless links and
providing quality of service support for modern multimedia applications, as well as allowing
interconnection with fixed networks. At this very high level, the scope of the networks activity is shown
in Figure 2-1, which introduces three key components:

?? The terminal, or Mobile Node (MN). This is the actual mobile wireless device which is owned and
used by end users, and is assumed to have an |IP stack and applications, as well as one or more link
layers, wireless and possibly wired. Note that there is no restriction to HIPERLAN/2 as a link layer;
the BRAIN access network isintended to be applicable to any wireless link type.

?? The BRAIN Access Router (BAR). This is the last hop router in the wired IP network, and also
contains the wireless base station functionality. Clearly, implementations which decouple the IP and
wireless functions are possible, but any such substructure is not visible from the network layer
perspective.

?? The BRAIN Mobility Gateway (BMG). This is the router at the ‘other end’ of the access network,
and marks the interconnection point with the rest of the IP world. We require that any mobility
specific routing functions are terminated at the BMG if they have not been terminated deeper within
the access network.

It can be seen that the network layer plays a central unifying role, through which all the other parts of the
system interact.

A key point here is that we have
designed an access network, i.e. a
network of limited scope: we Internet
cannot attempt to replace the |Applications Scope of the BRAIN

current fixed Internet. So, the first  |——— _________| Network Layer ______________ .
key decision madeisto definethe

scope of the access network, both

Internet
Protocol

logical and physical. Stack with
. enhanced N
The second key point, where mobility Custom 1P Accesst'netgorsk b,
- . supportin (o}
BRAIN differs from current support Forwardin e o A |

1 To IP Core \._

mobile radio networks, is that the -~ T " f---=- “: micromobility s _:_..’}'P_t.‘ﬁ’f)_”_(.ls ;;

. _ | . )
n_etwork is _fuI ly IP based — not Radio ¢ Radio i |k X
simply using IP as a daa Layers Layers | | 1 | Layers

transport, but using so far as
possible the design principles  Terminal or BRAIN Access BRAIN Mobility
which have made the Internet a Mobile Router (BAR) Gateway (BMG)
success, But why is this a Node(MN)

valuable exercise?

Figure2-1: Scope of the BRAIN Network L ayer

2.1 Why An IP Access Network

The main motivations designing a mobile access network based on IP technology fall into three
categories: economic, engineering, and improvements for end users.

From the economic perspective, we have assumed that mobile network infrastructure should be based on
the prevalent fixed networking standard, and there is no doubt that IP is the correct future proof choice.
There are two major aspects to this. Firstly, 1P will be ubiquitous, which is particularly significant for
radio access providers for whom the cost of installing dedicated or specialised transport infrastructure can
be prohibitive. Secondly, there are economies of scale, both in installation and operation: a single cabling
and routing/switching network supports all mobile and fixed customers, public and private.

There are also sound engineering reasons for the choice of IP as a universal network layer. There is a
growing consensus in the networking community that the philosophy embodied in the IP protocol suite
has benefits over more traditional (connection oriented, cell or frame switching) networks. The main
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aspects of this philosophy (and their corresponding advantages) can be summarised as keeping the
network simple and stateless, with complexity pushed to the edge; and making the network modular, with
open interfaces placed along natural functional boundaries.

Finally, we expect that in the future, al end user applications will actually be natively 1P-based — that is,
they will be written by people who take for granted the ability to send and receive IP packets. The
movement towards ‘pure’ IP based access infrastructure means that applications available on fixed
networks will inherently be available on mobile networks, and furthermore that they will behave
consistently there, without their characteristics being submerged or nodified by layers of mobile specific
protocols. The same simplification will apply to terminals: a single IP stack (with al that that implies for
simplicity of management and configuration) will be all that is necessary.

It is for all these reasons that BRAIN places an IP router at the very edge of the terrestrial network, a
single radio hop from the mobile node. It should be noted that this is a major shift from current 2/3G
mobile networks where the last hop router is actually the GGSN; and even wireless LAN systems still
commonly attempt to handle the access point functionality as a layer 2 bridge. In contrast, our approach
maximises the amount of fixed infrastructure that can be shared with other 1P network users, and brings
the engineering benefits noted above throughout the access network. Most importantly, it means that |P
quality of service requirements from the network layer can be directly applied for every hop aong the
end-to-end path without intervening special-purpose protocol layers, which translates into more faithful
and consistent treatment of application dataflows

2.2 Dedgn Principles—“What |P-Based Really M eans’

To make progress in designing an IP-based access network, we need a set of design principles that
capture the nature of IP networks, and can be used to guide us towards a design which solves a well
defined problem and has a coherent internal structure. This is much more than simply saying ‘re-use
existing |IETF protocols wherever possible’ — we need to select those protocols and make them fit
together consistently. Instead, we have identified a set of fundamental design principles which embody
the engineering goals of the project, and the most important of these are discussed here.

Our first rule is the end-to-end principle, which is one of the architectural principles of the Internet [2.1],
[2.2]. The basic argument is that certain required end-to-end functions can only be correctly performed by
the end systems themselves. In order to support this, the network should offer only some kind of minimal
service to the end systems. In addition, providing specific functions within the network often also makes
that network hard to evolve towards support for new services.

The end-to-end principle is sometimes reduced to the
concept of the ‘stupid network’ [2.3]. In the mobile
environment, the term is unfortunate since it is very
hard for a high performance mobile access network to /_’
be truly stupid. Nevertheless, the underlying concept of

minimal network functionality still applies (that is, the BAR
network should still look stupid). In the context of

L]

g

. . . . 'Stupid looking' IP packets sent
mobile access, this principle can be refined more urr:émz?klng to and received
concretely asfollows: Connectionless QoS- from terminal,

. - d IPv4/v6 ket unchanged by
2?2 Be independent of specific transport layers and  \ooo'° del\i/ve\r/y packe network
applications, providing only an IP delivery service. BMG

?? Be independent of what type of IP packets are \
being transported, and assume simply that packets
are forwarded according to their 1P header.

IP Core
Hosts using
standard IP
protocols

?? Minimise the number of special functions that are
provided in the access network. Mobility support,
especially for fast handover, can best be provided
with network assistance, but this should (and can)
be done in away which does not reduce transparency.

Figure 2-2: Network Transparency

Our second rule is that we should follow a layered design approach. Specifically, the access network
should limit its functionality to providing IP packet forwarding, independent of applications. In mobile
networks, it is common to end up with different layers of the protocol stacks being tightly integrated
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together in the interests of efficiency. In the case of BRAIN, we have structured things in a more modular
fashion with clear inter-layer interfaces. Specificaly:

?? The network layer within the access network has a generic interface towards the link layer, such that
new (and old) link layers can be exploited without wholesal e network infrastructure redesign.

?? Where particular applications require optimised support, this is invoked and made available in a
generic way, viaa QoS aware service interface.

Note that some useful information or ‘hints’ about the link layer internals can, and even should, be made
available for the upper layers to allow efficient operation above the link. However, this should be done in
a way which does not change the upper layer protocol semantics, so the impact is limited to the
implementation within a single network element — typically the terminal .

Our third rule is that the access network should be modular in its own design, and should fit into existing
networks in a modular way. The purpose here is to minimise barriers to technology evolution and applies
equally to upper layer services, link layers, and any components of the access network that lie between
these. A related principle is that it should be easy to deploy a new system incrementally, for example, an
initial system with limited performance followed later by performance extensions. As an example, we
have chosen that the logical interface between the terminal and network which manages handover events
should not enforce the use of a particular micro mobility protocol, but should allow network providers to
choose appropriate solutions depending on their business model and deployment environment.

2.3 The Access Networ k Problem Definition

We start from asimple ‘ mission statement’ to scope the problem:
The basic goal of the BRAIN Access Network isto make mobile wireless I nternet access

look like “normal’ access through wired infrastructure.

In this context, 'normal’ means firstly that other fixed networks and correspondent hosts must not be
forced to make special adaptations because of the use of the mobile wireless technology. Functionally, the
access network completely hides the mobility and wireless aspects, and these are only visible as
performance impacts such as transient QoS variations - just as occur with other access systems. For
applications on the mobile node itself, the sole effect is again that of QoS variations to which the
application may or may not choose to adapt; the mobile and wirel ess aspects are again hidden within and
below the network layer.

In conjunction with the design principles discussed earlier, this is enough to define how the access
network looksto external entities.

231 Addressing and Routing

Fundamentally, a BRAIN Access Network (BAN) must allow a terminal to get an IP address to use in
communicating with correspondent hosts in other networks; the BAN just routes packets to and from this
address in a way which (externally) looks the same as any other |P network. Note that all addresses are
locally assigned, which insulates the BAN from having to authenticate whether a MN is the authorised
user of a particular address, and this means that relatively simple assignment protocols can be used, if
necessary facilities provided by thelink layer.

This approach, of routing to the mobile based purely on an assigned, local |P address, is shown in Figure
2-3. It can be seen that the entities within the BRAIN access network operate as pure |P routers (at least
so far as packet forwarding is concerned), with no special treatment for encapsulation or decapsulation of
‘home addresses’ of the mobile node. Of course, this does not mean that Mobile IP is excluded, simply
that its use is optional; the interaction with Mobile 1P is described further below.

Although we have described the entities within the BAN as ‘IP routers, thisis mainly areference to the
fact that they forward packets simply based on their IP header. Simple prefix routing using a classic
protocol such as RIP or OSPF to distribute topology information is not sufficient, since this would imply
that the MN would have to change | P address every time it changed access router, and this address change
would be visible outside the access network, violating our golden rule. Something new is required.
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Terminal BRAIN BRAIN Correspondent Mobile Correspondent
Applications Access Mobility #1 IP Home #2
Transport Router Gateway Applications Agent Applications
M-IP Transport Mobile IP Transport
option relaying
P
[tunnel] {tunnel] Layer
P P P Link Link
Layer 1P Layer BRAIN IP Layer Layer Layer | Layer Layer
Access
Radio ¢ Radio| Link Network Link | Link Link Link
Layer Layer | Layer Layer | Layer Layer Layer
I — |

< Routing based on 'assigned' (lower) IP address only >

Figure 2-3: BRAIN Addressing M ode

2.3.2 Scalability and Resilience

A second characteristic of mobile networks is the size — either geographical, or in number of users— that
they may be required to scale up to, and with what reliability it has to operate. Building a small scale
mobile network is actualy quite simple; many additional problems arise once the requirements of a large
public operator have to be taken into account. For example, resilience usually implies that we should
strive hard to avoid single points of failure in our network design, but that then means that information
needs to be replicated without impacts on performance. Given the rate of information update in mobile
networks as users move around, this is a much harder problem than the resilient distribution of topology
information that routing protocols have to achieve in today’ s fixed Internet.

A particular topological requirement for our BAN arises from the requirement for geographical scaling.

Once an address has been assigned, the fundamental role of the BAN is to support seamless mobility of

the terminal as it moves between access routers. In consequence, the allocated address must remain valid

throughout the entire BAN, so there is a direct relationship between access network scalability and

address allocation. There are essentially two options:

?? If seamless mobility within a single geographically limited area only is required, a BAN is allowed to
interconnect with the core network at a single point, corresponding to asingle BMG.

?? If seamless mobility over a very wide area is required, the performance of the Internet prevents us
relying on BAN-BAN handovers to support this. Therefore, the combination of wide area support
and seamless terminal mobility forces the use of multiple interconnects with the core.

This is one example of using the option for different protocols within the BAN depending on service
provider requirements, since achieving very high scalability for a terminal mobility and QoS protocols is
a hard problem and not relevant to (for example) a campus network operator. In either case, it is assumed
that a BAN is under single administrative control, and seamless handovers between administrations are
not catered for. The combination of these scenariosis shown inFigure 2-4.

IP Backbone

Campus
network

Large (wide area), high-performance PLMN

Address
reassignment,
with 'handover

through core
Seamless handovers, without address reassignment

Figure 2-4: Network Scalability
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233 Security

In line with our design goal of keeping the access ‘minimally functional’, there are two main security
issues, which relate to the BRAIN access network. The first is that of Authentication, Authorisation and
Accounting (AAA), which can be seen as the protection of the network from unauthorised users. The
second is some basic requirement to provide confidentiality for user data over the air — real ‘end-to-end’
security, such as might be required for ecommerce applications, is assumed to be handled at the end
system level, and cannot be the responsibility of the access network.

There is already a large and sophisticated set of standards to support AAA within the Internet, much of
which has grown up around the need to support dial-up access[2.4]. These standards already support such
advanced concepts as inter-1SP roaming, and are being further extended to such capabilities as hot hilling
and pre-pay. It is clear that these functions should be directly carried over into BRAIN—indeed, given the
requirement to appear similar to fixed access, it is almost mandatory that BRAIN should maximise re-use
of the corresponding protocols and standards. Details can be found in annex A2.4.

In the context of BRAIN, we can therefore summarise the AAA requirement as follows: A roaming user
needs to be able to present credentials to the network which allow the user to be authenticated, and which
alow the network to determine the resources to which the user is entitled. The architecture for supporting
thisis shown in outline in Figure 2-5, and is very simple: the MN has alogical security association with a
‘local’ AAA server AAAL, which also interacts with the BAR where issues such as handover
authentication processing and resource request authorisation
are concerned. Note that external security relationships are
not shown explicitly, but could include for example a
relationship between the MN and its home agent, or the
relationships between the AAAL and other networks to
support roaming. All these are supported by totally standard
protocols.

The second security issue to be considered is confidentiality
of the ar interface. Here, we have identified two basic
aternatives. The traditional approach would be to use a

‘native’ link layer encryption scheme; however, this usually §
has subtle interactions with whatever authentication ; E_
mechanism is used and might require adaptations to the SEEI g
AAA protocol. More in keeping with our assumption of ‘1P MN -

for universal access would be to use |PSec between the MN
and some fixed point within the access network; however,
this is definitely a heavyweight solution, and there are BRAIN Access Network
definite impacts on air interface efficiency. Construction of
generic yet efficient and wireless-friendly security solutions N
remains a challenge, and largely one for future study. éecumy Associatiyn >

Figure 2-5: Security Associations

234 Radio Resource Management

As well as the problems of addressing, scaling and security, the network layer for any wireless access
network must clearly have some interaction with the radio resource itself. Handover will almost
invariably be triggered by radio conditions, and a decision to admit a session can only be made taking into
account the detailed flow characteristics of all the traffic in that cell. Thus, the two central problems of the
BRAIN access network - mobility and QoS - are intimately linked with the problem of radio resource
management.

With the aim of being independent of any specific air interface, we have chosen in our work not to study
radio resource algorithms in themselves. Instead, we have adopted a generic approach, whereby the radio
specific aspects are handled using message flows whose content is opagque to the network layer. Only the
logical distribution of these messages to RRM algorithms, and the triggers that these algorithms generate
(such as 'recommend handover to cell X') are considered. More explanation of this architecture is
contained in annex A2.6 and is intimately related to the functionality of the IP2W interface described in
section 5.3.
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2.4 External Interactions

24.1 Global IP Mobility

The Internet is already rich in protocols which support some kind of ‘global mobility’, allowing users
access to the services of their home networks wherever they may be. We will consider here two examples.
Firstly, we have the classic Mobile IP protocol, which supports global terminal mobility, the ability of a
terminal to change its point of attachment — in particular, between access networks of different
administrations — without session interruption. Secondly, we consider SIP, a signalling protocol used to
build multimedia applications, which provides global personal mohility, the ability of an end user to use
services from any terminal at any location. How do these protocols work in the context of the BRAIN
network architecture?

In line with our guiding design principle of network transparency, our decision has been to support these
functions without modifying the basic BRAIN network function of ‘transport the IP packet unchanged'.
Supporting SIP mobility in this way is actually very simple. The MN just acquires an IP address on
attachment to the BAN in the standard way, and this address is then used during registration with the
user’s chosen SIP server, which could be anywhere in the global network. From this stage, the session
negotiation messages and data packets are seen by the BRAIN network simply as IP packets, and no
special treatment for them isrequired.

Support for Mobile IP is alittle more subtle. As before, the MN acquires an IP address using the access
network procedures, and is then able to use this as a Collocated Care-of Address (CCoA) in the MIP
sense. The subsequent registration messages with the Home Agent (which again can be anywhere in the
Internet) or other Binding Updates (e.g. for route optimisation) are totally transparent, asisthe actual user
traffic, whichever Mobile IP encapsulation or routing method is used. No Foreign Agent isinvolved. Note
that in the meantime, the MN can a so use the same (CCoA) address for SIP applications or anything else,
such a Virtual Private Networking applications (e.g. based on L2TP or 1PSec). Indeed, the MN could also
use SIP and MIP in conjunction, by registering its home address with the SIP server; al of thisis at the
discretion of the user and MN, and isinvisibleto BRAIN.

We must stress that this complete decoupling of local and global mobility is quite different from many
current investigations in the IP world, which attempt to solve all mobility problems with a set of

extensions closely coupled to (some version of) Mobile IP. We have preferred to support local mobility in
conjunction with any global mobility approach or combination of them, and to enable the solutions to
these two quite different problems (intra- vs. inter-domain) to evolve independently. The price we have
paid is that some optimisations of Mobile IPv4, specifically the use of Foreign Agent care of addresses,
are now much harder to support. On the other hand, the CCoA approach is the only option in MIPv6 and
is preferred in MIPv4 except for address shortage reasons. In the timescale anticipated for BRAIN in the
real world, this approach seems reasonable. Indeed, it is consistent with our view that in the future, IP will
become the universal protocol, which should be supported natively by all access technologies and on
which all other protocolswill be built.

242 UMTSand Other Mobile Networks

At least in the initial phases, BRAIN networks cannot stand alone. To achieve our fundamental goal of
universal access to the services and applications discussed, it must be possible to use BRAIN in
conjunction with other public mobile networks. In the timescal es that we envisage, in practice this means
we must be able to operate BRAIN and UMTS networks together so that their capabilities complement
each other. And yet, it will be clear that the architectures underlying the two network types are
fundamentally different in many respects— so how can thisinteroperation be realised?

In an initial analysis, concentrating on the known cases of UMTS R’99 and R4, we have identified three
broad classes of interworking approach. These classes reflect different tradeoffs between on the one hand
the required degree of modifications to standards and ease of development, and on the other hand the
seamlessness of the interworking and amount of infrastructure commonality. Detailed analysis can be
found inannex A2.3.

The simplest case can be called the ‘no coupling’ approach, where the BRAIN and UMTS networks are
used simply as completely independent packet switched access networks. Users would have separate
contracts for each network, and application or other servers (e.g. to support SIP or Mobile IP) might be
supported by third parties, independent of either access provider. This approach clearly allows very rapid
introduction, but at the cost of rather limited integration of the applications and infrastructure between the
two environments. Handover performance for hard switching between the two will be poor, athough it
might be possible for asingle terminal to maintain parallel connections on each network to mitigate this.

Page 31



BRAIN D22/10

The next level up is referred to as ‘loose coupling’. Here, the BRAIN access network is treated as a peer
at the same level as the UMTS packet switched (PS) domain. Authentication message flows and other
packet domain signalling flows (typically SIP in the UMTS ‘All-IP model) are directed towards the same
core network entities. This approach supports a single operator offering a common service portfolio via
either access type, with the fact that there are two networks largely hidden from the user. The main
drawback is that handover is still not seamless; in particular, BRAIN-UMTS hard handover will
necessarily force a change of local | P address.

The closest level of integration is referred to as tight coupling. Here, the BRAIN network becomes part of
the UMTS network, attaching either to the GGSN as an extension to the PS domain, or to the SGSN as a
new type of RAN. Here, the level of integration is very close, and mobility support within the packet
domain will be good provided the mobile aways remains attached to the same GGSN. However, the
amount of modification to the UMTS or BRAIN interfaces is much greater, and in the case of attachment
across lu to the SGSN may not be practical at all.

Ultimately, the choice between these approaches will be driven largely by commercial and deployment
issues, and cannot be predicted at this time. However, we have at least given an introduction to the
options and the issues that they raise. Please note that this discussion parallels the equivalent
investigations being undertaken in ETSI BRAN for the particular case of HIPERLAN/2, and the
terminology and scenarios there are aligned at a high level with what is used in BRAIN. Future
developments in ETSI BRAN and UMTS standardisation may point a clearer path for the evolution
towards the true all-1P mobile access network solution.

2.5 Access Network Components

We have described what the BRAIN access network is, what it has to do, and how it fits into the rest of
the IP and mobile world. We believe we developed an access network design that goes a long way
towards meeting these goals; it just remains in the rest of this report to describe the internal components
that make it work. There are three main groups of these.

Thefirst is related to mobility management, which includes the problems of local seamless handover, idle
mode and paging, and of course the routing capabilities within the access network that allow these to take
place without constant address reassignment. All of these, especially the last, have major impacts on the
internal architecture of the access network, in terms of location of functionality in different components.
The BRAIN solution for mobility management is described in section 3, which includes a candidate
overall protocol which integrates the solutions for handover, idle mode and routing. This has provided a
concrete architecture to enable further analysis, and has been successfully simulated to verify correctness.

The second major group of components relates to quality of service. The focus here has been to identify
how the specific problems of mobility and radio access impact on the provision of quality of service end-
to-end, and what requirements on external networks might be needed to enable quality of service
mechanisms within the access network to operate. Given the rapid evolution of QoS concepts even in the
fixed Internet, it is an exceptionaly difficult problem to work out how to adapt them to the mobile
wireless environment; neverthel ess, section 4 provides a standards-based baseline QoS architecture which
addresses many of the issues, and also describes a set of extensions which can be used to optimise the
QoS solution for particul ar scenarios.

The final area that has been considered is that of inter-layer interfaces, specificaly above the TCP/IP
stack (towards applications) and below (towards wireless link layers). Any attempt to solve the network
layer problems in isolation runs the risk of providing a design which ignores critical application
requirements, or cannot be implemented over real link layers. The service interfaces described in section
5define a contract between the network layer and the rest of BRAIN, and have served as a guarantee that
wedo not fall into thistrap.
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3 IP Mobility Management

3.1 Introduction

The interest of this Section is terminal mobility (also known as host mobility) in a BRAIN Access
Network (BAN). Internet routing protocols have traditionally been designed with the assumption that
terminals are fixed, i.e. packets are routed to a particular point of attachment. In order to support maobile
terminals, new protocols and modified architectures are needed - there have been a vast number of
proposals in the literature and at the IETF. In the BRAIN project, we have performed a critical analysis of
them through an Evaluation Framework [3.1], extracted the key functionalities that must be realised [3.2],
and have also developed a“BRAIN Candidate Mobility Protocol” that may be suitable in many scenarios.
The Section is brief; in-depth material can be found in annex A3.

The key objective that terminal mobility in the BAN must do is to ensure that packets are delivered to a
MN after it has moved onto a new BAR. Amongst the characteristics that we would like the solution to
have, arethat it:

Minimises mobility signalling traffic, both globally and within the BAN

Provides seamless handovers, i.e. without significant delays and without loss of packets
Scaleswell, so it can be used when there are many MNs

Isrobust, i.e. supports multiple routes or rapid re-routing

Is compatible with other Internet protocols

I3IIIS

We have concluded that there are three main functions that an 1P-mobility solution must provide. Since
each concentrates on meeting different requirements, they can be analysed largely separately:

1) Handover Management (section 3.2)
This refers to the impact of handovers on the MN. It deals with the local signalling involving the MN and
BARsto facilitate reattachment to anew BAR. Theaims areto:

?? Minimise packet loss and delay during a handover

?? Make use of any “triggers’ available (e.g. information that a handover is imminent from the MN at
the link layer or from the network), in order that action can be taken in advance of the actual
handover

?? Allow the possibility of passing context (QoS, security, header compression state, etc) from the old to
the new AR, and also any buffered packets

?? Ensure that a planned handover can fall back gracefully to an unplanned one (in case it fails), and
that the same actions can happen (transferring buffered packets and context)

?? Allow inter-technology handovers (if the MN can support them)

2) Path Updates (section 3.3)
This refers to the mechanism for installing information in the interior of the BAN so that packets can be
successfully delivered to the MN at its new BAR. Its requirements include:

?? Bescalable—to cope with a big network with lots of mobiles[3.3].
?? Be robust — there should be no single point of failure and there needs to be quick automatic recovery
from network node and link failures.

The Path Update solution should allow multiple gateways (BMGs), because this will help scalability and
reliability (section 3.4).

3} Support for Idle Mobile Hosts (section 3.5)

For an idle MN (i.e. one not actively transferring packets), a combination of paging and location updates
reduces signalling messages over the air and in the BAN, and saves router state and terminal power. In
other words the aim is to reduce the overhead from (respectively) the Handover Management and Path
Updates. Paging needs to be scalable and reliable.

311 Overall Approach and Interactions of Key Functions

In order to separate handover management and path updates, which are traditionally closely coupled, we
consider the path update processing to be an activity which takes place after the handover is complete.
Therefore, we have defined a handover management framework, which sets out the semantics of local
signalling between the MN and the access routers. One key idea is that during a planned handover,
signalling only involves the MN and the old and new BARS (i.e. not other routers within the BAN). It is
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only when the mobile has finally moved onto the new BAR that a Path Update message is sent. The
principle is to separate the concerns of (vertical) path updating in the mobility protocols from the
(horizontal) handover signalling. This separation means, for example, path updates don’t have to ensure a
seamless handover — that is a requirement that handover management deals with — and conversely,
handover management doesn’'t for example have to worry (much) about scalability.

The handover management framework must clearly define its interface with path updates. The separation
of handover from path updates is a critical step in trying to specify a standardised protocol between the
MN and the access network. This would allow deploying and developing various micro-mobility schemes
without a need to change the operation of MN.

Path Updates - Z
A g
i
l Handover Framework | 3
MN-BAR Protocol !
l | L J

Figure 3-1: Reationship of Main Functions of | P Mobility Solution

3.2 Handover Management

3.21 Handover Problem

A handover may incur disruption of service as perceived by the MN user. This may be due to latency in
diverting the routing path to the new access router, or dropped packets. Therefore, mechanisms are
needed to ensure that packets are not lost and that they reach the MN without excessive delay.

In basic Mobile IP, the MN discovers new access routers by movement detection that relies on periodical
network-layer advertisements and on other Neighbour Unreachability Detection mechanisms. Moreover,
Mobile IP only specifies an unplanned (reactive) handover where the previous router may temporarily
tunnel packetstothe MN’s new point of attachment. These techniques alone are inadequate for achieving
seamless handovers. Therefore, if possible, handover preparations should be started while the MN is still
connected to the old access router. Such planned (proactive) operation would also allow for interaction
with network resource management, for example in the form of context transfer negotiations to ensure
service availability. However, because handover may be time-critical due to environmental conditions
(e.g., abrupt degradation of radio signal quality), handover signalling should not assume prolonged
connectivity to the old access router.

Besides delays induced by detection of movement, other delays may be caused by address acquisition and
authentication that may be necessary when the MN moves across borders of administrative domains. We
don’t consider these issues here, because the focus is on intra-domain handovers, whereby address
acquisition can be avoided or expedited and the MN’s session keys and other context can be distributed
among the access network nodes.

322 Existing Solutions

As a baseline, Mobile IP handover scheme includes packet forwarding from previous Foreign Agent or
router. This mechanism can be conceived as a prototype for ageneral unplanned handover protocol.

The overal goal of traditional micro-mobility designs has been to achieve seamless handovers, and to
minimise mobility signalling traffic both globally and within an access network. These efforts have
resulted in suggestions for regional mobility protocols that achieve fast convergence of the routing path
by localising the path update signalling in a tree structure. In a large network, this necessitates multiple
levels of routers maintaining host-specific routes, which clearly limitstheir applicability.

Recently, “complete” micro-mobility proposals have been broken up into separate specifications that
tackle handover-specific sub-issues. The basic idea is to perform time-critical data path diversion locally
between the access routers, which relaxes the need for using multiple-level hierarchica network
topologiesto achieve fast path updating.
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It has been also recognised that seamless handovers cannot be achieved by using network-layer
movement detection mechanisms. Therefore, virtually all proposals suggest some link-layer support that
triggers the handover execution. This triggering may happen either at the MN or at the old access router
(in unplanned handovers it may happen at the new access router). So far, the required convergence layer
functionality has been out of the scope of IETF work but this has been considered by the BRAIN 1P2W
interface (see section5).

A review of the current IETF handover proposals can be found in annex A3.1.

323 Conclusions on Handover Management

In this section, we define the scope of our handover procedure and present a layout of the proposed
handover scheme. The design is based on an analysis of functional requirements for the handover
signalling, which have been refined after analysis of existing IETF handover protocol proposals (for more
information, see annex A3.1). A basic requirement has been that the protocol should be adaptable to
various path update schemes (which could be derived from existing micro-mobility protocols that have
been adapted to conform to BRAIN design principles). A particular adaptation is presented in section 3.6.

A protocol for intra-domain handovers specifies the signalling between the MN and the old and new
access routers (OAR and NAR). As a conclusion from the handover protocol design we can summarise
the required primary characteristics. The handover:

?? is planned, but can fall back to an unplanned handover. Only proactive operation ensures that the
MN'’s service requirements can be fulfilled during and after a handover. This can be achieved by
contracting with one or more candidate access routers. Also, packet loss can be avoided by buffering
and bi-casting techniques even if link-layer connection set up is slow. A planned handover may not
be possible or it may fail, for example, due to sudden loss of radio connectivity to OAR. Therefore, a
graceful transition to an unplanned handover phase must be available.

?? is“mobile-controlled” (i.e., the network may assist in the handover or constrain it but the MN has the
final control of the handover). The main reason is that the MN is best placed to understand the
application’s and the user’ s transitory needs, which cannot be satisfied by fixed policies.

?? does not assume any special support from the link-layer (e.g., make-before-break connection) but can
make use of special features. For example, make-before-break is possible if the MN supports several
access technologies. Furthermore, the link layer may be able to give indications of handover-related
events, which should be used to expedite handover initiation and execution.

?? assumes a “sem-static” |P address for the MN within an administrative domain. This means that the
MN’s routable IP address does not change at an intra-domain handover, which is a direct
consequence of BRAIN’ s design principles.

Thus, we do not assume that the MN can communicate simultaneously with OAR and CARs (Candidate
Access Routers). However, we make the assumption that the MN is able to listen to CARS' broadcast
advertisements while still being connected to OAR. That is, we don’t require multi-homed MNs but we
assume that the MN can temporarily tune its receiver to neighbouring channels.

The observations about the assumed link-layer support have been be fed as input to the BRAIN “IP to
Wireless Convergence Interface” (1P2W) specification (see section 5).

The protocol provides signalling mechanisms that allow defining:

how OAR or the MN knows that a handover is needed,

how the MN and/or OAR determine CARs and inform each other about them,

how the MN’ sidentification and other context are conveyed to CARS,

how OAR or aCAR informsthe MN that that the handover is possible or has succeeded,
how 1P packets are forwarded from OAR during a handover (to avoid packet loss), and
how and when path updating is performed.

3IIIIS

A planned handover is performed when the MN is able to make preparations for the handover while still
being connected to the OAR. If the MN abruptly loses its connection to OAR, or the planned handover
fails for other reasons, the MN may fall back to the unplanned handover. The following sections briefly
describe the planned and unplanned variation of the handover protocol at a high level (see Annex A3.1.5
for amore detailed description).

3.231 Planned Intr adomain Handover

The basic protocol elements involved in a planned handover are illustrated in Figure 3-2. The protocol
operates as follows:
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First, a link-layer trigger either at the MN or at the OAR indicates a need for a handover. Then, the MN
and OAR agree on the CARs, and the MN requests a handover to one or more of the candidates. OAR
requests for the handover willingness from the CARs by sending the MN’ s context to them. OAR informs
to the MN of the CARs that have acknowledged the handover request. OAR also starts tunnelling packets
to CARs. Finaly, the MN registers with a NAR, which updates the path and confirms the MN’s
registration. After the downstream routing path has been diverted to NAR, packet forwarding at OAR can
be terminated. This can be achieved by atimeout mechanism at OAR or sending an explicit signal from a
“cross-over” router or NAR (not shown in the figure).

Inter-AR

IP2W Handover Trigger \
Handover Request

j Path Updating

OAR NAR
CAR determmatlon % ‘i Registration
Mobll
MN Handover Request Node \

IP2W Handover Trigger
Figure 3-2: BRAIN Planned Handover

3.23.2  Unplanned Intradomain Handover
The course of actionsin an unplanned intra-domain handover isillustrated in Figure 3-3:

First, a link-layer trigger (e.g., loss of connection), or another indication that signifies a need for a
handover, occurs at the MN. The MN establishes a link with NAR and registers with it by including the
identification of OAR in the registration request. NAR solicits for the MN’s context information from
OAR. OAR responds by sending the required context information and starts forwarding downstream
traffic to the MN by establishing a tunnel to NAR. Finally, NAR updates the routing path and
acknowledges the MN’ s registration. (This last step could be done in parallel with the inter-BAR process,
provided that the NAR already has a security context for the MN.)

Inter-AR
Handover Request

<

j Path Updating

OAR NAR

Registration
+

: Mobil MN Handover Request
IP2W Handover Trigger —» Node

Figure 3-3: BRAIN Unplanned Handover

3.3 Path Updates

331 ThePath Update Problem

There are two distinct cases of packet forwarding within the BAN. The first of these is the *traditional’
routing problem, making sure that nodes within the fixed BAN infrastructure are reachable. The other
case manages packet forwarding to mobile nodes (MNSs) attached to the BAN through a BAR. Because
the point of attachment of a MN can change dynamically, the network needs to track the location of the
mobilein order to forward packetsto it.
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The specific role of the path update mechanism is to install host-specific state in the network to allow the
packet forwarding nodes to adapt to the movement of MNs. Unlike conventional routing where IP
addresses are stable and have implicit geographical significance, routing to mobile nodes conceptually
requires location (and routing) information to be maintained for each node. Whenever a mobile node
moves, path information must be checked or updated to ensure that it remains reachable. Routing in the
fixed Internet is far from trivial. With a large and highly mobile user community, routing becomes a
complex problem.

For scalability and performance reasons, it is clear that limiting the per-host state in the network is
necessary. It is also clear that it is insufficient to install a single route to a given MN using standard
routing protocols. (For the packet forwarding scheme to take advantage of route diversity, the routes
must be known). The challenge for path updates is to find an efficient method of managing this state
information. For more details, refer to the annex A3.1.5.2.

332 Existing Solutions

Early analysis of protocols identified a number of different classes. The path update mechanisms can be
generalised and abstractly considered as falling between two extremes. Examples of these degenerate
cases are mobile-IP (one location aware node, the Home Agent) and HAWAII (many nodes participate in
a mobile aware path-update process). Within [3.2], these approaches are referred to as ‘ gateway-centric’
and ‘hop-by-hop’, respectively. The protocols can also be classified according to whether they are
‘proactive’ or ‘reactive’ in nature, i.e. whether the location information is updated on every MN
movement, or the MNs are searched for on demand, when there is incoming data. Figure 3-4 illustrates
the classification of some Path Update protocols, and how they could be converged to three categories.

Proactive RR HMIP MER-TORA

. Cellular-IP
1N
Peging BCMP HAWAII
AODV
Reactive DSR

Gateway-centric Hop-by-hop

Figure 3-4: Mobility protocol convergence

The remainder of this section discusses how some current mobility management protocols handle path
updates. Further details are in [3.1] and annex A3.3. Weaknesses with these approaches are explored as a
way of identifying what issues a BRAIN operator should consider.

Some solutions simplify the problem by making assumptions about topology — most commonly atree-like
form. Examples are Cdlular-IP and HAWAII. In these cases there is always a well-defined  cross-over
router’ in the uplink path. Optimal paths can be installed and maintained by sending packets towards the
root of the tree. Failings of such schemes are that there is a single path to the mobile and the root is a
single point of failure.

If the ‘tree-like’ topological restriction is lifted to allow a partially meshed structure the path update and
packet forwarding issues become significantly more complex. For example, per-host information is
frequently distributed between a number of nodes. This information needs to be updated in a
synchronised manner and accurately maintained to avoid introducing routing loops.

The tunnel-based approaches such as Mobile IP are topologically independent, but have other flaws.
Basic Mobile-IP has a single point of failure. Enhancements such as Hierarchical Mobile IP construct a
logical tree that suffers from the same disadvantages as any other tree-based approach. Tunnelling
complicates for instance the provision of QoS, although the extent to which it does is highly contentious
(seeannex A3.3.3).

MER-TORA uses an adapted ad-hoc networking protocol to solve both the fixed and maobile routing
problems. The problem with an approach such asthisisthat it requires all routers to be upgraded with the
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new protocol and (perhaps) the complexity of the protocol. Although it supports arbitrary networks of
nodes, some topol ogies are managed more efficiently than are others.

Per host schemes (e.g. HAWAII, MER-TORA) must control the signalling load from path updates. This
can be helped by address aggregation: for example, at the start of a session a MN obtains an |P address
‘owned’ by the current BAR, so that fully prefix-based routing can be used. To limit the signalling as the
MN moves, the MN must not be allowed to ‘hoard’ its | P address for too long.

Having identified that no existing solution maps neatly to all the BRAIN requirements, the next step is to
identify what comprises agood answer.

3.3.3 Attributesof Solutions

A path update solution can be examined against a number of criteria. The aim is to identify those
attributes that are considered desirable, based on our analysis above. The points below are suggested asa
way of identifying how effective agiven schemeisasasolution.

Within the BAN a path update scheme should:

?? support address aggregation: thisis a general efficiency issue, rather than a direct function of path
updates, but it must be supported.

?? be independent of network topology: unlike many existing architectures, the solution should allow
deployment in networks with arbitrary connectivity. This is particularly helpful for evolving legacy
networks.

?? avoid routing loops. more generally, path updates must complete within a finite time (convergence)
and leave a stable forwarding path. Any solution that allows packets to be lost in routing loopsis
unusable.

?? support multiple paths. for resilience, scalability and flexibility, packets flowing between a CN and
MN across the BAN should not be limited to asingle path.

?? require limited signalling overhead: where two otherwise similar solutions exist, one that places a
lower signalling load on the network is preferred. Failures within the network should also be
managed without excessive signalling load.

?? be robust in the presence of link and node failures. the failure of any link or node (other than the
current BAR) in the network should not prevent packets from reaching the MN (or the CN).

?? be simple: hard to quantify, but a simple protocol is easier to test and maintain. There are many
components to a mobility management solution, and each part should contribute as little as possible to
the overall complexity.

?? allow separation of local from global mobility: this is a requirement from the Architecture section
(section 2)

These may be considered as idealised requirements or design goals for a protocol. More details can be
found in annex A3.3.5.

334 Conclusion

This section has given an overview of the path-update solution for the BRAIN mobility management
solution. For more details, refer to the annex A3.3. This work has increased understanding about how
path updates fit into mobility management.

3.4 Scalability and Reslience

It isintended that a BRAIN Access Network be highly resilient and scalable to arbitrary size. Thisisan
important area of study for BRAIN, and highlights an aspect of improvement over many existing
solutions.

A BRAIN Mobhility Gateway (BMG) is defined as a special purpose IP router hiding any BRAIN-specific
routing functionality. That is, its goa is to make the BAN look like a normal, fixed network to any entity
outside of the BAN. The support of multiple gateways can be seen to be essential for realising BANSs.
However, this area has received little coverage in existing proposals (see annex A3.4).

This section discusses the motivation for requiring the BAN to support multiple BMGs and the issues that
arise fromthis.
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34.1 TheCasefor Multiple BMGs

There are three clear reasons for using multiple gateways. These are presented along with suggestions of
aternative solutions that do not require the use of multiple BMGs.

?? Throughput Scalability: Having a single point within a BAN through which al up- and down-link
traffic flows is a bottleneck. If the BAN supports multiple BMGs, then this provides a very natural
way to provide scalability. This problem could aso be mitigated with highly scalable BMGs,
athough thiswould add architectural complexity to the design of the BMG.

?? Geographic Scalability: Imagine a country-wide BAN where al traffic to a mobile node has to flow
through a single BMG. This would seriously compromise routing efficiency. For a small BAN, this
routing sub-optimality may not be serious, but for large BANs a solution isimportant (see al so section
2.32for adiscussion of address validity). Readlisticaly, thisrequires multiple BMGs.

?? Resilience: Resilience is the most obvious reason for wishing to support multiple BMGs— avoiding a
single point of failure (see also section 2.3.2). It is also the hardest problem to solve, particularly in a
way that hides failure from the end-user. An alternative to using multiple gateways is to design the
BMG so thatit has high availahility.

?? Overall: Although it is assumed that the gateway is highly reliable, the combination of the above
factors makes support for multiple BMGs extremely attractive. This is because in solving how to
manage multiple gateways within a BAN, all the benefits outlined above are automatically available.
Moreover, networks can be scaled (or gain additional robustness) just by adding extra gateways.

34.2 Routing
Consider the following simplified BAN structure, with multiple BMGs:

Figure 3-5: A BAN structurewith multiple BMGs

In that the BMG makes the BAN look like a normal IP network, it is natural for the BMG to terminate all
BAN internal mobility signalling if indeed it is not terminated at some device further down the network.
This gives a picture where BRAIN specific functionality is pushed to the BMG and BAR. Of course a
larger subset of the nodes in the BAN may contain BRAIN specific functionality. It isimportant that this
functionality supports scalability and robustness. The BMG is used here as a specific example.

In this view of the BAN, BMGs (and possibly other entities, such as the Anchor Point in the BCMP,
detailed | ater), are ‘responsible’ for subsets of the address space. This essentially becomes a choice about
which addresses are advertised by a BMG to external networks. This choice defines one of the most
important attributes of the solution. If the pool of addresses is not localised (all BMGs advertise all
addresses), then the addresses have no implied locational significance (i.e. a particular address is not
assumed to belong to a particular area of the BAN). This makes scalability to large address spaces
harder, as routing state for all addresses will permeate the network. Alternatively, if ablock of addresses
isowned by asingle BMG, then there is no redundancy and therefore no inherent resilience (however, the
addresses have strong locational significance). Generally the mapping will be between these extremes.
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Where a BAR is reachable from multiple BMGs, mobility support may need to be extended. For

example, if aMN is distant from its ‘home’ BAR, routing may be direct from the ingress BMG (handover
updates information in multiple BMGs). Alternatively, routing may be to the home BAR and then around
the edge of the network to the MN’s current location (the edge-mobility model). On the other hand, if the
MN has not moved from its initial position, routing from the ingress BMG may be direct (f aroute is
known) or to the ‘home’ BMG and then around to the preferred BMG for that area of the BAN.

If RSVP proxies are used (one of the QoS extensions, see section 4), then the MN or BAR needs to know
which end-point to use. So, where there is a choice of multiple BMGs through which downlink traffic can
enter the BAN, it may be necessary for the ingress BMG of a particular traffic flow to be known.

3.5 Paging

35.1 Introduction — Idle and Stand-by M odes

A MN in the active mode is one that is sending and/or receiving packets via its network interfaces. Two
further separate but interrelated modes are defined in order to optimise its mobility support, which can be
coarsely characterised asfollows:

?? stand-by mode - its main goal is to save battery power in the MN, by allowing a MN (or subparts,
e.g. its radio) to ‘switch off’ during a sleep period. Typically such a stand-by MN wakes up at well-
defined times, during which the network can reach it. The stand-by mode enables link layer power
management and so is only relevant to the particular wireless technology. Hence it is not considered
further in this section (see section 5, annex A3.2 and [1.3]).

?? idle mode - its main goal is to reduce location update signalling over the air and in the BAN, by
tracking the location of an idle MN less accurately than for an active MN. The idea is to define a
Paging Area, oonsisting of several BARs that correspond to some geographical area. Only when an
idle MN moves into a new Paging Area (PA) does it have to send a location update to the BAN,
whereas an active MN must send a handover update message every time it moves onto a new BAR.
Clearly, the network must be able to re-activate the MN (for example, if a correspondent wants to
communicate with it); the process by which it does thisis called Paging.

In this section we're mainly concerned with paging in the network, i.e. how the BARsin apaging areaare
alerted that aMN in that paging area needs to be woken up.

3.5.2 Existing Solutionsto Paging
There are some important differences between the various existing paging proposals, for example:

?? Where the location information is gored - in [34] it's centrally (in the highest mobility agent of the
domain), whereasin[3.5] it is distributed throughout the BAN

?? Whether the paging areas are configured by the BAN operator or individually by the mobile itself
[3.6].

?? How the MN informs the BAN that it is moving into idle mode - in [3.4] an explicit signalling packet
is sent, whereas in[3.5] it's simply the absence of routing refresh messages.

?? Wherethe pagingisinitiated from - e.g. the Foreign Agent [3.7] or a specialised paging agent [3.5].

Most proposals (cf. annex A3.2.2) rely on multicast to distribute the paging request to all the BARsin a
paging area, i.e. each paging area corresponds to a multicast address. (If the BAN does not support
multicast, then the same effect can be achieved with a series of unicasts.) The BAN thus stores a
mapping between theidentifier of theidle MN and the multicast |P address of its paging area.

353 BRAIN Paging proposal

3531 Messagesfor Paging and L ocation Updates

We recommend that explicit messaging is used by the MN to inform the BAN that it has moved into idle
mode, and also when it is about to detach from the network - rather than (for instance) the BAN
interpreting the absence of uplink data as an implicit signal. This approach is an efficient and effective
way of ensuring that the BAN’s view of the MN’s state is correct and consistent. It also alowsaMN to
decide for its own reasons to go idle, for instance the absence of a TCP connection.
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However, to cope with a MN failing or switching off unexpectedly, the paging entry should eventually
time out. This meansthe MN must just occasionally refresh the entry (through sending alocation update);
the frequency required is adesign decision. The MN also needs to send an update message when it detects
that it has changed its paging area. This could re-use a standard unplanned handover message, for
example.

Section 5.3.2 deals further with messages over the air interface, and in particular whether they’'re
transmitted at the link or IP layer.

35.3.2  Paging Initiation

Data destined for an idle MN will travel through the BAN until it reaches the point where the idle MN’s
location is stored and hence from where paging can be initiated. We recommend that paging is initiated
from the last BAR where the MN was active, rather than (for instance) having one paging node per PA.
This distributes paging information and can allow messaging (paging and location updates) to be
constrained to the edge of the network, which aids scalability of the solution. It also speeds up the paging
of a MN that hasn’t moved. Further, it de-couples the paging procedure from path updates (i.e. it makes
paging transparent to the routing protocol), because the page is initiated from a 'known point' that exists
whatever the path update mechanism.

However, the BAR is now a single point of failure: if a BAR fails or is taken down for maintenance, then
any MNs with their paging entry at this BAR become unreachable. In order to improve the resilience, a
suggestion isthat there is a'backup’ central paging controller. It needsto be reliable but doesn't need to be
very scalable (sinceit only gets hit when aBAR fails).

The BAR (and any 'backup' central paging controller) store a mapping between the identifier of the idle
MN and the multicast IP address of its paging area. Annex A3.2.3 considers further what this identifier
should be (in most proposalsit’s an |P address), but in any case thisissue should not have a strong impact
on the whol e paging scheme, sinceit could just be thought of as a parameter of the paging request.

OBARL

1] [2. |5
5|6 MN states

0. Idle mode Trigger active

1.1dlemode Request active
0. . . 2. |demode Repl ide
I —2 “ﬂlﬁ'&'fl 3MIN movesinthe smePAL ide
4.Data packets idle
5. Paging request multicast idle

6. Regular unplanned HO active

7. Data forwarded active

Figure 3-6: Pagingisinitiated from thelast BAR that the MN was active on

3.5.33 Paging Areas

The size and shape of the paging areas needs to be optimised to minimise the overall signalling traffic; the
trade-off is between location updates (reduced by large paging areas) and paging requests (reduced by
small paging areas).

One issue is whether the paging areas are configured by the network operator or individually by the MNs
themselves. We recommend the former; the latter would add considerable complexity, especialy to
achieve resilience. However, some MN-control can be provided through overlapping paging areas; for
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example, this could be beneficial when a MN would otherwise frequently move between two paging
areas.

The operator will determine the size and shape of the paging areas, based on a large number of factors,
such as the MN's traffic and mobility patterns, the link layer’s capabilities, and the network’s topology.
The operator will be guided by simulations and deployment experience. In practice, the important point is
that overall our paging solution alows a lot of flexibility within a single consistent framework, for
example allowing adjustment of the paging areas ‘in thefield'.

3.6 BRAIN Candidate M obility Protocol

3.6.1 Introduction

Following our critical analysis of existing mobility management protocols, we have concluded that there
is - and can be - no single scheme that is best in all scenarios. The solution which is best depends on the
BAN provider's business model and deployment environment. In some scenarios, the existing solution
can be improved through a protocol we have developed within the Project: the BRAIN Candidate
Mobility Protocol. In particular, it fulfils our requirements for Handover (section 3.2), Paging (section
3.5) and ‘ Scalability and Resilience’ (section 3.3), and it improves on existing ‘ gateway-centric’ protocols
for Path Updates (section 3.4). In this Section the key features of the protocol are briefly described and
discussed. For more details, including message formats, please read the annex A3.5. On-going work in
the MIND project will assessits suitability further.

3.6.2 Key featuresof BRAIN Candidate M obility Protocol

Figure 3-7 illustrates a BRAIN network that implements the BRAIN Candidate Mobility Protocol
(BCMP). The network consists of legacy IP routers with added mobility aware functionality in just two
types of nodes. Anchor Points (ANP) own and allocate IP addresses, authenticate users, maintain user
records, and tunnel packets towards Mobile Nodes (MNs). Brain Access Routers (BARs) terminate
tunnels from ANPs and forward packets to/from mobile hosts. BRAIN Mobility Gateways in the
Candidate Protocol need not have mobility specific functionality - their role is to shield the rest of the
BAN from the exterior routing protocols and distribute traffic within the BAN to the correct ANPs.

Figure 3-7: Outline of the BRAIN Candidate Mobility Protocol in a BAN

Anchor Points have globally routable address space and they allocate | P addresses to Mobile Nodes when
they log into the BAN. This address is kept constant, despite handovers. The pool of |P addresses owned
by a Anchor Point is advertised using legacy IP routing inside the BAN and towards external IP
networks. This ensures that packets addressed to a Mobile Node's locally obtained address are prefix-
based routed to the Anchor Point that allocated the address. A nchor Points, in turn, tunnel packetsto the
BAR where the destination MN is located at the moment. Anchor Points must maintain up-to-date
location information of MNs they have allocated an address for and must update this information when
‘their’ MNs change BAR (i.e., handover).

3.6.21  Log-in: Address Management and Security

When the MN first contacts the BAN it must execute a login procedure. First it sends a login regquest
message to the BAR at which it has appeared. In this request the MN provides login and security
information for an external AAA procedure. The BAR selects an Anchor Point for the MN according to a
policy specified by the operator and forwards the login request to it. The MN need not be aware of the
policy and of the internal structure of the BAN. The selected Anchor executes the AAA procedure to
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identify and authenticate the MN and allocates a globally routable I P address and a new Session Identifier
for MN, which isatemporary identifier for the MN. The session id is discussed further in annex A3.5.1.

The session id, key and | P address are sent back to the MN in alogin response message.

3.6.22 Handover and Path Updates

The BCMP includes an optional handover preparation phase to ensure fast and smooth handover. If the
MN knows in advance to which BAR it is moving to (i.e., planned handover), then it can build a
temporary tunnel from the old to new BAR, for example. For other likely actions see section 3.2.

The handover execution procedure is the same whether or not there’ s been a preparation phase. The main
task is to inform the Anchor Point (ANP) about the handover and remove the temporary tunnel. It is
initiated by the new BAR by sending the handover message to the ANP. In response the ANP will
redirect the tunnel to the new BAR and notify the old BAR. Upon receiving this notification the old BAR
can safely remove the temporary tunnel because it will certainly not receive more packets from the ANP.
This concludes the handover.

3.6.2.3 Inter-Anchor Handover

If a MN moves far away from its Anchor Point then the tunnel between the ANP and BAR may become
very long. In order to avoid long tunnels, the protocol allows (but does not mandate) the network operator
to request that a MN changes ANP. This improves routing efficiency in the BRAIN network, in exchange
for exposing mobility toward the Internet: the change of ANP requires changing the MN’s | P address, that
is aglobal mobility event. Alternatively, operators may choose to accept long tunnels between ANPs and
BARsin order to completely hide mobility from external networks.

3.6.24 Paging

Paging support in the Protocol allows MNs to enter idle mode and to reduce location update signalling
load inside the BAN. Downlink packets are tunnelled to a MN’s last known BAR, which knows that the
MN isidle and so initiates the paging process.

3.6.3 Discussion of BRAIN Candidate Mobility Protocol

Here we briefly discuss how the BRAIN Candidate Mobility Protocol (BCMP) compares to the

requirementsidentified earlier in this Chapter.

?? Handover management framework: BCMP is fully compliant with the handover framework
(section 3.2). The signalling which relates to selection amongst multiple CARs, and which precedes
the handover execution, is an optional featurein BCMP.

?? Path Updates. In general, BCMP could be characterised in the following way. The protocol is
‘gateway-centric’ (see Figure 3-4). It decouples fixed and mobile routing, which respectively use
standard prefix-based routing to the Anchor Points and MN-specific tunnelling from the ANPs to
BARs. It uses soft-state information, i.e. there are periodic refresh messages. For a‘normal’ handover,
a Path Update originates from the MN and then (only) travel between the BARs and ANP, but an
inter-anchor handover is a global mobility event. BCMP requires a limited number of ‘BAN specific’
nodes, i.e. the ANPs; it is a design decision where (and how many) ANPs are sited in the BAN, and
thisis currently being explored through simulations.

?? Resilience and scalability — multiple BMGs: BCMP decouples some of the functionality in the
BMG, to leave the BMG as an Internet peering point and introduces the ANP to manage the mobility
specific functionality. Essentially, the earlier discussion (section 3.3) applies equally to the ANPs as
well as to the BMGs. As standard Internet peering points, the BMGs fulfil all the scalability and
resilience requirements. Some functionality, such as location tracking, resides solely in the Anchor
and issues such as knowledge of the ingress BMG (as opposed to Anchor) are for future study.
Multiple ANPs provide a controlled way of offering scalability in both throughput and geographic
area. Although the BCMP does offer some resilience, it does not do so transparently because the
terminal must re-login to an alternate ANP or another AP must be able to take over the address space
of thefailed AP without impacting the terminal .

?? Paging: The paging mechanism fits in with the earlier ecommendations (section 3.5). Paging is
initiated from the last BAR that the MN was active on. A MN sends an ‘idle mode request’ message to
the BAR its currently attached to, and goes into idle mode when it receives a Reply. The same
message is used as a refresh. When an idle MN detects that it has moved into a new paging area, it
sends aregular unplanned handover message (HOFF). Anidle MN sends aregular LOGOUT message
just beforeit switches off.
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We have simulated the BCMP and shown its correctness of operation. On-going work is exploring issues
such as where to position the Anchorsin the BAN, and the impact of inter-anchor handovers.

Figure 3-8 shows a snapshot of the simulation, showing the BCMP performing a planned handover. More
simulation results can be found in annex A7. (The mobile has performed a planned handover from the old
AR(12) to the new AR(13) and is notifying (white packets) the Anchor (which is unchanged) of the new
AR to which its packet must be forwarded and is also notifying the old AR to stop sending packets over
the wireless link since these packets are |ost)
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Figure 3-8: Snapshot of Simulation of BCMP- Planned HO
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4 Quality of Service

4.1 Introduction

The Internet supports a large number of users with a simple, best effort network, which ensures that all
users receive a share of available bandwidth. This simple, flexible network has supported the
development of a wide range of data applications. However, Quality of Service (QoS) within the Internet
is needed if it is to successfully carry a significant quantity of real time services such as audio or video-
conferencing. A network that provides quality of service transmits some packets preferentially to
achieve, for example, low transfer delay. Parameters that can be controlled include packet delay, packet
loss, packet errors, available bandwidth and inter-packet delay (jitter). These parameters may be
controlled absolutely ("guaranteed") or they may be controlled within some probabilistic framework.

Solutions exist that address particular aspects of the QoS problem. The Session Initiation Protocol enables
users to be contacted and agree on suitable coding schemes for multiple flows within a session. Once the
session is established, the Real Time Protocol ensures that packets are replayed to the user at the correct
time, thus overcoming jitter and stream synchronisation problems. The Real Time Control Protocol

provides feedback about the quality experienced by a session. If problems are detected, RTCP can be
used to trigger SIP session re-negotiation. Stream synchronisation can even be achieved between
different sources if they have time synchronisation through the Network Time Protocol. These (layer 5)
protocols are well established within the Internet. However, these alone do not solve the real-time service
problems as they cannot guarantee that packets in any one flow are delivered across the Internet in a
timely fashion. The Internet requires an end-to-end (layer 4) mechanism to ensure timely packet delivery
through the network. This can only be achieved if there is timely packet delivery at every router within
the Internet (layer 3). It is these mechanisms that are the focus of this study. However, there is potential
for interactions between the transport layer QoS and the higher layer QoS mechanisms. It is the purpose
of the well defined Enhanced Service interface and interface implementation (5.2) to provide these higher
layer functionalities and manage the interaction issues. These areindicated in Annex A4.2.1.

Many lower layer mechanisms also exist to provide QoS. In general these link layer specific mechanisms
cannot achieve end-to-end quality of service for the user. These mechanisms may however be used to
provide QoS to the network layer. Thisis of particular importance over any wireless interface. To achieve
network layer QoS across a wireless network requires alink layer support. Thus the mobile nodes and the
BAR routers need to be able to map network layer QoS to link layer QoS. A specific example of how this
could be achieved, the IP2W convergence layer, has been studied within this project and is reported in
section 5. Thereisapotential for interaction between these two mechanisms, which is discussed further in
section 5.3.3, and Annex A4.2.2.

Whilst transport and network layer QoS has been studied within the Internet for many years, there has
only been limited deployment of any network QoS mechanisms. However, recent developments within
the IETF have produced a framework, the ISSLL (Integrated Services over Specific Link Layers) QoS
architecture, which in our opinion addresses many of the problems (such as scalability) of previous
solutions. In particular the solution is able to use a Differentiated Services (DiffServ) network layer
mechanism. This provides scalability and reduces the complexities that were the original problems
associated with the Integrated Services (IntServ) architecture. 1SSLL can be seen as expanding the
DiffServ architecture, enabling it to be used to provide end-to-end service to the user. Thus the solution
provides flexibility of service provision and the possibility of firm end-to-end QoS guarantees. It clearly
separates the network (layer 3) QoS providing mechanism from the (layer 4) end-to-end signalling, thus
leaving much freedom for different network providers to choose the most suitable QoS mechanisms and
call admission scheme. We chose to use this framework after analysis of the basic design questions,
summarised below, that must be considered by any QoS mechanism. An additional benefit of this choice
is that operating systems including Microsoft’s Windows, and small-scale corporate networks are now
appearing with the capabilitiesto utilise the ISSLL solution.

However, there are weaknesses with this solution when it is evaluated against requirements if both
wireless access and mobile users are assumed. The hard requirements on the QoS solution are discussed
inannex A4.3.4.1. Thisis not surprising, as wireless and mobility issues have received no attention within
the IETF QoS community to date. Wireless issues revolve around the restricted bandwidths and increased
error rates of wireless links, and how techniques to overcome these problems may interact with higher
layer QoS mechanisms. These are further discussed in annex A4.2.3. Mobility issues, discussed further in
annex A4.2.4, relate to the behaviour of the system during and after handover. To solve the particular
problems identified, a selection of possible extensions has been studied. Some of these extensions have
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been specifically developed under this project, and these in particular are highlighted. Many of these
extensions can be provided transparently within the network, however others have larger implications.
Many can be deployed as independent i mprovements to the network, others interact in some fashion. The
most suitable choice of extensions depends in part upon the business environment of the network
operator. These issues are discussed briefly in the final section, where we show clearly how the various
extensions can be used to solve the weaknesses of the baseline ISSLL architecture.

4.2 Base-LineArchitecture

The base-line architecture chosen for the BRAIN network is the ISSLL architecture, where the wireless
part of the network is considered as the ISSLL access network, implying a per-flow reservation at that
hop, and the fixed part of the network is considered an ISSLL DiffServ core network. This is described
below. This architecture has been chosen as the result of analysis of the key issues that affect the design
choices. Whilst extensions can be used to enhance this basic architecture, any BRAIN network must be
able to provide the srvices as expected by this architecture to any terminal that utilises the defined
interfaces.

421 Basic Design Choices

There are a number of different ways of providing the generic functionalities needed within any QoS
architecture. Before detailing how we provide these within BRAIN, we first highlight some of the rational
behind key choices that have been made. Fuller details of all design issues considered may be found in
Annex A4.3.1

QoS is only useful, and therefore most likely to be paid for, if it exists on an end-to-end basis. This does
not mean that the QoS mechanisms used to provide a particular guarantee need to be the same across the
network. Thus, here an end-to-end solution is chosen, and in particular the end-to-end signaling protocols
used are standard Internet protocols. This approach contrasts with that of a number of large network
providers who charge for guarantees associated with, for example, virtual private networks, without
concern for the end user. This unfortunately has led to quality of service mechanisms being developed in
ways that may be inconsistent with end-to-end design which could therefore restrict the future
development of innovative services on the Internet.

Many wireless networks, such as GSM style networks, provide close coupling between wireless network
and the application. This is done to achieve maximum efficiency and optimize performance. For example,
this coupling allows the link layer to provide different loss management techniques for voice (which
prefers random bit errors) and video (which prefers whole packet losses). This approach is not taken
here, as it breaks the strict layering principles. No attempt is made to pass wireless specific information
through the IP stack. This approach does not prevent link layer manufacturers from making improvements
to the basic performance of the link layer. For example, they could improve the loss rate across the link
through the use of schemes such as Forward Error Correction (FEC) or, where it does not break any
requests for fast packet delivery, Automatic Repeat Request (ARQ) could be used. Similarly, IETF
standards show how the link layer can perform RTP/UDP/IP header compression to save on bandwidth
requirements. This does not require that the link layer know that the data it is attempting to compress is
RTP data. These improvements are transparent to the network layer, but will be seen as a benefit by the
users. It has not been possible to evaluate the loss in efficiency that results from adherence to strict
layering principles, but it is believed that it isasmall concern in broadband wireless networks.

QoS may be achieved through per flow reservation. Here an application queries the network to discover if
the QoS requirements can be achieved. Reservations make best use of resources allowing better planning
of the network usage, and giving a more reliable QoS. However, there is alarge overhead associated with
this, as signalling messages are required and there is a delay before applications can start to send data. In
the alternative prioritisation model, clients mark their packets to indicate a “premium” service
requirement. The service may be used at any time, but the performance provided will be less predictable
and may suffer from network congestion. Prioritisation is typically used with Service Level Agreements
(SLAs) that may be general, or defined on a per-user basis. The solution chosen provides both
reservation based and prioritisation services.

Per-flow traffic management means that the application's traffic is granted resources and protected from
the effects of traffic from other users in the network. This enhances the quality of the service experienced
by the application, but also imposes a burden on the network which needs to maintain state for each flow
and to apply independent processing for each one. In the core of large networks, where it may become
necessary to support millions of flows simultaneously, per-flow traffic handling is not practical.
Alternatively, when traffic is handled in aggregates the state maintenance and processing burden on

Page 46



BRAIN D22/10

devices in the core of a large network is reduced significantly. However, the quality of service is no
longer independent of the effects of traffic from other sources. Over-provisioning of resources to the
aggregate QoS traffic can offset this effect. However, this approach tends to reduce the efficiency with
which network resources are used. Whilst we do not require any specific network internal QoS
mechanism, the DiffServ aggregate mechanism is considered highly suitable because of its scalability and
potential simplicity, and it is assumed throughout this text.

QoS treats some flows preferentially to others, and this implies the ability to reject flows. Admission
Control functionality, used for both prioritisation and reservation based services, may exist at various
places within the network. In the basic architecture, edge-routers (the BAR and BMG nodes) process
resource requests. These nodes use their local knowledge of their current state to make a decision on
behalf of the core of the network. This is the simplest solution to admission control and is inherently the
most scalable. However, it is not the most suitable for all network topologies, as no global knowledge
about current network state is used in the admission control process. This can lead to inefficient use of
network resources, or poor QoS guarantees. Alternatives are a centralised approach and a hop-by-hop
approach. The relative merits of these approaches are discussed in the Annexes A4.3.1.8 and A4.3.1.9,
and they are also introduced as extensions to the basic architecture in Section 4.3. These different
schemes, both inherently less scalable than the edge solution, can be used without any changes to the
interfaces between mobile node and network.

4.2.2 Description of Base-Line Architecture

The BRAIN QoS architecture, as indicated in the figure below, is based on the ISSLL framework. The
Resource Reservation Protocol (RSVP) is used with the Integrated Services message set as the signalling
protocol for explicit resource reservations. These RSVP messages are exchanged end-to-end across the
network. Within the BAN, RSVP messages are only interpreted at the network edges — the BAR and
BMG. These nodes map RSV P reservation requests to DiffServ forwarding classes, keeping a record of
the session identifier and the required DiffServ class. Once data begins to flow using the reservation,
these edge nodes (BAR and BMG) will map the packet headers to session identifiers in the packets and
confirm that the correct DiffServ Code Point (DSCP) is being used. Once within the network all packets
are forwarded according to standard DiffServ operation.

In addition to the per-flow signalled reservations, the architecture also allows norma DSCP marking to
support prioritisation QoS for applications that are not able to quantify their resource requirements. An
important decision in the architecture is to leave the outbound flow marking to the mobile node. Thisis
important as it allows the MN to use IPSec payload encryption. The inbound flow may be marked at
source, but more likely marking occurs at the gateway nodes. The gateway determines the correct
marking for the packets as Service Level Agreements (SLA) provide a mapping between |P packet header
information and the relevant DSCP. This SLA information may be retrieved using the COPS protocol
from anetwork policy server.

For afull description please see annex A4.3.2.

4221 Network Nodes

The BAR is the first (last) IP-based node within the BAN to which a flow originated from (terminating
to) a mobile node arrives. The BAR is in charge of resource co-ordination for the access points® linked to

it.
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Figure4-1: QoSin the Network Nodes
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! By Access Point we denote alayer 2 only device through which I P packets are forwarded transparently.
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The BAR and BMG are in essence DiffServ edge nodes — the functionality, such as traffic policing, of
such nodes is described in annex A4.3.2.3. They must support RSVP signalling and map the signalled
IntServ/RSVP requests to a suitable DiffServ Per-Domain Behaviour. The BMG has the additional
responsibility of allocating the appropriate DS behaviours to inbound prioritisation traffic based on
service level agreements. The BMG should also do strict shaping of incoming flows.

Once data is within the BAN, internal routers forward packets according to normal IP forwarding
mechanisms and the DiffServ processing. The need for this DiffServ processing can be avoided if the
BAR and BMG perform proper shaping of flows admitted into the network. In this situation, the BAN can
be over-provisioned and built with ordinary routers. Conversely, in alarger BRAIN network, the internal
routers may all be DiffServ capable, and some may even be RSVP-enabled to more closely control the
resource sharing among flows.

423 Error Reporting

A key requirement for applications is that they receive adequate error reporting, to facilitate application
adaptivity. The errors under consideration include those created by a sender breaking its contract, and
those that occur as aresult of network faults including congestion and temporary loss of QoS during the
handover process.

RSVP based Reservation QoS has error reporting mechanisms available within the protocol. However,
these messages, which indicate a network fault, can only be generated at RSV P aware nodes, and are only
generated when the reservation refresh process fails. This may mean that error conditions exist for some
time before the problem is identified and reported. When RSV P is used, as suggested below, in hard state
mode with local path repair to handle mobility events then errors would not be reported as a result of the
handover process.

DSCP re-marking can be used to provide some indication to a receiver of problems with a transmission
(for example that the data broke the contract, or that the requested service is not currently available). The
amount of information that can be conveyed in thisway islimited.

A more general mechanism is required to provide feedback for any DS marked (reservation or
prioritisation) traffic, regardless of where in the network problems occur. Higher layer protocols are
generally assumed to monitor received QoS, and to provide feedback to the data to provide adaptation —
thisis a standard part of TCP, and is the purpose of the RTCP element of the RTP. However, this leads to
a long time delay between QoS disruption occurring and the data source being able to adapt to the
situation.

This time delay can be reduced, if network layer mechanisms, such as Explicit Congestion Notification
(ECN), are used with Random Early Detection (RED). This mechanism provides advance notice to a
receiver that congestion is expected to occur, giving the receiver time to notify the data source before
network congestion actually occurs. ECN plus RED is becoming a central element in reporting of
congestion in a network. ECN interaction with TCP has been studied, and work is ongoing towards using
ECN with UDP flows.

Whilst the use of ECN is recommended within the basic architecture, two assumptions are implicit in this
approach. Thefirst isthat all errors are aresult of congestion. Thisis not true in the wireless environment.
Better performance can be achieved if a distinction is made between congestion and loss. Within the
BRAIN project, we have assumed that the link layer may provide alocal (fast) mechanism, which may be
used by the mobile terminal for this purpose. This aspect is not considered further within this discussion.
The second assumption of ECN and RED is that congestion grows slowly within a network, so that it is
possible to notify the data source before congestion becomes serious. Within this project we have
identified that this is not true in a network with mobility support, as mobility may suddenly lead to
congestion appearing at a router. Within the project we have considered mechanisms to overcome this
problem, using the Internet Control Message Protocol to send error reports directly to the data sender. As
of date, we are unable to recommend such an approach as outstanding problems remain with a possible
explosion in the number of control messages being generated at exactly the same time as the network is
experiencing congestion.

Finaly, dthough a range of different error reporting mechanisms is included, this complexity is hidden
from the application devel oper through the ESI (section 5.2) and the associated layer implementation.

4.2.4 Evaluation

For a discussion detailing how the transport/network layer solution works with the other quality protocols
to provide an overall solution to support real-time interactive voice, the reader is referred to the worked
example section.
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There are a number of assumptions and key requirements on which the BRAIN QoS mechanism is based.
Fuller details can be found in annex A4.3.4.1. In addition to the hard requirements upon a system, thereis
also a selection of evaluation criteria against which any potential solution should be evaluated. These
evaluation criteria are critical in choosing a QoS solution. Fuller details of these can be found in annex
A4.3.4.2. These requirements and evaluation criteria have driven the development of the baseline
architecture.

Analysis of the base-line architecture against these requirements shows that its strengths are that it:
1. Allows both prioritisation and reservation based QoS.
2. Uses standard protocol s to support generic | P hosts.
3. Isscalable because of DiffServ flow aggregation.
4. Can provide hard guarantees for services such as voice, with low overheads.
5. Can be simply implemented in routers using class based queuing.
6. May be provided with only QoS aware BAR and BMG nodes.
7. Provides QoS renegotiations.
8. Isinlinewith IETF architectural principles.
9. Hides network internal mechanisms, making this an easily evolvable solution.
10. Provides limited support for handover.
11. Isresilient against network failures.
However, as aresult of wireless and mobility issues, specific weaknesses of the proposed solution are:

1. The strengths of service guarantees that can be achieved by the base-line architecture are limited
because of the call admission architecture

The edge nodes can only make approximate admission control decisions. In an access network with either
little capacity for statistical multiplexing effects or restricted bandwidth, the quality of these decisions
will be weak. The possibility of mobility further weakens the srength of such decisions. The standard
IntServ classes are not well suited to the wireless environment.

2. The baseline architecture does not minimise the quantity of signalling required

Standard ISSLL RSVP operates in a soft state mode, with refresh messages every 30s. These messages
are large. Mobility may even trigger the mobile node to send more RSVP messages to repair a broken
path.

3. The base-line architecture does not support seamless handover

Quality reservations will be disrupted in the baseline architecture, until the refresh mechanism can
restore the reservation. This can result in long disruptions to the quality experienced by a data flow. The
disruption can be seen to have several different aspects. Firstly, link layer reservations may be esily
created as part of the handover process to ensure that QoS is quickly established on the wireless link,
which is typically the weakest link. In this situation however, the BAR needs to be able to map incoming
layer 3 packets to the appropriate layer 2 reservation. This does not occur until the network path QoS is
repaired. ldeally, this PATH repair should happen quickly. Finally, during the actual handover process
packets may be tunnelled between old and new BARSs. For the user to experience no QoS disruption,
these packets must also be routed according to the original QoS reservation.

4. It does not provide any reservation based network layer QoS in the absence of transport layer end-
to-end QoS signalling

If the end-to-end signalling is not available, for example if the CN (or its legacy voice application) does
not support RSVP, or the RSVP messages are badly routed through a QoS unaware (possibly over-
provisioned) network, then reservations cannot be established. This requirement is of particular interest if
the access network is bandwidth limited, or if QoS needs to be provided within a wireless network
without significant progressin the deployment of |P QoS.

A large number of extensions have been proposed to solve these specific limitations. These extensions
provide different levels of functionality. However, provision of this functionality comes at a cost, which
may be increased network complexity, or it may be that it requires changes to either mobile terminals or
even the end-to-end network protocols. Thus, the choice of suitable extensionsis a choice for the network
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operator and their business models. However, because al stem from the same baseline architecture,
interoperability is assured between terminals on different BRAIN networks. These extensions are
discussed in the next sections.

4.3 Solutionsto weaknessesin the base-line ar chitecture

This section provides a brief description of possible extensions to the baseline architecture. The
following section then shows how these extensions can be used to address the shortcomings of the base-
line architecture, and in particular highlights any potential interactions between different extensions.

Particular detail here is given to extensions that have been developed by the BRAIN team. Whilst many
possible extensions have been reported in the literature, we have focused on the sub-set that we believeis
most important.

431 QoS Context Transfer

Problems solved: seamless handover, also facilitates other extensions.

Scope of impact: changes required at mobility aware routers that maintain QoS state.

Status: Being considered by the IETF SEAMOBY group, to which BRAIN members
contribute

A context transfer protocol transfers state information about the mobile’'s QoS requirements during
handover from old to new BAR. This exchange is triggered by hand-over indications received from the
link layer. An example, developed by the BRAIN team, of how the context transfer protocol can be
loosely coupled to link layer indications is provided in annex A4.4.1.1. QoS context information should
also be exchanged between tunnel nodes, such as the anchor points in the BCMP. The relationship
between the BCMP and QoS is discussed further in annex A4.5.3.

The protocol needed for this procedure, and the parameters that must be exchanged, are for further study.
The context transfer protocol will require support in all mobility-aware nodes within the BAN. This is
part of the work of the IETF Seamoby working group, to which BRAIN is actively contributing. Within
Seamoby, context transfers are discussed in wider terms including security information and header
compression as well as QoS related information. This protocol is a pre-requisite for certain extensions
including Modified RSV P local path repair.

This protocol facilitates seamless handover. It is assumed that the layer 2 wireless QoS reservations will
be restored as part of the handover process. The context transfer protocol will provide the new BAR with
sufficient information for it to map the incoming IP packets to the different wireless reservations. This
will quickly restore QoS over the wireless link, which is usually the weakest link in the communications
path.

Additionally, when RSVP local path repair is used, as discussed as part of extension 4.3.3, hop-by-hop
call admission, then the Context Transfer Protocol enables a reduction the signalling load over the
wireless network.

43.2 Bandwidth Broker

Problem Addressed: Improves strength of QoS guarantees

Scope of Impact: Changes required at admission control nodes, and this introduces new
nodes

Status: Requires further study and progression within IETF

Bandwidth brokers make the admission control decisions?, on behalf of BAR/BMG nodes. A bandwidth
broker has global state knowledge, because it receives each admission control request, and so can make a
strong admission control decision. As part of this decision, it can also take likely mobility patterns into
account. Bandwidth brokers may be a centralized unit. A similar effect may be gained if the bandwidth
broker functionality is distributed between adjacent edge routers. This approach would give some global
benefits, in particular enabling possible mobility patterns to be taken into account, whilst removing the
“single point of failure” that a centralized node represents. Additionally, such alocally distributed broker
could be more scalable and reduce the network-signalling load. Current definitions of bandwidth brokers
within the IETF do not provide support for DS awareness, however the Internet2 Qbone design team have
made significant progress in bandwidth broker implementation. This is a simple, but highly worthwhile

2 Note that there is no admission control process for best effort traffic
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extension requiring support in the nodes that perform admission control. Thisis discussed in more detail
inannex A4.4.2.

4.3.3 Hop-by-hop Call Admission

Problem Solved: Improving strength of QoS guarantees
Scope of Impact: All routerswithinthe BAN
Status: Standard part of ISSLL framework

Each router is responsible for its own admission control decision. This can lead to stronger service
guarantees, especially at the edges of a network. This is a standard feature of the ISSLL framework, and
is discussed in more detail in annex A4.3.1.8. However, additional extensions can be used with this to
improve the performance when mobility is considered. Such extensions provide a fast repair of the
reservation when the data path through the network changes as aresult of mobility.

4.3.3.1 Protocol Coupling

Problem Solved: seamless handover - fast restoration of network reservations
Scope of Impact: Changesrequired at mobility-aware network nodes
Status: Loose coupling is assumed in RSV P. Tight coupling needs further study

Reservation-based QoS implicitly assumes afairly stable path across the network. In the dynamic mobile
environment performance is less than optimal. Changes to routes are only reflected in the reservation after
refresh messages have passed along the new path, which can have a high latency end-to-end from mobile
to correspondent node. By enhancing the QoS mechanism for the mobile environment, local path repair is
possible and changes to the reservation are localised to the area affected by the change in topol ogy.

The micro-mobility and QoS signalling mechanism are coupled either loosely via a triggering
mechanism, or more tightly so the QoS and mobility information is carried by the same protocol. In the
loosely coupled approach, the change in location of the mobile, and hence the updates to the routing
information within the network, triggers the generation of RSVP PATH repair messages. In the tightly
coupled approach, the routing and QoS information is propagated into the network at the same time,
ensuring that the reservation is re-installed in the network as soon as the valid routing information is
available. For the motivation behind this suggestion please refer to annex A4.4.3.

This extension is either an enhancement to the implementation of the network nodes in the loosely
coupled case, or a more complex addition to the micro-mobility protocol for the tightly coupled case. The
scope of this extension is restricted to the RSV P-aware routers within the BAN and maybe only those that
are mobility-aware. Further details of the suggested coupling approach for the BCMP, and associated
QoSissues, pleaserefer to annex A4.5.3.

We are evaluating through ongoing simulations the effect of the degree of coupling between micro
mobility and QoS signalling. Details arein annex A7.4.3 and sample results are shown in Figure 4-2.
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4332 Repairing RSVP Local Path Repair

Problem Solved: Seamless handover - fast restoration of network reservations with minimal
mobile signalling

Scope of Impact: changes required at RSV P aware nodes, including the MN
Status: Needs modificationsto IETF draft to ensure network saf ety

As discussed above, the coupling between mobility and QoS can initiate the standard RSVP local path
repair process. This mechanism repairs only the part of a QoS reservation that is broken, which means
that the reservation can be installed faster because end-to-end signalling is not required. The signalling
must not be generated until there is path stability within the network. In the standard RSVP local path
repair, the mobile node would be involved in re-establishing the QoS. This extension, as discussed in
annex A4.4.4, removes this overhead from the mobile by using the information transferred by the context
transfer protocol mentioned above. It would require any RSV P local path repair functionality to be turned

off in the mobile.
< Direction of Data

2) This node uses context information to establish wireless link

Maps incomming packets to wireless reservations

6) Awaits network layer PATH repair message

7) Immediately returns appropriate RESV using information from context transfer protocol
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==
Receiving node moves U
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reservation delivers QoS and security state Divergence node
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3) Initiates PATH repair
4) Sends PATH-TEAR to old reservatior
==
— = ~
After initiating handover, this node expects a RESV-TEAR U

which ensures all un-used reservations are removed

Figure 4-3: RSVP Path Repair

434 Bounded Delay DS

Problem Solved: Improving strength of QoS guarantees
Scope of Impact: All routerswithin the BAN
Status: Known in literature, BRAIN modifications need publication

Existing DSCPs do not provide a way to quantify maximum router delay, so cannot support guaranteed
real-time services. The bounded delay classis a new DiffServ class (per-hop behaviour) defined to ensure
QoS guarantees for reservation-based traffic. Whilst this service has been documented within the open
literature, within this project a security weakness was identified in the original proposals. The BD service,
and mechanisms to avoid any security weaknesses are considered in annex A4.4.5. All routers within the
BAN must support the BD service parameters. This service would operate in addition to any standard DS
services such as the expedited forwarding service for prioritisation based fast packet delivery.

435 Simplified service definitions and signalling protocols

Problem Addressed: Improving the strength of QoS guarantees, Minimising signalling
Scope of Impact: All RSVP nodesin Internet
Status: Discussion in SIGLITE, BRAIN members contributing to this
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IntServ parameters are significantly larger than required in many cases. Many proposals concerning this
issue revolve around the premise that only two pieces of information need to be exchanged between
terminal and network - the peak bandwidth of the traffic and the service required. This is discussed
further inannex A4.4.6.

This enhancement requires a change to the end-to-end signalling protocols used to signal QoS. Thus,
standardisation by the IETF is needed. BRAIN partners are involved in the SIGLITE team, which may
become an IETF working group addressing such issues. The suggested modifications would however
significantly reduce signalling overhead, simplify admission control, simplify billing. From an end user
perspective, it may even be possible to provide a more comprehensible service model .

436 Mobility Enhanced QoS Parameters

Problem Addressed: Seamless Handover, Improving strength of QoS guarantees
Scope of Impact: All nodes between anchor point and BAR
Status: Requires further study

Fixed network QoS parameters do not fully characterise desirable QoS behaviour in mobile and wireless
environments. This can lead to, for example, unsuitable error correction techniques being used across the
wireless interfaces, or unnecessary levels of QoS error reporting. The parameter set could be extended to
include mobility-related parameters, or wireless specific information. Unless used within 4.3.10, the local
BAN signalling protocol, this may require a change to end-to-end signalling protocols. Addition of such
access network specific parameters breaks the layered architecture. The generic parameter set is discussed
inAnnex A4.4.7.

437 Hard State RSVP

Problem Solved: Minimising signalling

Scope of impact: Mobile Node and admission control entities

Status: Ability to set very long refresh times on a hop-by-hop basis is part of RSVP
standard

The soft-state nature of RSV P requires periodic refresh signalling messages to propagate across the
network. Where bandwidth is limited this characteristic is undesirable. RSV P can operate in a near hard-
state mode by stting the soft-state timer in the RSVP module to a very high value. Whilst this
mechanism is part of the RSVP standard, this project has identified that additional mechanisms are
required to ensure the safety of the network and the recovery after network node failure. One such
mechanism is to instruct the routers to use the presence of data traffic asimplicit RSV P refresh messages,
and would require support within some RSV P-aware entities within the BAN (annex A4.4.8). As the soft
state refresh timer can be set on a hop-by-hop basis, it would be possible to operate RSVP normally
within the network and only use hard state over the wireless interface.

438 QoS Reservationsin Temporary Tunnels

Problem Addressed: Seamless handover
Scope of Impact: BARs and possibly the intermediate BAN routers
Status: Tunnelling, RSVP tunnels and DS re’ marking all standardised

Temporary tunnels are typically created between the old BAR and new BAR during hand-over to prevent
packet loss. Current handover schemes do not provide a means to maintain the QoS of the traffic being
forwarded to the mobile. Where planned handovers occurs, reservations can be signalled between BARS.
There is a trade off between the signalling overhead required to establish a temporary tunnel with
reservation for each transport reservation, and the quality of service received by the forwarded traffic
when it is aggregated. Thisisdiscussed further in Annex A4.5.4.

439 DSHandover markings

Problem Solved: Seaml ess handover
Scope of impact: RSVP nodes
Status: Ability to define network internal code point is part of DS standard, use of

static guard bands for handover traffic standard isin literature
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This provides a mechanism for reservation—based handover traffic to access guard bands of bandwidth,
reserved purely for high priority handover traffic. Reservation marked traffic that is to be tunnelled to a
new node (for example between old and new BAR routers) can be re-marked to a network internal DSCP
that ensures that it experiences as high a priority as possible without disrupting any other traffic. This
provides improved QoS without requiring that short-lived reservations (which produce processing and
signalling overhead) need to be established.

This mechanism can aso be used where there are hop-by-hop reservations within the network which are
disrupted as a result of mobility. This allows the traffic to have a high priority whilst the network waits
for the data path to stabilise before attempting to repair the network layer QoS. Thisisdiscussed in Annex
A44523, and is illustrated in the figure below which shows how a node must be able to identify a
reservation based packet without any actual reservation, and that this node must be responsible for re-
marking the packets.

This node must be able to identify that the packet belongs to a session for which it has no reservation
Asthe packet has passed the gateway policiing node, it assumes that handover has occurred

It remarks the packet to resv_class pending, and starts a timer to wait for reservation repair

This packet now has second-best prioritisation thorugh the network

Gateway node polices traffic @ A
e
v\eNW‘}” v \Z\
==
= S n
BD marked packe
Within specificatiol
&
%‘Ie

2 N
== =
Reciever moves
Existing Reservationsinvalid

Figure4-4: Handover Markings

4.3.10 Local BAN signalling Protocol

Problem solved: Reservations across the BRAIN network in absence of end-to-end QoS
Error reporting
Seaml ess handover
Minimise quantity of signalling

Scope of impact: Mobile Node and routers

Status: Requires further study

If the BAN has limited resources and no QoS functionality is assumed in the external networks and
correspondent nodes, it is desirable to allow the mobile to provision QoS for both uplink and downlink
traffic flows that will be traversing the BAN. The Local BAN signalling protocol needed for this can be
included as an enhancement of the mobility protocol, for example the tightly coupled protocol mentioned
inannex A4.4.9, or a specialised RSV P implementation used within the BAN. Observe that this does not
preclude an end-to-end resource signalling as overlay functionality to the BAN when and if the
correspondent node supports explicit end-to-end signalling. Thisis acomplex extension requiring support
in the mobile, the nodes within the BAN, and potentially within the micro-mobility protocol as well.
However, if correctly designed, it has the potential to facilitate seamless handover, error reporting and
signal minimisation.

4.3.11 RSVP Proxies

Problem Solved: Reservations across the BRAIN network in absence of end-to-end QoS
Scope of Impact: BRAIN gateways and mobile terminals
Status: Under study in IETF, BRAIN to contribute as the proposal discussed in detail

in annex solves many weaknesses of current drafts
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RSVP proxies can be deployed in the BAN to proxy for end-to-end RSVP messages. For uplink
reservations, the MN initiates the RSVP signalling, which is intercepted by the proxy. For downlink
reservations the proxy must initiate the signalling, therefore some means to inform the proxy of the
required QoS and to trigger the signalling is required. A mechanism to distinguish between RSVP
sessions that need to a proxy and RSV P sessions that are end-to-end is required, and we have suggested
that a flag, called an RSVP Proxy Flag (RPF) is included in the RSVP common header for this purpose.
We have also identified a mechanism to enable the MN to provide sufficient information to the proxy so
that it can initiate the required signalling for inbound traffic. This overcomes the major weakness of
current RSVP proxy Internet drafts. This minimises any signalling overhead. Further details are in annex
A4.4.10.

The location of the proxy needs to be carefully considered. Where edge or bandwidth broker admission
control is used within the BAN, the natural location of the proxy is at the BAR. Where hop-by-hop call
admission is used through the BAR, the proxy needs to sit at the exit from the BAN — at a gateway node.
However, the inbound and outbound gateway nodes are not necessarily the same node. Thus, the
outbound gateway node could have the QoS information that is actually needed by a different node. One
mechanism to avoid this problem is to have proxy manager functionality. This (which may be a
centralised manger or distributed between all gateways) allows the nodes to discover the true inbound
gateway of a “missing” data stream. This aspect of the solution is not scalable, but may work, as the
number of gateway nodes is usually very restricted, and the probability of needing to call upon this
functionality is small. This problem does not exist if there are restrictions on the data route through the
network, asis the case in the BCMP. Here, the anchor nodes are always fixed for in and out-bound traffic,
thus if these nodes act as RSV P proxy nodes, the inbound and outbound data route through the proxy is
guaranteed. The scheme also allows RSVP to be used to signal DiffServ Code Points in the BAN using
the RSVP DCLASS object. The mobile node can use the DCLASS object to instruct the proxy node to
mark incoming traffic with certain DiffServ Code Points to trigger different forwarding behavior within
the access network. Thus the mechanism can also be used to give relative priority to specific incoming
flows, without explicit resource reservations. It can be considered a means to update a service level
agreement.

1) RSVPPATH
FLAG=Proxy
Additional Data Object = inbound TSPEC

2) Store state

5 Receive RESV and PATH 3) Immediate RESV
6) Return RESV Additional Object DS Codepoint
4) PATH
using inbound TSPEC

An inter-gateway protocol may be required if the inbound flow
does not appear at the expected gateway node
Alternative (for IPv6 only) may be source routing

Figure4-5: Use of RSVP Proxies

4.4 Extending the Base-linearchitecture

QoS can be provided in a mobile, wireless Internet using the Internet standard ISSLL architecture. Key
elements of this architecture are already being seen in both terminals (as an example, Microsoft
implement RSVP) and networks (as an example, BT uses DS routers). However, to achieve the best
performance from the system, enhancements are required. The choice of suitable enhancements is
dependent upon the operating environment. However, here we attempt to highlight some ways in which
the different extensions might be used. In many cases, extensions are independent. Where there are
interactions, these have been highlighted.
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441 Thestrengthsof serviceguaranteesthat can beachieved arelimited because of the
call admission ar chitecture

The edge nodes can only make approximate admission control decisions. In an access network with either
little capacity for statistical multiplexing effects or restricted bandwidth, the quality of these decisions
will be weak. The possibility of mobility further weakens the strength of such decisions. The standard
IntServ classes are not well suited to the wireless environment

Solution: Either Bandwidth Broker or Hop-by-hop Admission
Bounded Delay Service
Simplified service definitions and signalling protocols
Mobility Enhanced QoS parameters

The use of the bounded delay service with hop-by-hop admission gives good QoS guarantees without
many of the scalability problems normally associated with hop-by-hop solutions. In particular, per flow
state needs only to be maintained at the edge of the network, as within a high capacity backbone network,
nodes need only maintain a bandwidth sum. This approach may be of particular importance to an
operator with restricted fixed network bandwidth. The bandwidth broker solution, which could also gain
benefit from the BD service, may be more appropriate to an operator with less bandwidth restrictions, that
does not want the overhead of replacing existing routers.

The use of simpler QoS classes within the end-to-end RSV P messages needs to be treated with caution,
and are best supported only after standardisation has occurred. Interworking functions must be provided
at the domain edge to ensure inter-operability with legacy IntServ networks, and unless rapid
standardisation occurs, these legacy systems are likely to predominate. Simpler QoS classes and mobility
enhanced QoS parameters can easily be considered aspart of alocal BAN signalling solution.

44.2 Minimizethe quantity of signalling required

Standard ISSLL RSV P operates in a soft state node, with refresh messages every 30s. These messages are
large. Mobility may even trigger the mobile node to send more RSV P messages to repair a broken path.

Solution: Hard State RSVP
Context Transfer protocol
Simplified service definitions and signalling protocols

The use of RSVP in hard state mode is recommended, at least across the wireless interface. The context
transfer protocol is also valuable in reducing the signalling across the wireless interface. It means that the
MN need not participate in further admission control signalling no matter how much the network path is
disrupted.

The use of simpler QoS classes within the end-to-end RSV P messages needs to be treated with caution,
and are best supported only after standardisation has occurred. Interworking functions must be provided
at the domain edge to ensure inter-operability with legacy IntServ networks, and unless rapid
standardisation occurs, these legacy systems are likely to predominate. Simpler QoS classes can easily be
considered as part of alocal BAN signalling solution

443 Seamlesshandover

This can be considered as having several elements. Fast creation of reservations over the wireless link.
Fast creation of reservations within the network. Handling of traffic whilst the handover and reservation
creation istaking place — thisisimportant if reservations are not established before handover takes place.

Solution: Context Transfer protocol
Repaired RSV P local Peth repair
DS Handover markings
Mobility Enhanced QoS parameters
Reservations for temporary tunnels

The context transfer protocol will enable reservations to be established quickly over the wireless link, in
such away that the new router will understand how to map the IP flows into the new layer 2 reservations.
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These link layer reservations may be used for network layer prioritisation traffic as well as reservation
based traffic.

Repaired RSVP local path repair, which relies on the context transfer protocol, and DS handover
markings are recommended where hop-by-hop call admission is used. Local path repair is not required
when a bandwidth broker or edge admission control scheme is used, as there is no path to repair. DS
handover markings are impossible to implement unless nodes have per-flow state, so this cannot be used
with bandwidth broker or edge based call admission. In these cases it is unlikely that the admission
control decision will be based on sufficient information to make aminor path re-route significant.

Unless the BAN is over-provisioned, a solution to provide some QoS to packets re-directed in flight is
required. The DS handover marking approach is the simplest and the only solution when unplanned
handover takes place. Firmer QoS support is given when QoS reservations for temporary tunnels are
used, but this has an increased complexity and signalling overhead.

444 Reservation QoSin the absence of end-to-end QoS signalling
Thisrequirement is of particular interest if the access network is bandwidth limited.
Solution: Local BAN signalling Protocol

RSVP proxies

If the BAN is limited in resources or the operator wants to provide a wider set of QoS services, local
signdling or RSVP proxies can be added to the infrastructure. These mechanisms provide local
reservations, enabling the MN to obtain better service, especialy from the wireless link or bottleneck
local network.

In many cases, applications are already either explicitly or transparently using proxies. For example web
proxies enhance data transfer by providing data caching, may modify data to suit the capabilities of the
terminals, and improve the service provided by protecting the user from unsavoury sites. Even if
reservations existed only between such proxies and the MN, the service to the MN could still be much
improved, providing acommercial advantage to an operator.

RSVP proxies will give an adequate solution to this problem. However, if end-to-end QoS is rarely
available then the local BAN protocol approach may be able to give a better, more complete, solution.
Both solutions require that the MN can identify when it wants to request local rather than end-to-end
reservations. However, this could be automated so that the user is not actively involved in this process.

445 Discussions

From the above, it is worth highlighting afew key points. Thefirst is that alocal BAN signalling protocol
could be developed which solved, using the same mechanisms as the stand-alone extensions, dl of the
problems within the BAN. This approach, which must be handled carefully to prevent developing a
network specific solution, needs to be further investigated.

The second key point is that many of the extensions rely for best performance on the existence of the
context transfer protocol. This protocol is being developed within the IETF Seamoby working group. Its
use, once developed is recommended.

IP Tunnelling is a highly contentious issue within the IP community. The use of IP tunnels can interact
negatively with QoS. Whilst this is really an issue for the tunnelling mechanisms rather than the QoS
mechanism, tunnelling has neverthel ess been considered in the development of this QoS solution. Further
discussion can befound in Annex A4.5.4

Finally, some of the extensions do not yet exist. Many of the extensions have been specifically developed
or refined by the BRAIN team. It is intended to implement many of these extensions to further test the
ideas. Most importantly, we intend to submit these to the relevant IETF working groups to ensure fast
standardisation. This will prevent “BRAIN specific” stovepipe solutions and lead to full integration with
the Internet. Thus we can say that the QoS solution developed sits within the IETF ISSLL framework,
with totally standard interfaces. It can be truly said to be atrue I P, end-to-end solution.
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5 BRAIN Interfaces

5.1 Introduction

The following sections give an overview of the BRAIN Interfaces. It is generaly considered that
providing a clear separation between functional elements part of each layer in a protocol stack is essential
for an open architecture. As depicted in Figure 5-1, three interfaces are introduced. The Enhanced Socket
Interface (ESI) and Local Management Interface (LMI) are introduced to make the application
independent from the functionality of lower layers. To get a clear distinction between the network and
link layers the IP2W is introduced, making it possible to implement BRAIN access networks using
various wireless technologies as long as they support some general BRAIN requirement in term of
services provided to the network layer.

QoS-aware Application

@— Enhanced Socket Interface

Legacy Application

Local

Interface

Lng"a;",%; Enhanced
@ Socket QoS Mapper-Entitiy Primitive Mapper-Entitiy
Layer
Transportigos
Layer MO
@ | TCP || UDP Further Transport or QoS Service Provider

IPv4 Network Layer (IP, ICMP, IGMP) | | IPv6 Network Layer (IP, ICMPv6, ND, ...) |
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_Multicast packet replication
or mapping to multi-access
link addresses

Address Resolution (ARP, INARP)
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Framing (e.g. IP over Ethernet)

IP.W Interface

Link Layer Specific Convergence

(e.g. HiperLAN Type 2 CPCS and SSCS) IP2W:

recommendations for

wireless link layer
Link Layer

Figure5-1: Brain Mobile Terminal Stack

The ESI formalizes the way applications control end-to-end QoS. It is a generic interface meaning it is
independent of any platform®, supported QoS and any transport service provider. The Enhanced Service
Layer supporting the ESI functionality by the means of Mapper. The LMI can be seen as a
complementary to the ESI. It provides a set of functions, local to the terminal for monitoring and
controlling local resources. IP2W provides a unified interface for controlling various capabilities of
wireless interfaces and makes useful information from the link layer available to upper layers. As
depicted in Figure 5-2 the ESI and LMI are available on the mobile terminal and correspondent host
whereas the IP2W Interface is supported on the mobile terminal and the BAR. The following section
contains a rough explanation about each interface. More detailed information can be found in the annex
A5ABG.
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Figure5-2: Availability of ESl, LMI and |P2W

3 In contrast to Microsoft GQoS which can only be used with Microsoft's operating systems
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5.2 Enhanced Socket I nterface

This chapter addresses the Enhanced Socket Interface, the concepts behind it and their relation to the QoS
Architecture introduced in section 4.

521 Design Principles

A set of overall design principles was agreed that guided in the design of the interface. The following
items summarise the design principles applied to the ES| and ESL.

[DP1] The ESI is an extension to a non-QoS aware transport service interface. It extends the ubiquitous
used transport service interface by QoS primitives.

[DP2] The ESI is a generic interface, which means it is independent of any platform, supported QoS
Network- and Transport Service Provider.

[DP3] The ESI makes the development of QoS aware application possible and it supports non-QoS
aware applications.

[DP4] The ESI considers only end-to-end Quality of Service means between a Sender and a Receiver.
All primitives are therefore end-to-end QoS related primitives.

[DP5] The ESI does not introduce or enhance any existing QoS protocols- the semantic of the primitives
must be realised by the available QoS Service Provider. There is no additional signalling
introduced beside that of the used QoS Service Provider. Note, a QoS negotiation protocol is
introduced in BRAIN Work Package 1.

[DP6] It is assumed that there is a pre-configured protocol-stack with a pre-configured ESL, a
Connection-oriented -, Connection-less - and at least one QoS Service Provider. The set up can be
subject to the mobile user's contract with the network operator. The facility to change the default
settings, especially the default used QoS and Network Service Provider is out of scope of the
ESI/ESL. (See[DP7])

[DP 7] Local Management Issues like information about available QoS, Transport or Network Service
Providers are not considered in the ESI. Their functionality is part of the Local Management
Functionality and can be access through the Local Management Interface.

5.2.2 Design Decisions

The ESI supports QoS aware application with a very generic interface. Due to the independence from the
used QoS Service Provider no detailed information can be offered to the upper layer. The following main
characteristics serve as the basis for the ES| and ESL

[DD 1] A confirmed service, supporting the upper layer with information about whether the reguested
QoS can be supported or not. Therefore an appropriate explicit end-to-end signalling protocol
must be available.

[DD 2] An unconfirmed service, which does not support the upper layer with information about whether
the requested QoS can be supported or not. No additional explicit end-to-end signalling protocol
isrequired, which enables sending of information immediately.

[DD 3] Notification Service, indicating the violation of a QoS aware flow.

523 ESI Primitives

Based on the Design Decisions and Design Principles the following services are supported by the ESL
through the ESI.

SetQoS Service
That confirmed service acknowledges whether the requested QoS for a specific flow can be
granted or not. The confirmation will be a positive acknowledge if the end-to-end QoS can be
granted or a negative one if not. Due the above defined design principles [DP 5] this service can
only be offered if the protocol stack provides an appropriate end-to-end signalling capable QoS
Service Provider, if not thiskind of service can not be supported to the upper layer.

ChangeQoS Service
After establishing a QoS aware flow with the SetQoS Service the QoS requirements of the
receiver or sender may change. This leads to a change of the reserved resource between the
sender and receiver (inclusive). This service can only be applied to already established QoS
aware flows, set up with SetQoS Service. It is up to the currently available QoS Service Provider
how the change from the old, already guaranteed QoS, to the new required QoS can be
accomplished. This service can only be offered if an appropriate explicit end-to-end signalling
QoS Service Provider isavailable.

AssignQoS Service
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AssignQoS offers the service of sending packets with a certain assigned QoS class. There is no
explicit end-to-end signalling involved meaning that there is no overhead in setting up a QoS
aware flow and doing reservation. If no such QoS SP is available this service cannot be
supported.

Violations Services
Violations of QoS might happen due to admission or policy control, handover or simply because
the network entity cannot grant the requested QoS. Different types of violations have to be
distinguished:
SetQoSViolation istriggered if aviolation happens during setting up a QoS aware flow — means
during the usage of the SetQoS Service.
ChangeQoSViolation is triggered if a violation happens during changing the QoS properties of
a QoS aware flow - means during the usage of the ChangeQoS Service.
QoSViolation is triggered if a violation happens not during the usage of SetQoS or ChangeQoS
Service

ReleaseQoS Service
ReleaseQoS can be used as an unconfirmed service mapped to the QoS Service Provider to tear
down specific primitives.

The service's primitives have in common that they use mostly the same signature comprising a parameter
flow - descriptor of the flow to be handled - and a parameter QoS - the QoS Parameter.

524 QoS and Primitive Mapper

The Enhanced Socket Layer (ESL) provides with the functionality needed by the ESI. It consists mainly
of a QoS Mapper and Primitive Mapper-Entity, which map the ESI functionality to the available transport
and/or QoS Service Providers functionality. It's up to the terminal implementation to decide how the
Mappers should do this. The mapping

is inflgenced by several factors mai nly ES| QoS Parameter

reflecting the QoS Service Provider's ' _

nature. Assuming the mobile terminal Mapping A Mapping B

is equipped with an RSVP-like QoS

Service Provider, then as depicted in RSVP QoS Traffic Spec  Traffic Spec + Reserve Spec
Service Provider (Sender TSpec) (Receiver FlowSpec)

the figure on the right, the mapping
can be subject to the ESI's QoS
Parameter: service type. If an application requests a service type Guaranteed the ESI’ s QoS Parameter has
to be mapped according to Mapping B. All other requested service types can be mapped with Mapping A.
The benefit of using Mappersisthat if at some point the QoS Provider is exchanged e.g. due to handover
then simply the mapping has to be adapted. The application is not affected by the change. More details
areinannex A5.11

525 Legacy Application Support

A Legacy Application is one that is QoS unaware, meaning it cannot participate in establishing end-to-
end QoS. However it is possible that a user would like to use alegacy application on its mobile terminal —
but have it QoS enhanced. The basic idea to do thisis that athird party application on the terminal takes
over and manages the QoSfor the Legacy Application. An application doing that is called a Configurator.
The details of how a Configurator works are implementation specific, but in general it can be supported
either by the means of a) the Local Management Functionality
or b) additional primitives offered by the ESI. In the case of
using the Local Management Functionality (LMF) the
Configurator can access and modify the traffic control
properties like packet classifier, admission control and packet
scheduler. Complementary to the LMF the ESI optionally
supports additional primitives enabling the Configurator to get UnregisterForFlow

access to the Legacy Application’'s flows. QoS aware

applications can use an ESI primitive like QoSSocket to get a

flow description. However, the Configurator cannot, sinceit is not an end-point for these flows. Therefore
it needs some other kind of primitives, to enable it to ‘read’ the flow descriptors that are required for use
of the ESI's services. As depicted in the figure on the right two additional services are introduced -
RegisterForFlow and UnregisterForFlow. Register ForFlow gets information about flow descriptors for
specific flows. These flow descriptors are necessary to associate QoS with these flows to enable the usage
of the ESI’ s services.

RegisterForFlow

SetQoS Service
AssignQoS Service

ChangeQos Service

ReleaseQos Service

Page 60



BRAIN D22/10

52.6 Local Management Functionality

Future broadband wireless multimedia applications shall be able to run on a set of different terminals over
a variety of different networks. In order to be aware of the terminal capabilities and to manipulate the
operation of the terminal, applications usually interact with the operating system to discover available
network adapters, the state of the network and other required features. Furthermore, the operating system
usually provides control functions that allow fine grain control over the behaviour of the terminal. A set
of mandatory and optional management functions has been identified that are useful to support
specialized multimedia applications. In order to avoid operating system specific functions, local
management functions in terms of an abstract object model are defined. The advantages of this approach
are two-folded. First, it allows to concentrate on the management functions itself, without being distracted
by the way, a specific operating system might implement this. Second, it alows mapping this
specification to an API that abstracts from OS specific functions. This layer between the OS and the
applications enhances the portability of applications.

5.2.7 Multi-homing

BRAIN terminals might have several network interfaces to different networking technologies, for
example HIPERLAN/2 and UMTS. In this scenario, a terminal might be connected simultaneously to
severa networks, i.e. multi-homed.

In a multi-homed scenario, local management functions report the current status of the different network
interfaces. The protocol stack then decides upon performing handover for existing connections. For new
communication activities, the multi-homed scenario offers the ability to select which network to use by
default. A further, often overlooked, aspect isthat a user might have different subscriptions with different
network operators (see the no coupling and loose coupling scenarios in the BRAIN-UMTS, section 2.4.2)
and might want to very selectively define which network service to use for which communication
application. BRAIN therefore defines local management functions that can be implemented by a
sophisticated terminal to:

?? select the default network to be used for further communication activities,
?? control the handover in the multi-homed scenario,

?? alow selective assignment of |P data flows to certain network interfaces and, if required and provided
by the protocol stack, to certain | P gateways.

5.3 IPtoWirdessInterface

This section introduces the IP b Wireless Convergence Interface (IP,W). The following goals and
principles have been applied in the design of the link layer interface:

?? Provide aunified interface for controlling the various capabilities of wireless interfaces
?? Make useful information from thelink layer available to upper layers

?? Separate handover control and resource management clearly into link layer internal functions and
functions controlled by the network layer

?? Produce guidelinesfor implementing "IP friendly" wirelesslink layers
?? Discourage policy decisionsin thelink layer

?? Preservelayer transparency

The above principles lead to the design of a link-layer service interface that gives upper layers more
control over a wireless link layer, while leaving room for different implementations. A central design
issue in the IP,W interface is how to divide the responsibilities between the link layer and the upper
layers. For instance, QoS, handover, and idle mode have an impact on multiple layers of the protocol
stack. The IP,W interface makes the boundary between layers explicit. Flexibility is retained, by making
some of the capabilities optional. An 1P,W compliant link layer advertises the capabilities it supports
through a generic configuration management function, allowing the higher layersto adjust.
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Figure5-3: IP,W Interface M odel

Figure 5-3 presents the interfaces and functions defined in the reference model. The IP,W interface is
separated into a Control Interface and a Data Interface (i.e., a separation between user plane and control
plane is identified). Each interface offers access to a set of functionality on the link layer. Several distinct
functions have been identified, represented by the small ovals under the interfaces. The dashed ovals
represent optional functions, which might not be supported by all wirelesslinks.

The Data Interface deals with sending and receiving user data (i.e. the user plane). Each user data packet
passed from the network layer to the link layer is accompanied with an auxiliary Interface Control
Information (ICI) block. The ICI gives the link layer additional information on how to dea with the
packet and where to send it, such as identifying the QoS and security context that should be used on the
link layer. In addition, several user plane procedures, typically found in a wireless link layer, have been
identified. The procedures are technology dependent and are not specified as part of IP,W but their
impact on the performance and QoS of IP traffic in different situations has been investigated.

Each functional block of the Control Interface corresponds to a set of service primitives that can be used
to configure and control specific aspects of the link layer operation:

?? Configuration Management function is a general management function for discovering and
configuring the capabilities of the link layer.

?? The Address Management function deals with the assignment of hardware addresses and | P addresses
to network interfaces, and maintaining mappings between the two.

?? The QoS Control function deals with quality-of-service support on the link layer, including support
for both reservationless QoS (e.g. priorities) and reservation based QoS (e.g. bandwidth reservation).

?? The Handover Control function consists of several subfunctions that allow reliable movement
detection, tracking the current handover phase, and control of handover timing and access point
selection.

?? The Idle Mode Support defines a link layer interface for alowing a mobile node to put the wireless
link layer into a standby mode in order to save radio resources and power.

?? The Security Management function provides a way to enable and configure keys for link layer
authentication and encryption, if supported by the link layer.

The following sections highlight some of the more novel aspects of the IP,W control interface. A more
detailed discussion and the compl ete specification can be found in annex A6.

53.1 Handover Support

The generic handover interface in IP,W provides a high level abstraction and service primitives for the
handover control procedures required in the different types of handover. The central design requirement is
that the interface must be independent of specific wireless link layer technologies, focusing instead on the
services needed by the network layer. The IP,W handover control interface consists of three major

functions: neighbourhood awareness, handover progress monitoring, and handover decision control. The
following sections discuss how these basic functions are used to perform a handover within a BAN.

5.3.11 Movement Detection

IP mohility protocols have traditionally tried to make minimal assumptions about the link layer between
the MN and an access network. Typically, mobile-controlled handover is the only supported handover
type and access router discovery and movement detection are based purely on network layer mechanisms.
However, it has been noticed that the anticipation of a prospective handover to anew router is essentid in
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achieving fast and smooth handovers. For instance, movement detection based on network layer
mechanisms (e.g. as used by Mobile IP) is not compatible with the maintenance of QoS for services that
expect short delays and/or low packet loss. Recognising this, recent handover proposalsin IETF assume
that link layers can provide “triggers’ that can accelerate the IP level handover procedures.

IP,W defines a mechanism that bases movement detection on making link layer handover control
information available to the upper layers. Movement detection in IP,W is based on the generic
neighbourhood awareness and handover progress monitoring functions of the IP,W handover control
interface. To support this functionality, the link layer must be capable of independently monitoring the
radio link quality and initiating measurements on neighbouring radio transmitters. As a technology
independent interface, IP,W does not specify, how the link layer should collect the measurements. It
merely states that the information should be available in the MN at the time of handover, in the format
defined by the IP,W interface.

Handover progress monitoring allows monitoring of current handover phase (in a BAR, for each attaching
or detaching MN), BAR selection, and handover timing. The handover phases can be identified as
preparation, decision, and execution. The IP,W signals the upper layers of the handover phase via an
event notification. Inthe MN, handover progress notifications have a direct relationship with movement
detection. In the BAR, handover progress events may be used for triggering fast and smooth handover
mechanisms on the upper layers.

A link layer that supports the neighbourhood awareness control function gives the network layer alist of
nearby BARs that are good candidates for a handover. The list contains the identifications of candidate
BARs. The BARs may be identified, for example, by their hardware addresses, IP addresses or NAISs.
This list is passed to the upper layers through an event notification. The network layer can use this
information to anticipate, wherethe MN is about to move next.

5.3.12 Planned Handover

Planned handovers are possible if handover decision control in addition to neighbourhood awarenessis
supported by the link layer. In a planned handover, both the network layer resource management and the
radio resource management on the link layer take part in the handover process and the selection of the
new BAR.

Neighbourhood awareness provides the MN a view of nearby BARSs that are candidates for handover,
ranked in the order of preference. Each entry is accompanied with a comparison value indicating the
"goodness" of a particular BAR. It is assumed that the link layer on the MN will calculate the value, for
instance, based on RSSI (Radio Signal Strength Indicator) measurements and information transmitted by
base stations. The information provided by neighbourhood awareness depends on the internal procedures
of the link layer and may be unavailable except at well defined times. It is assumed that the information is
complete and available at least when the link layer is ready to transition from the handover decision phase
to the handover execution phase.

Handover decision control alows control over the BAR selection and over the exact timing of the
handover phases. For controlling BAR selection, the information provided by neighbourhood awareness
isrequired. For controlling the handover timing, handover progress monitoring is also required. When the
handover progress monitoring function signals that the previous handover phase has been completed, the
handover decision control function can be invoked to allow the handover to proceed to the next phase.

Figure 54 gives an example of handover signalling in a planned handover scenario where the MN
detaches from the old BAR before connecting to the new BAR. The message sequence chart shows how
handover event notifications at the IP,W interface can facilitate proactive IP handover preparation
between the access routers and how they can trigger the registration procedure at the new BAR.
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Figure 5-4: Planned Handover

The handover begins with a notification from the link layer (HO suggest) that the link quality has
degraded enough to warrant a handover. The handover control in the MN then orders the link layer to
start scanning for BARs that are good candidates for handover (HO Prepare). While still connected to the
network through the old BAR, the MN performs network resource management procedures and finds out
which neighbouring BARs have sufficient resources to support the MN. When the link layer is ready for
handover (Candidate BARs signal), the MN combines the link layer and network layer views and selects
the new BAR. The MN then notifies the old BAR of the imminent handover, possibly triggering a context
transfer protocol between the old and new BARs. After receiving an acknowledgement to the handover
request, the MN detaches from the old BAR and attaches to the new BAR, followed by registration and
authentication procedures on the network layer.

532 IdleMode Support

Section 3.5.1 identified two separate but interrelated concepts of state with respect to the mode of activity,
which can be coarsely characterised as follows:

?? Activelidie/detached according to | P packet transmission activity
?? Active/standby according to (link layer) power management

Hence, it may be noted that idle mode saves radio spectrum and routing state in the BAN whereas standby
mode saves battery in the MN. These two concepts may coincidein aMN but not necessarily; anidle MN
needs not be in standby mode even if power management is supported.

Thelink layer standby mode support for BAR includes:

?? periodically broadcasting a paging area identifier that allows MNSs to recognise their current paging
area

?? broadcasting a paging request to a stand-by MN (when requested by a network layer paging protocol)
Thelink layer standby mode support for MN includes:
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?? supporting the means to switch between active and standby modes
?? monitoring paging areaidentifiers broadcast by BARs
?? monitoring paging requests broadcast by BARs whilein the standby state

?? derting the network layer when a paging area change or a paging request is detected and associating
with aBAR in order to enter active mode

Performing paging over the wireless link at the network layer will unfortunately require maintaining link
layer connectivity (or at least the ability to receive selected |P packets broadcast or multicast by the
network layer). This does not allow the network interface of the MN to enter a standby mode. Therefore
a paging scheme should use link layer signalling over the radio link, preferably over a broadcast or
multicast paging channel. The MN gets all the distributed paging requests viathat channel and determines
if it isrelevant for the terminal based on an identifier of the MN included in the paging packet parameters.
The paging identifier that the MN recognises can be configured through the IP,W interface. Having
received a valid paging request the MN wakes up through internal mechanisms and sends a location
update using network layer signalling.

Toillustrate Figure 5-5 shows the paging request at the MN.*

The Paging Request coming from the
L3 BAR has reached the right MN

IP2W

e - the convergence layer translates the Paging Request message
Standby from layer 2 into a paging indication for the IP layer.

MN : Mode — > eventually, the MN switches into active mode and performs a

location update at the IP layer.

Paging Request message
coming from the BAR via the
link laver

Figure5-5: Paging Request at the M obile Nodes

533 QoS Support

Traditionally, IP architectures designed to improve the QoS given to various flows are based purely on
IP-layer decision-making, packet buffering and scheduling. Few assumptions are made about the link-
layer. However, some new link layers offer more sophisticated functionality than simple first-in-first-out
packet delivery. For example, the HIPERLAN/2 link layer can support priority-based packet scheduling
aswell as guaranteed bandwidths to individual flows.

Since the link layer has a better understanding of the status of the communication medium, radio
equipment manufacturers tend to try to implement as much of the packet forwarding decisions as possible
below the IP layer. However, IP-based protocols are increasing in numbers and complexity, thus,
implementing too much intelligence in the lower layers is likely to increase implementation complexity
and introduce drastic layering violations; it can be argued that |P protocols are best handled within the P
layer. It seems apparent that a solution between these two extremes is needed, a generic convergence
interface between the | P QoS protocols and the link layer mechanisms.

In the IPR,W model the link layer provides a certain number of QoS contexts. These contexts are
established in such a way that they can be used by both a Differentiated Services (DiffServ) or by an
Integrated Services (IntServ) flow.

53.3.1  Connection-oriented QoS based on specific flows

Performing QoS mapping on a flow basis (e.g., IntServ) requires setting up a link and reserving
bandwidth before data transmission can take place. The bandwidth reservation is initiated by, e.g., a

* NB Theinterface is asymmetric: the MN and the BAR see different primitives and messages crossing
the interface.
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RSVP procedure taking into account the traffic characteristics. After accepting the new connection (flow)
a specific flow identifier needs to be established for that flow between the link layer and the IP layers.
This allows distinguishing the specific flow from other flows. If the link layer does not provide explicit
reservations of resources, other measures need to be taken, for example, specific scheduling at the IP
layer.

IP,W defines primitives for reserving flows over the underlying link. The network layer reservation
request can be mapped to the respective IP,W primitive (either in MN or in BAR, depending on flow
direction). The link layer independently performs the reservation signalling and admission control for the
flow using link-layer internal signalling procedures. In a PMP (point-to-multipoint) access topology, the
access point typically has the necessary information required to check the available resources and to
handle the request.

5.3.3.2  Connection-less QoS based on packetswith QoS parameters

Flows may also have more abstract QoS needs than strict bandwidths, for example, arelative priority and
reliability of the packet transfer; the IETF Differentiated Services defines such relative priorities, which
are implemented with specific Per-Hop Behaviours that define the treatment of packets on a hop-by-hop
basis.

Before the transfer can start, the IP layer must request a flow identifier for a prioritised flow or a flow
with more requirements than a default service. The identifier defines the mapping between specific QoS
parameters set on the IP layer and those supported by the link. On the link layer the packets are mapped to
the respective queue and scheduled. More complexity arises since each packet may belong to a different
flow and therefore may have different QoS parameters, even though the relative priority would be the
same. As aresult, combinations of parameters need to be mapped to the respective QoS context on the
link layer, if available.

IP,W defines primitives for mapping prioritised flows to link layer QoS classes. Admission control is not
supported for prioritised traffic and must be performed by the network layer (e.g. with the help of a
bandwidth broker).

5.3.3.3 QoS mapping and scheduling

There are several QoS parameters defined within the context of DiffServ and IntServ/RSVP that have to
be appropriately supported when finding the proper identifier given to the IP layer. It is suggested that a
link layer should have a limited number of predefined contexts to support DiffServ classes (not al but a
subset) and a best effort context, and a certain number of additional contextsto support the IntServ flows.
The best effort context should be static (established just after the association phase) and the others will be
dynamic (established when required).

The IP layer packet classifier adds an outgoing packet to a particular network layer queue and also assigns
it to a particular link-layer QoS context. The associated QoS context identifier is added to the ICI of the
packet allowing the link layer to subsequently decide how to handle the packet. The link layer can
mai ntain a mapping table between QoS context identifiers and the respective queues. Packets sent through
the data interface can then be assigned to queues based on the mapping.

To avoid congestion on the link layer, flow control is performed. The amount of data buffered on the link
layer is a difficult optimization problem; there should be just enough data to keep the link layer
scheduling fully utilized, but not more than that.

Network layer
c c—classifier

JLIEEE o (R
R

b) network- . controlled,
a) decoupled controlled, c) link-controlled, simplelink
coupled layer Link layer

Figure5-6: Various Scheduling M odel Choices
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Depending on the supported serving strategies and number of queues, scheduling is performed on the IP
layer or the link layer. Figure 5-6 presents various alternatives to packet queuing and scheduling. In the
case wherethelink layer is very simple and provides only one queue, scheduling takes part only on the |P
layer (case d). If no scheduling is supported on the IP layer it might be handled solely on the link layer
(option c). However, this requires that the IP layer can classify packets into several queues; otherwise a
differentiated treatment of packets is compromised. In the case of HIPERLANY/2, scheduling is performed
at least on the DLC layer with respect to the QoS contexts that have to be supported. Scheduling can be
realized by a variety of mechanisms, including strict priority queuing, Weighted Fair Queuing (WFQ),
Weighted Round Robin (WRR), or variants or Class-Based Queuing (CBQ). Similar mechanisms should
be implemented on the IP layer. The interworking of the two separate scheduling mechanisms is a
complex matter (case a). Layer violations should be avoided, for example, the link layer should not make
its own decisions about the QoS needs of aflow, but rather get the exact need from the IP layer. However,
leaving some scheduling to network and some to link layer can needlessly enlarge buffering and thus
latency. The two schedulers could even work against each other if interoperability is not ensured.

The network-controlled, coupled model is deemed the most beneficial one. In this alternative, most of the
gueuing is done on the network layer (case b) and thereisa clear division of responsibilities between link
layer and network layer scheduling.
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6 Worked example

6.1 Introduction

We return to the example scenario of section 1°: a Life in the Day of Carol, who uses a BRAIN “IP-
based” network for all her services and applications. We identified several key network-layer elements,
both protocols and an overall architecture, that need to be added to the current | P technologies to support
her requirements. mobility management, QoS, security and interaction with higher and lower (link/radio)
layers. Sections 2 to 5 have described our conclusions on these areas. Now, in the final section of the
‘Core’ part of thisreport, we outline how thiswork could be put together to deliver servicesto Carol.

Our purpose is to work through one example of how Carol’s needs could be met, and thus illustrate that
the full gamut of network-layer issues have been successfully tackled, and also to show that the output
described in this Deliverable (D2.2) fits with that from the rest of the BRAIN project (D1.2 and D3.2).
This ‘worked example’ also illustrates what we mean by an “al-IP” network and hints at some of trade-
offs when IP design principles, such as layer transparency, are in tension with the desire for a modular
architecture, for example.

It is also worth pointing out that there are several things that the example isNOT intended to do:

?? to help aBAN operator choose between various protocol options (here we just present one option,
alternatives are in sections 2, 3, 4,5 & the annex A1 —which is best will depend on the exact details
of aparticular scenario)

?? to explain our reasoning for choosing a particular solution (that’s done in the earlier Sections, backed
up by the various Annexes)

?? to be a detailed design specification (here we only do enough to demonstrate that this would be
possible — and indeed will be done later within the MIND project for the MIND trial)

6.2 Registration

It is April 2004 and Carol starts her day at the University of Cheam, where she works as a physics
lecturer. On arrival at the University she sits in one of the University’s many cafes and starts up her
laptop; this belongs to the University and was configured by the University support team — thisis her
home network. Her lap-top has a number of pre-loaded applications (Netscape, Word, NetMeeting,
VideoPhone...), some BRAIN compliant middle-ware and a Windows 2002 stack. It is also equipped
with a standard HIPERLAN/2 card with BRAIN compliant driver software loaded. The HIPERLAN/2
card looks immediately for beacon signals and, finding a University tagged HIPERLAN/2 signal it
automatically begins to attach. A layer attach provides a link layer (MAC-id) identifier (220) and that is
mapped at both the BAR and the MN to the static EUI-64 bit address assigned to the LAN card when it
was manufactured.

The BAR acts as a Network Access Server (NAS box) and recognizes an attempt to connect at IP level
and at the same time the OS on Carol’s laptop is set to automatically begin login to the University
network. Carol’s laptop connects to the BAR and this, in turn, sends her details to the anchor point that
“owns’ the BAR. The anchor point makes use of AAA and DHCP servers to authenticate Carol and set
up her laptop for networking. As part of the login Carol has to enter the number shown on a smart card
she carries in her handbag (plus a 4 digit pin) —this number changes every 20seconds or so and is linked
by a security association to the University AAA server. (Ownership of this Secure ID card is considered a
suitable authentication). DHCP provides Carol’s laptop with; an IP address (132.146.111.38), MTU,
subnet mask, gateway address and DNS. The | P address belongs to one of the anchor points that control
mobility management. In addition this action triggers the download of policy information, in particular
QoS reservation access, from the policy server to the BAR resource management process.

The HIPERLAN/2 DLC layer provides L2 encryption over the air by generating keys at the beginning of
the session. These are renewed after successful login.

5 The exact details of the scenario presented here are dlightly different; thisisto allow usto draw out more clearly
some key features of our work on the BRAIN network layer.
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Figure 6-1: General Architecture of the University Network
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6.3 Serviceexamplel - Multicast

Carol is now giving her first lecture of the day and each student has logged-in his/hers free laptops using
the HIPERLAN/2 network within the lecture theatre. Carol wants to set up a video multicast session so
that the students can see the details of a small experiment that she is performing. She starts her teaching
applications package — written to take advantage of a SIP user agent and an Extended Socket Interface
offering QoS support. Thisis a type B application in the BRENTA classification. Carol’s SIP user agent
has registered her as being on her laptop and using IP address 132.146.111.38. Carol’s teaching

application allows her to select the appropriate class (first year physics Mon 2pm), and sends an INVITE
message to the class. This INVITE message contains a multicast addressthat Carol’ s application obtained
from a pool. The INVITE is sent to the SIP proxy server and forked to all the members of the class at
their current location — (this may include those that are not physically present in the lecture theatre). The
INVITE message is sent via UDP and best effort since no QoS has been set up at this stage — the SIP UA
takes care of reliable delivery. In this caseit just so happens al the students are present in the lecture hall
and that this is served by a single HIPERLAN/2 Access Point hop. Once the SIP INVITE procedure is
complete, data transmission can take place. The application simply requires prioritisation QoS for the
session, so the ESI.AssignQoS call is then used. The information in the traffic description is used by the
OS/IP module to determine the network layer DSCP for the data, in this case the commonly understood
DSCP for the Expedited Forwarding class. Carol’s OS then makes a call to the IP2W interface, to ask for
an appropriate tag for prioritised QoS over the HIPERLAN/2 radio link and then obtains a QoS context
handle for the desired delay/priority class. Data can now be sent over this link. When the first packet
arrives at the BAR, Carols SLA at the policy server is used to verify that she has permission to be sending
EF data, and suitable policing functions are established to ensure that she does not overload the network.
To ensure that the data is transmitted from the BAR to the students correctly, a multicast QoS enabled
link needs to be established from BAR to the students. The BAR achieves this through mapping the IP
multicast address to a link-layer multicast address, which it then used to forward the data packets over the
wirelessinterface to the students.
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=

INVITE

IGMPJoin  |P2W_JOIN_MCAST|GP
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Figure 6-2: Message Flowsfor Multicast Example
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6.4 Serviceexample?2 - Voice

Carol finishes her class and goes back to the café to recover and tries to phone her stockbroker (a hot tip
to sell Motorola, as a virus is infecting their phones). Carol’s voice application, another type B

application, attempts to contact John. Carol is using NetMeeting Plus and this is able to use DNS to
resolve John’s name to his permanent home | P address. NetM eeting then makes use of a SIP user agent to
contact John and negotiate session parameters. Before “ringing” can take place both terminals must set up
suitable QoS — this has been specified by Carol’s SIP messages— she does not want a poor quality call.

Carol’s application makes use of the SetQos.Request primitive of the ESI, this is mapped into an RSVP
PATH message carrying the traffic description (TSPEC) which includes the maximum bandwidth of data
that she wishes to send (64kbit/s). Also included in this PATH message is an ADSPEC object for the
guaranteed service, which includes an estimate of the local processing and first hop delay. This will
enable Johns application to accurately verify that Carols wireless connection will not overly degrade the
quality of the conversation, The PATH message is interpreted at the BAR, where session details are
recorded. Here also, the ADSPEC object is updated, as the BAR adds its estimate of the routing and
transmission delay through the BAN to the total delay value. The PATH message travels all the way to
John’s terminal, being similarly processed at various RSV P-enabled nodes en-route, such as at the BMG.
John’s terminal replies with a RESV message. The BMG processes this as a standard RESV message, but
the BAR node, as the entry to the network, takes additional responsibility for policing of the data, and so
checksthat Carol is authorised for this level of service, and a policing function is set up. Additionally, the
BAR returns a DS Class object within the RESV message, giving details of the required DS packet
marking to be performed by the MN. Similarly, John also sends a PATH message that reaches Carol who
replies with her own RESV message. In this case, the BMG takes responsibility for the traffic policing
functions. On receipt of the RESV message from John, Carol’s OS make arequest to the IP2W interface
for guaranteed service for the specified FLOWSPEC. Similarly, the BAR on receipt of the RESV
message from Carol, will set up the IP2W for the inbound data. In both cases the |P2W consults the Radio
Resource Management function for admission control. In return the IP2W returns a tag for the packets
and an indication of the incoming flow at the opposite end of the H/2 link.

After setting up the QoS Carol and John select encryption and thisis provided by their terminals end-to-
end.
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Figure 6-3: Message Flowsfor Voice Connection Acrossthe BAN
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6.5 Handover

Carol now moves from the café to the library as she continues to chat to John. Her L2 detects that the
signal from her original BAR is waning and detects a much stronger signal from the library BAR. A
Handover suggest is passed to MN L3 —the MN L3 sends a message to the RRM containing information
on the radio strengths and ids of the BARs within range. This is followed by a solicitation for candidate
access routers — the RRM and BAR conspire to return the candidates that can support the existing voice
connection - In this case the library BAR isthe only suitable candidate. The MN sendsa handover request
to the OAR and this, in turns, makes a handover request to the NAR, including: link layer address, IP
address, session keys, and QoS context information. If thisis successful areply is sent back to the OAR
that triggers the construction of a temporary tunnel for packet forwarding to the NAR. The MN is then
responsible (MN controlled) for detaching from the OAR and attaching to the NAR. The MN has to do
this quickly — it is operating a break before make — once the MN has detached from the OAR packets are
sent down the tunnel to the NAR. Asfar asthe packet flow is concerned the handover is not visible above
the L2 — the same IP address is used and the handover reply has indicated the same flow id (6) when
submitting packetsto the IP2W interface.

The temporary tunnel can only be removed when the routing updates have been complete and the routing
network can deliver |P packets carrying Carol’s IP address to the NAR in a native way. In this case the
University is running the BRAIN Candidate Mobility Protocol (BCMP) and the update from the NAR
travels to the anchor that alters the tunnel end point for this address.

The NAR performs policing on the QoS flow — using the context transferred from the OAR. Within the
BAN the University relies on its Gigabit Ethernet (over provision) and DiffServ to provide QoS. They
have a monitor program that can contact the ingress node and act as a Bandwidth Broker to choke back
QoS supported traffic at the ingress.

There is no need to execute any network QoSrepair — since the BMG is unchanged and no bandwidth
broker is used (the University rely on over-provision of the backbone).
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Figure 6-4: Handover M essage Flow
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6.6 Paging

Carol now finishes her conversation with bhn and sits down for a quiet read in the library. After 10
minutes of inactivity the IP layer informs the BAN that it wishes to go idle by sending an Idle Mode
Request to the serving BAR. After receiving a reply from the network the IP layer instructs the
HIPERLAN/2 driver to put her link layer in standby mode. So, the IP layer uses the IP2W interface to
inform the HIPERLANY/2 drivers to listen on the paging channel for either a change of paging area
identifier or a paging request for Carol’s IP address (her IP address being given across the IP2W interface
for this purpose). This involves powering down the transmitter and receiver and only listening to the
paging channel during synchronized times

Carol picks up her sleeping laptop and decides to cross Railway Cuttings to the South Campus. On
hearing the paging channel of a new BAR the HIPERLAN/2 stack compares the paging area identifier
with the previously stored value. The university network administrators have divided the site into 2
paging areas — South and North Campuses and Carol has now moved across the paging boundary. The
HIPERLAN/2 stack sends a L2 message (Paging Area Change indication) across the IP2W interface and
causes Carol’s mobility protocol to perform an unplanned handover from the BAR at the North Campus
to the new BAR, which now becomes Carol’s ‘last serving BAR’. After the handover, the laptop re-enters
idle mode. While Carol is wandering around South Campus, her laptop’s link layer hears beacons from
different BARs, but they all advertise the same paging area. Thus, Carol’s laptop may continue its
dogsleep.
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Figure 6-5: Paging M essage Flow (Change of Paging Area)

When Peter attempts to contact Carol he sends packets to her 1P address that he has cached from their
previous session. When a packet reaches Carol’s last serving BAR, the BAR has a mapping from the IP
address to amulticast group consisting of all the BARs in the South paging area. The packets are buffered
and a paging request is sent and, when it reaches Carol’s layer 2 it recognizes the request as aimed at her
and signals the IP layer to leave idle mode through the IP2W interface. The IP layer then executes a
standard, non-planned, handover from the last serving BAR to the current BAR and the anchor updates
its tunnel point end mapping for Carol’s | P address.
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6.7 Conclusons

The ‘Core’ part of this report has summarised our conclusions on various network-layer issues. the
BRAIN access network architecture, mobility management, quality of service, and the interfaces to higher
and lower layers. In the ‘worked example’ above we have shown that our solutions can be assembled with
standard Internet protocols to deliver the services required by a ‘typical’ user, Carol. The overal effect is
asolution that supports mobile, wireless access to | P-based servicesin away that complements 2" and 3"
generation mobile systems and also keeps the benefits of ‘traditional’ Internet access. The follow-on
project will trial some of the proposals presented here, with the results used to seed further simulations, as
well as exploring other |P-based network developments.
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Al BRAIN WP2 ANNEX

This section presents the annex supporting the core report presented already. It's a st of project
documents and published papers that led to the conclusions that were presented in the D2.2 core report.
This section is organised relatively to the core report and contains:

- Architecture Annexwhere all the architectural documents and papers are listed.

- Mobility Management Annexwith the documents rel ating to mobility management

- Quality of Service Annexwhere the material related to QoSis presented.

- Enhanced Socket Interface Annexwith the specification of the ESI.

- IP2W Interface Annexwith the specifications of the |P2W interface.

- Simulations Annexwhere the work relating to simulations is presented.
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A2 Architecture Annex

A2.1 Modular IP Architectures For Wireless Mobile Access

This sections describes architectural paper that was writeen and presented in both BRAIN workshopsin
London and Y okosuka Research Park. This paper was co-authored by Phil Eardley and Robert Hancock

A21.1 Abstract

This paper describes the architecture of the BRAIN network layer. Firstly, the overall design approach is
discussed, with comparison to the current paradigms of GSM/UMTS and the Internet. Next, the top-level
architecture is presented, first looking at the way the access network fits into the end-to-end
communication path, and then looking at current work on the internal structure of the network layer, with
attention to the specific problems of link layer integration, mobility, and quality of service. We conclude
with two examples of how functionality to support specific requirements is being designed within the
context of thisarchitecture.

A21.2 Introduction

A2121 The Network Layer in the Context of the BRAIN Project

As has already been described in other papers in this workshop, the overall BRAIN project is a wide
rangi ng research activity to develop an |P-based mobile wireless network complementary to current 2
and 3° generation systems. The initial focus is astomer premises applications evolving from WLAN
systems; however, it extends naturally to public metropolitan networks as the demand for broadband
multimedia increases, and thus is a first step beyond 3G networks. The project encompasses user
applications, through middleware, all the way to the air interface; the focus of this paper is the network
layer architecture which supports and unifies the entire system. The key problems here are seen as the
interactions between mobility and quality of service, the adaptation of applications and protocols to a
wide variety of air interfaces with varying QoS, and the unification of a disparate set of Internet protocols
into a coherent mobile network.

The requirements for the access network within BRAIN can be stated very simply asfollows:

Thebasic goal of the BRAIN Access Network isto make mobile wireless I nternet access
look like ‘normal’ accessthrough wired infrastructure.

The remainder of this paper explains what this really means in practice and how the problem can be
structured to make it more achievable. It describes the process by which the BRAIN network layer
architecture was developed, and how this top level architecture is now being refined into a concrete
overall system design for future mobile wireless networks in the remainder of the project.

A2.122 Scope of the Network L ayer

The BRAIN network layer encompasses both the terminal and the infrastructure of the access network.
The scope of the BRAIN network layer is shown in Figure A2-1. In theterminal, it consists of an Internet
protocol stack with backwards-compatible optimisations for mobile applications, and a lower
convergence layer interface towards the selected radio technology. In the access network, it provides
support for local mobility which is optimised for transport of IP application data, and makes the
assumption of adirect interconnection with fixed | P backbone networks with a standard routed interface.
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Figure A2-1: The Network Layer in the Context of BRAIN

A2123 Structure of this Paper

It isimportant here to realise that a network architecture is more than just a *bag of protocols': significant
design choices have been made even at this stage, before consideration of the individual protocol
components inside the network layer. Therefore, in the first section of the paper we will try to explain the
rationale behind these choices and their implications. One particular choice is that the access network
should be IP-based, and this requires both explanation (what does “IP-based” actually mean?) and
justification.

The second part of the paper describes the key elements of the architecture, in particular interfaces to
other components of a complete network (and interactions with other research activities, within and
beyond BRAIN itself). This can be considered as the completion of the first stage of system design: the
role of the access network and network layer have been defined, and the search can then begin for the
major components required to build it.

The third part describes current activities that will refine this architecture into a complete and
implementable system design. We present the major directions along which the design work is
proceeding, and explain some of the interactions which have to be considered between the various
components. As an example of this, we will consider in more detail the way in which the problems of
handover and radio resource control — clearly the major distinguishing characteristics of mobile networks
— are handled within the network system design.

A2.1.3 Motivation for the BRAIN Access Networ k

A2131 The Drive Towards|P-Based Networking

The main motivations for the investigation of an mobile access network based on IP technology fall into
three categories: those of interest to accountants, those of interest to engineers, and those of interest to end
users.

Successive developments in mobile networking have always seen the network designers select the fixed
network standard of the day as their choice for the transport infrastructure. GSM used the 64kbit circuits
of ISDN; by the time its packet-based next step had been standardised, Frame Relay was the packet
transmission mode of choice. In the meantime, it was clear that 3G networks would be intrinsically
multiservice, and so the natural choice for terrestrial infrastructure was the broadband multiservice
descendant of 1SDN, namely ATM. All these choices have led to successful, high performance mobile
networks— so, is there any pressing need for yet another change of direction towards 1P?

The key point here is that, certainly in terms of traffic load, mobile networking is and will remain for
some time to come a minority user of overall data communications networks, especialy when future
developments in residential networking are considered (e.g. cable networks, ADSL and so on). Therefore,
it has always been assumed that, for reasons of economy, mobile network infrastructure should be based
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on the prevalent fixed networking standard. Considering that even video entertainment is likely to be
delivered over IP in the future, there is no doubt that IP is the correct future proof choice. There are two
major aspectsto this:

?? IP is or will be ubiquitous. In the near future, it can be expected that it will be possible to obtain
broadband IP connectivity at any geographical location with relatively minimal cost. This is
particularly significant for providers of radio access networks based on recent high bandwidth (but
short range) air interfaces, for whom the cost of installing dedicated transport infrastructure would be
prohibitive.

?? There are economies of scale, both in installation and operation. A single cabling and
routing/switching network supports all mobile and fixed customers, public and private. Alternatively,
the drive towards virtual private networking in the corporate market using techniques such as MPLS
will lead to an open market whereby 1P transport can be purchased and traded as a commodity, which
will allow for low cost of entry and rapid deployment options for new operators.

So, these are the economic reasons. Although these do not impact directly on the type of mobile service
that can be offered, there are also sound engineering reasonsfor the choice of 1P as a universal network
layer. There is a growing consensus in the networking community that the philosophy embodied in the IP
protocol suite has benefits over more traditional (connection oriented, cell or frame switching) networks
such as ISDN or ATM. The main aspects of this philosophy (and their corresponding advantages) can be
summarised as:

?? Keep the network simple, and push complexity into end systems. This makes the network cheap to
install and administer; in particular, the move away from connection based approaches minimises the
requirement for very high availability within individual elements of the network infrastructure (one of
the most onerous requirements for switching equipment).

?? Make the network modular, with open interfaces placed along natural functional boundaries. This
makes the network functionality simple to evolve, since one part of the network can be upgraded
independently of other parts. This allows new ideas and new technology to be exploited rapidly,
without waiting for other parts of the network to catch up.

We will consider these ideas in more detail below, when use them as a starting point for deriving design
principles for our own access network. However, again we note that these advantages relate to making
life easier for access infrastructure developers, without necessarily changing the quality of the solution
that can actually be developed. The final set of motivations relates to advantages which are visible
directly to end users (or at least, affect the equipment which they own).

The assumption here is that in the future (and the not too distant future), all end user applications will
actually be natively I1P-based — that is, they will be written by people who take for granted the ability to
send and receive | P packets. This can be seen in the current push from WAP and SM S messaging towards
‘proper’ Web and email access, and even voice traffic, the cornerstone of current mobile standards, is
likely to be carried over IP eventually. The movement towards ‘pure’ |P based access infrastructure for
mobile networks means that these applications available on fixed networks will inherently be available on
mobile networks, and furthermore that they will behave consistently there, without their characteristics
being submerged or modified by layers of mobile specific protocols. The same simplification will apply
to user terminals: a single IP stack (with all that that implies for simplicity of security management,
address assignment and other configuration) will be all that is necessary.

So, in the following, we will take as given the necessity br developing a mobile wireless access
infrastructure which is based fully on IP technology, and we will also attempt to explain more concretely
what ‘|P-based’ actually meansin this context.

A2.1.3.2 TheNeed for a Consistent Network Architecture

It is already possible to build an IP-based access network. Protocols already exist for mobility support
within IP, and also for quality of service control and configuration, and also secure communications. Why
is anything else required than simply to deploy them all at the same time? Why is an architecture needed
aal?

The first problem in fact is not a shortage of solutions, but an excess of them. There are many, many |P-
based solutions for mobility support, running from simple roaming, through traditional Mobile IP, dl the
way to specialised schemes for local micro mobility support [A2.1]. These solutions are in no way
equivalent, and so they cannot be considered as ‘choices': once one has been chosen, others will likely
require additional effort to support (and may even be excluded). Unless we want to accept a world of

Page 79



BRAIN D22/10

incompatible IP radio networks, these multifarious solutions must be adapted to fit into a common
framework.

The issue here is not limited to the fact that there are different solutions to the same problem. More, it is
the case that there is no common agreement on what problem these solutions are trying to address. For
example, in the area of security:

?? Some solutions are constructed as extensions to Mobile IP, which means that they can leverage the
Mobhile I P security capabilities— but they also require them to be present.

?? Some solutions are instead intended to be complementary to traditional remote access and so would
use those existing AAA procedures (and also completely different assumptions about address
management from the Mobile I P case).

?? Yet other solutions ignore the security issue altogether, and introduce subtle vulnerabilities which
haveto be analysed and ‘fixed' by external means.

The problem of interactions is not limited to security. Indeed, a more serious interaction is with the area
of quality of service. It is not generally appreciated that ‘pure’ |P mobility as currently described isin fact
a step backwards in functionality from current 2G and 3G systems — whereas in those networks, a
handover is aways taken to mean moving a radio bearer from one place to another including al its
performance characteristics, P mobility simply considers the pure rerouting problem, with QoS handled
by some completely different set of protocols. And yet, the interactions are very close, since (for
example) the most appropriate style of handover may depend on the QoS requirements of the traffic being
carried, and the mechanism for supporting QoS will require knowledge of the updated path.

As well as the issue that individual parts of a solution which have been designed and considered in
isolation will not fit together, we must also consider that their appropriate scope of application may be
very different, in an unhelpful way. For example, one solution may impact only on the wired
infrastructure at the very edge of the network, while another may require special capabilities in the
terminal as well. Both may require additional support from other protocols in other parts (e.g. the core) of
the network, which a third approach may be a complete solution, but which has to be implemented
completely — or not at all. This is particularly the case for IP mobility when compared with the
architecture of 2G and 3G networks: an IP mobility protocol might be an optimal replacement simply for
radio access network mobility or GPRS core network mobility as well, or it may be most appropriate for
inter-operator mobility instead.

Once we have accepted the need for an architectural framework within which to address the access
network problem, there are further advantages to having a design which is relatively prescriptive in terms
of functional interfaces. The advantage is of efficiency and performance. Where parts of the solution are
designed in isolation, they cannot make assumptions about supporting capabilities that will be present
(albeit developed independently). This is a particularly severe issue in the case of mobile wireless
networks, where (for example) the characteristics of the link and physical layers can have a very
significant impact on the overall user-perceived performance. Adoption of a concrete architecture, with
well defined inter-layer interfaces, means that system functions can be implemented wherever it is easiest
to do so, and yet made available to the other components in a well defined way. It should be noted that
this is a departure from the ‘traditional’ approach which has been used in the design of many aspects of
the Internet, where the emphasis has been on interoperability at the individual protocol level.

A2.1.33 Design Goalsfor the Access Networ k

This section presents the design principles that will be used to guide the selection of the basic architecture
of the BRAIN network layer. This includes both the access network infrastructure and the network layer
in the terminals themselves. The list is not definitive or exhaustive, nor does it replace the formal
reguirements on the access network; instead, the intention is to describe the motivation for the decisions
that have been made where several alternatives are available.

A2.1.3.3.1 The End-to-End Principle and Transparency

The end-to-end argument is one of the architectural principles of the Internet [A2.2] [A2.3]. The basic
argument is that, as a first principle, certain required end-to-end functions, like end-to-end reliability and
security, can only be correctly performed by the end systems themselves. In order to a support this, the
network should offer only some kind of minima service to the end systems. In addition, providing
specific functions within the network often also makes that network hard to evolve towards support for
new services. Therefore, most functions are best implemented in the end systems themselves and network
implementers should concentrate on providing a basic service, with optimisations (if any) for
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performance. (Following these guidelines means that the end-to-end principle in designing the Internet
protocols is retained as the prevailing approach.) The end-to-end principle is sometimes reduced to the
concept of the ‘stupid network’ [A2.4]. In the mobile environment, the term is unfortunate since it is very
hard for a high performance mobile access network to be truly stupid. Nevertheless, the underlying
concept of minimal network functionality still applies (that is, the network should still look stupid to
outsiders).

Thus, in the context of a mobile access network, this principle can be refined more concretely as follows:

?? Be independent of specific transport layers and applications. Provide only a connectionless packet
service, which offers (with varying degrees of performance) to get packets from A to B. In the scope
of this project, werestrict ourselvesto the Internet protocols, so we only consider | P packets.

?? Be asindependent as possible of what type of packets are being transported, and assume simply that
packets are forwarded according to their IP header. In particular, try not to depend on specific
properties of 1Pv4 and IPv6, and don’t assume that any mobility encapsulation is used above them.

?? Minimise the number of special functions that are provided in the access network. The main role of
the mobile access network is to look like a (genuinely stupid) fixed access network, that is, hiding
mobility. Mobility support, especially for fast handover, can best be provided by the network and not
just the end system, but this should (and can) be done in away which does not alter the transparency
of the network. New externally visible functions should be limited to mobile-specific ones (such as
location dependent service support).

|

"l

/_> /j

|

BAR
'Stupid looking' IP packets sent
network to and received
Connectionless QoS- from terminal,
assured IPv4/v6 packet unchanged by
delivery network
BMG M

IP Core
Hosts using
standard IP
protocols

Figure A2-2: The Transparent Network

In other words, the access network is a machine for delivering IP packets— and doing nothing else. This
mindset isillustrated in Figure A2-2.

In this context, it is possibleto take a‘two-level’ view of the ‘end system’ and the heart of the network:

1) At its most basic, the ‘end system’ is the terminal, and it sees the whole of the rest of the network
simply as providing packet transport. The emphasis here is on making this entire network as
transparent as possible.

2) As arefinement, there is a similar distinction between the ‘fairly smart’ access network, and the very
simple core network. The access network provides some specific extra functionality mainly associated
with mobility, while the coreis restricted to pure packet transport capabilities.

This principle does not provide a clear answer to the question of where within the network hierarchy
functions such as authentication, and particularly authorisation and accounting are placed, and this is
discussed in more detail below. However, it is clear that the access network should not attempt to provide
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strong security for user-user data since this can only ever be assured end-to-end. Access network security
for thistype of data should be limited to providing ‘wired equivalent’ security over the air interface.

A2.1.3.3.2 Obey the Layer Model

The layer model is a fundamental principle to be used in clear protocol stack design. Specificaly in this
context, this implies that access network should limit its functionality to providing IP packet forwarding,
independent of upper layer applications.

In mobile networks, it is common to end up with different layers of the protocol stacks being tightly
integrated together in the interests of efficiency. In the case of BRAIN, we should aim to structure things
in amore modular fashion with clear inter-layer interfaces. Specifically:

?? The network layer within the access network should have a generic interface towards the link layer,
such that new (and old) link layers can be exploited without wholesale network infrastructure
redesign.

?? Where particular applications require optimised support, this should be invoked and made available in
a generic way — typically via some sort of QoS aware service interface. All link layer specific features
should be hidden as much as possible from the upper layers.

Note that some useful information or ‘hints' about the link layer internals can, and even should, be made
available for the upper layers to allow efficient operation above the link (e.g. amount of buffer space at
link layer and indications of upcoming buffer exhaustion so that upper layers may react, or preferably,
take proactive actions as seen necessary). However, this should be done in away which does not change
the upper layer protocol semantics, so the impact is limited to the implementation within a single network
element.

A2.1.3.3.3 Maximise Future Flexibility and Evolvability

It is desirable in a1y network to minimise any barriers to technology evolution. This applies equally to
upper layer services, link layer technologies, and indeed components of the access network that lie
between these. A related principle is that it should be easy to deploy a new system incrementally, for
example, aninitial system with limited performance followed later by performance extensions.

Thisis a particularly strong requirement in the public mobile environment, where a system upgrade which
changes interfaces may involve hundreds of different organisations each with their own infrastructure and
hundreds of millions of terminals. Some specific implications of thisare asfollows:

?? Components within the access network should be modular, so that different parts can be evolved and
upgraded independently. Interface between the components should be clear and well defined.

?? For example, the logical interface between the terminal and network which signals handover events
should not enforce the use of a particular micro mobility protocol, but should allow network providers
to choose appropriate solutions depending on their business model and deployment environment. This
isillustrated in Figure A 2-3.

In general, this approach will allow for rapid development of initial solutions, while not ruling out
performance enhancements in the future. These can be provided transparently to the end users.
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Figure A2-3: Application of a Common Air Interface Signalling Protocol

A21334 Minimise Requirements on the Terminal

It is clear that minimising terminal requirements sometimes pulls in the opposite direction from the end-
to-end principle. On the other hand, it is clearly very desirable in the constrained mobile environment to
minimise the demands made on the terminal. So we can rephrase this as:

?? Minimise resource demands on the terminal.

This principle leads for example to the requirements that the access network should support optimisations
for idle modes, and should try not to impose a heavy signalling load to support mobility.

A2.1.3.35 Don’t Re-Invent the Wheel

Where protocols already exist for a particular problem, these should be re-used unchanged if possible or
extended otherwise. This particularly applies to protocols which extend into the fixed network or
application layersin the terminal.

Where protocols or functions (e.g. IP routing and forwarding) are required within the access network,
standard solutions should be re-used if possible to maximise the scope for infrastructure sharing with
existing networks. If this is not possible (e.g. for performance reasons), any new protocol should try to
follow the same approach as used in the Internet today — i.e. to aim for a connectionless, stateless,
resilient and highly distributed model.

A2.1.3.3.6 Exploit Standard Functionality in the |P Core Network

This means that we don’t require any special mobility (i.e. handover-related) support in the core network,
and are prepared to work with whatever QoS solution the ‘local’ core network provides. Additionally, we
attempt to maximise the re-use of standard functionality for which core network protocols are already
available — especially in areas such as application call control, end-to-end security, authentication, and so
on.

A2.1.3.3.7 Keep it Smple

The key point here is not to complicate the system by attempting to reproduce optimal solutions for every
feature that exists in current mobile networks, especialy where to do so conflicts with the other
requirements above.

A2.14 Overall Structure and Requirementsfor the Access Networ k

In this section, we consider at a very high level the way in which the functionality needed in the access
network fitsinto the larger mobile networking picture. There are four major aspectsto this:
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1) Thefundamental quantity which is used in the network layer to deliver packets is the network address
—in our case, the IP address. What is the scope of these addresses and how are they controlled and
assigned?

2) Just how bigisan access network, and where are its boundaries?

3) How does the access network interact with other (fixed) networks for security purposes, i.e. to control
access by users and generate accounting information?

4) How does the network layer relate to the other layers (upper and lower) which are needed to support
applications over wireless physical layers?

Note that we don’t consider internal issues like micro mobility support and access network internal QoS
handling at this stage: the idea is that provided the above questions about external interfaces have been
pinned down, mobility and quality of service can then be considered largely according to mechanisms
specific to the BRAIN access network. Since both correct routing and quality of service are only of value
if they work end-to-end, this is of course a simplification which might lead to a sub-optimal solution
compared to an integrated end-to-end approach; however, it is consistent with our guiding principle of
wanting to leave the core I P network unchanged as far as possible.

A2.14.1 Addressing

As stated at the outset of this paper, the basic goal of any given BRAIN Access Network (BAN) is to
make mobile wireless Internet access look like ‘normal’ access through wired infrastructure. Thus, a
BAN must allow a termina to get an IP address to use in communicating with correspondent hosts in
other networks; the BAN routes packets to and from this address in a way which externally looks the
same as any other |P network.

The mechanism of address assignment has not been fixed, although solutions such as DHCP are one
typical option; in any case, thisis afunction of the link convergence layer, which is discussed below. One
assumption for BRAIN is that the address is unique to the terminal, rather than shared (e.g. as would be
the case for ‘foreign agent care-of addresses’ of Mobile-IPv4). This is a consequence of the requirement
for a clean, unified solution that applies to both Mobile IPv4 and IPv6 (and indeed many other higher
layer protocols), recognising that shared addresses are simply one mechanism for 1Pv4 address space
conservation, which is often ruled out because of security and other considerations.

This approach, of routing to the mobile based purely on an assigned, local 1P address, is shown in Figure
A2-4. It can be seen that the entities within the BRAIN access network operate as pure IP routers (at least
so far as packet forwarding is concerned), with no special treatment for encapsulation or decapsulation of
‘home addresses’ of the mobile node. This does not mean that Mobile IP is excluded, just that it is
optional within the terminal (in which case no Home Agent is required either), provided collocated care-
of addresses are used. Indeed, the use or otherwise of Mobile IP would not normally be visible to the
access network, unless it was to analyse inner protocol headers to discover the additional layers of
encapsulation.

Terminal BRAIN BRAIN Mobile Correspondent
Applications Access Mobility IP Home Applications
Transport Router Gateway Agent Transport

Mobile IP Mobile IP
encapsulation relaying P
Layer
[tunnel] [tunnel]
IP IP Link Link
Layer IP Layer BRAIN IP Layer Layer | Layer Layer
Access
Radio /P Radio| Link Network Link | Link Link
Layer Layer| Layer Layer| Layer Layer

< Routing based on 'assigned’ (lower) IP address only >

Figure A2-4: Endto-End Address Assignments
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A2142  Scaling

Once an address has been assigned, the fundamental role of the BAN is to support seamless mobility of
the terminal as it moves between access routers. In consequence, the allocated address must remain valid
throughout the entire BAN, so there is a direct relationship between access network scalability and
address allocation. There are essentially two options:

?? If seamless mobility within a single geographically limited area only is required, a BAN is alowed to
interconnect with the core network at a single point, corresponding to asingle BMG.

?? If seamless mobility over a very wide area is required, the performance of the Internet prevents us
relying on BAN-BAN handovers to support this. Therefore, the combination of wide area support and
seamless terminal mobility forces the use of multiple interconnects with the core.

This is one example of using the option for different protocols within the BAN depending on service
provider requirements, since achieving very high scalability for a terminal mobility and QoS protocols is
a hard problem and not relevant to (for example) a campus network operator. In either case, it is assumed
that a BAN is under single administrative control, and seamless handovers between administrations are
not catered for. The combination of these scenariosis shown inFigure .

IP Backbone

Campus
network

Large (wide area), high-performance PLMN

b

'l
S
o

Address
reassignment,
with 'handover'
through core

Seamless handovers, without address reassignment

Figure A2-5: Access Network Scalability

A2.1.4.3 Security

In line with our design goa of keeping the access ‘minimally functional’, the main security issue which
relates to the BRAIN access network is that of Authentication, Authorisation and Accounting (AAA) —the
extent to which the BAN ensures security of user data is assumed to be limited to the level of comfort
offered by today’s mobile networks and wireless LANSs (e.g. using relatively simple encryption over the air
interface).

There is already a large and sophisticated set of standards to support AAA within the Internet, much of
which has grown up around the need to support traditional dial-up access[A2.5]. These standards already
support such advanced concepts as inter-ISP roaming, and are being further extended to such capabilities as
hot billing and pre-pay. It is clear that most of these functions should be directly carried over into the
BRAIN environment — indeed, given the requirement to appear as similar to fixed access as possible, it is
amost mandatory that BRAIN should attempt to maximise re-use of the corresponding protocols and
standards.

In the context of the BRAIN access network, there are therefore two major aspects of AAA which need to
be considered:
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?? A roaming user needs to be able to present credentials to the network which allow the user to be
authenticated, and which allow the network to determine the resources to which the user is entitled. This
isamost exactly the same problem asin the current fixed network case.

?? Additional requirements coming from mobility (and in fact, the desire to support billable QoS
guarantees) are that the network should be able to validate messages requesting a handover
(respectively, new session characteristics) actually do come from the user in question. And importantly,
it should be possible to exchange these messages and carry out the validation very closeto real time.

In keeping with the concept of re-using the current fixed network protocols, the BRAIN access network
also carries over much of the current fixed network logical security architecture, in terms of AAA servers
and (optionally) AAA brokers mediating between them in the case of roaming. The basic picture is shown
in Figure A2-6, which also shows the trust relationships that have to be statically configured (or
dynamically established) between the various entities. Note that the ‘local” AAA server (AAAL) is shown
as being part of the access network; however, it is assumed that this should be very similar to the
corresponding device in afixed access network, especially given that the protocols which are used between
AAA servers and access routers (typically RADIUS [A2.6] or DIAMETER [A2.7]) are designed to be

intrinsically extensible.

AAAB
K SA4

-
MN

ﬂl_
|
Air Interface

BAR Mobility Agent

BRAIN Access Network Home Domain
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Figure A2-6: Security Infrastructure Supporting Access Network Operation

The trust relationships in the figure are shown here as security associations (‘SA’), athough it is not
implied that IPSec is always used; in particular, existing AAA protocols generally have their own built in
mechanisms for mutual authentication (as does Mobile IPv4, although Mobile IPv6 does use the services
of IPSec, and this is a natural option to consider for other trust relationships where support for these
would otherwise have to be designed from scratch). The trust relationshipsin detail are asfollows:

?? SA1l is the trust relationship between an MN using some macro mobility protocol and the mobility
agent in its home domain — it is therefore only present when this protocol is being used, and its
existence is generally invisible to the BAN (because of transparency). Although it is usually statically
configured, some mobility protocols like Mobile IPv6 include a mechanism for a mobile to
dynamically learn the address of its home agent. In this situation, SA1 is no longer static but must be
dynamic.
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?? SA2 (and SA3) are used to secure network-internal communications between different entities within
the same administrative domain. They can be considered as part of the management plane of the
networksin question, and will usually be a matter of local choice.

?? SA4 is the trust relationship required to support roaming, and can either be statically configured
between AAAL and AAAH, or established dynamically using the services of a AAA broker AAAB.
In this case, SA5 and SA6 are required. Note that although these trust relationships cross the access
network boundary, it is assumed that absolutely standard fixed network protocols can be used for
these cases.

?? The most important trust relationship for the access network is SA7, and this is also the one which
shows most differences from the fixed network case. The figure shows it running between the MN and
access router, or possibly to the AAAL; in fact, the most that can be said at this stage is that it runs
between the MN and some entity in the BAN. Issue that need to be considered about SA7 are that

?? it must offer good security (it is the foundation for allowing access to the network and ultimately
for charging the user);

?? it must be possible to secure traffic between the MN and BAR, such as traffic related to handover
or resource requests, with minimal delays for decryption and validation within the network —
which would tend towards terminating it at the BAR,;

?? it must be possible to move the MN’s point of attachment to the network rapidly without requiring
an extensive renegotiation of SA7 —which would tend to terminating it at amore central location.

In any case, it can be seen that there is a well defined set of external interfaces and ‘outward facing’
security components which can be re-used from current fixed IP networks to support the requirements of
the BRAIN access network. At the same time, it can be seen that while the BRAIN specific requirements
are challenging, they can also be decoupled from the external interfaces and considered specifically in
terms of the MN-BAR air interface protocols and access network internal structure. This is one of the
benefits of having aclear BRAIN network layer architecture.

A214.4 Inter-Layer Interfaces

In an activity concerned only with interoperability, there is no need for inter-layer interfaces since these
can be considered as implementation issues. However, abstract interfaces play a valuable role in
partitioning the mobile networking problem, and clarifying the behaviour expected from or supported by
particular network components. By extension, they provide a framework for research into the operation of
particular functions (for example, header compression or TCP performance). In the Internet world,
service interfaces have traditionally been minimalist; however, enriching the functionality of these
interfaces is one mechanism for alowing network performance enhancements towards the level of
traditional PLMNs while preserving layer separation.

The BRAIN network layer relies on two inter-layer interfaces for this purpose. The first lies above the
basic network and transport protocols and provides the enhanced application support that is necessary in
the mobile environment. Broadly, it alows for extended negotiation of QoS information between the
application and lower layers, including renegotiation during active sessions. It exists only in BRAIN
terminals The second is a specialised interface for matching the IP layer to wireless layers, hence the
name ‘IP,W’, and is common to terminals and access routers. The interfaces are shown together in Figure
A2-7.
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Figure A2-7: BRAIN Inter-Layer Interfaces

The combination of these two interfaces is the key to allowing the development of a re-usable, QoS
capable “IP stack” which offers advanced facilities to applications, yet is efficiently integrated into link
layer. The main issues at this interface are link set-up / release, layer 2 and 3 address assignment, link
layer QoS negotiation and re-negotiation, and the interaction between this and buffer management
(scheduling) in the network layer. In particular, IP,W enables the use of layer 2 procedures which are
much more efficient than equivalent IP protocols operating over a generic data interface. The
performance of these operations and the level of control that upper layers have over them has a direct
impact on the performance of handovers at the I P layer and on the QoS received by a mobile user.

In detail, the IP,W interface is separated into a Data and Control part, each offering access to some
functionality at the link layer. Several distinct functions have been identified under the interfaces, some
are optional, and the link layer advertises which it supports through a configuration interface. The control
interface is also used to control the operation of some of the user plane parts such as buffer sizing and
error control characteristics. The model mandates no specific structure within a given link layer, and
indeed, some functions may be inherent in a particular link type, while others may have to be added by a
convergence layer. Where an option is not supported, the “IP stack” can fall back to a layer 3 protocol
instead.

A2.1.45 Summary

It should be pointed out that, although we appear to have described a very abstract, high level approach,
in fact the access network architecture presented embodies some very real and very significant design
choices. These choices are by no means universal in all models of IP-mobility networking, and yet they
are the result here of following a well established set of design goals and taking a clear view of the
practical requirements that such a network hasto follow. It isworth summarising the main issues here.

1) The access network needs some enhancements to the standard protocols of the fixed network. These
are (only) to support mobility. The main role of the mobile access network is to look like a (genuinely
stupid) fixed access network, that is, hiding mobility.

2) Toachievethisanew network is required, with some degree of specialisation in two main areas:

a) A way of distributing and updating information on the location of the MNs. The next paper
[A2.8] discusses optionsin detail.

b) When a MN hands over from one BAR to another, there must be a way of transferring state
information associated with that MN. Section 5.1 discusses this briefly.

3) In particular, the access network is not based around a central assumption of ubiquitous Mobile IP (v4
or v6) — indeed, the use or otherwise of Mobile IP is almost orthogonal to the main concerns of the
access network.
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4) The scaling requirement for wide area seamless terminal mobility forces the acceptance of topologies
which have multiple points of interconnection with the fixed network. Most of the current proposed
micro mobility protocols are not capable of this mode of operation since they choose to limit
themselves to the (much simpler) single attachment scenario.

5) A wirdless'mobile optimised, feature rich layer 2 service interface is required for both terminals and
access routers, which supports any air interface. There should be an aim for this service interface to be
universal in mobile wireless networking. Such an interface enables a modular structure, so that new
link layers can be exploited without wholesal e network infrastructure redesign.

6) The scope of the network layer consideration should include the terminal. The “1P stack” functionality
within the terminal can and should be enhanced in a backwards compatible way to make best use of
wireless mobile networks.

In summary we believe that it is possible to define a useful, minimal functionality wireless mobile
network which attaches to the IP core like any other access network. This access network should offer
simple IP packet transport with QoS guarantees.

A2.15 An Outline Design for the Access Network

A2151 Overview

This section presents an initial outline design for the internal structure of the access network, in terms of
its primary components, and the way they fit together. It should be noted that thisis still work in progress
within the BRAIN project, and as analysis of the problem and current solutions proceeds, it can be
expected that some of the details — maybe, very significant details— will change. However, it represents at
least a self-consistent picture of acomplete access network design, and can be used as a starting point for
consideration of the possibilities for how an all-IP radio access network would really look.

The main components of the network layer problem are taken to be asfollows:

?? Pure terminal mobility management — how to manage routing of IP packets around the network as
terminals move.

?? Quality of service —how to ensure quality of serviceis provided to user sessions at the network level
(and that these requirements are communicated to the lower layers). QoS includes the specific sub-
problem of connection admission control — how to decide whether to admit a request.

?? IP,W —the detailed design of the service interface between the network and link/physical layers. This
implicitly extends a more general consideration of the protocols between the terminal and access
network, including the question of how they are secured.

?? Application layer service interfaces — this covers the way in which applications running on the
terminal convey their requirements (generally QoS related) to the network layer.

?? Radio resource management — the issue of how radio resource optimisation over the whole network
(i.e. where the question is not restricted to single cell environments) interacts with the network layer.

?? Authentication, authorisation and accounting— how AAA functions support the above.

Note in fact that some design decisions have implicitly already been taken in identifying these as
components of the problem, and as interactions between them are studied in more detail it is possible that
some functional boundaries will shift. Nevertheless, they form a starting point for analysis. There is no
assumption that the components of the solution will be the same.
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quite precisely, for example the fact that admission control can be expected to take inputs from radio
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considerably more complex. Notable here is the interaction between mobility management and the quality
of service problem. As has already been pointed out, it is only in IP networking that these are even
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considered separate problems, and analysis of how to keep them separate is still continuing.
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More detailed papers and presentations on many of these problems are being presented separately at this
workshop. Here, we give asimple overview of the scopes of the main component problems®.

A2.152 Mobility Management
The problem to be solved under the heading of mobility management can be very smply stated:

1) Todecide what IP address to allocate to the user, and interact with the control plane (basically, AAA
procedures) to control users attaching to the network.

2) To maintain routing information within the access network to allow packets to and from that address
to be routed correctly between the appropriate BAR and BMG (and thence to the core network).
Similarly, to enable transfer of other state information around the network in support of handover.

3) To do all this with the appropriate performance requirements (reliability, idle mode support,
scalability and so on).

There are several well defined interaction points (with AAA for security, with IP2W for security and L2/3
address mapping, and with radio resource management for handover initiation) and one very broad
interaction point (with QoS). These are all discussed below.

A2.153 Quality of Service

The QoS problem is more difficult to lay down, because there are more aspects of it. The main ones are:

1) To decide what QoS service classes should be supported and how they should be specified and
mapped at various levels of the MN and BAR. As has been stated above, deciding the level of
sophistication in the QoS classes to be supported is the result of a trade-off between future proofing

the solution against all possible application requirements and on the other hand minimising network
complexity.

2) To establish a mechanism by which the QoS requirements of application layer flows are
communicated to the access network infrastructure, such that the access network CAC entity can
decide whether to assign the requested QoS guarantees.

3) Toimplement these guarantees within the network and notify the radio QoS requirements through the
IP2W interface.

4) To do al this again through handovers. Note that the style of handover (ow latency or loss free)
maybe depend on the QoS class of the underlying data stream.

5) Todo thisall with appropriate performance requirements.

As for mobility management, there are severa well defined interfaces (to IP,W and radio resource
management, possibly to AAA for user-based admission control), and the broad interface (to mobility
management).

A2154 IP,W
The IP,W task isthe most important and complex of all the tasks. We can break it down asfollows:

1) Todefinethe primitives across the IP,W interface.

2) Implicitly, to define the MN-BAR protocol at the IP,W level (i.e. matching primitives each side of the
air interface for e.g. address negotiation, security key setting and so on).

3) To define a mechanism whereby the state below the IP,W in one BAR can be transferred to another
BAR (thisforms part of the inter-BAR handover protocol, which itself isreally part of the MM task).

To define what should be implemented below the IP,W for the HIPERLAN/2 case.

The IP,W task interacts with everything, but mainly by taking inputs and defining syntax/semantics. The
interactions with mobility management, QoS and AAA relate mainly to configuration of the IP,W; IP,W
isalso atransparent conduit for information to the radio resource management subsystem.

6 Apart from the application layer service interfaces, which simply mediate between application layer requirements
and the services provided by the “1P stack” within the terminal. In addition, the radio resource management aspect
isconsidered in section A2.1.6.3, since thisis mainly a more detailed matter of interface design.
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A2.155 AAA
Security aspectsfall into two almost independent parts.

1) The AAA subsystem, which does access control and is involved in constructing a secure association
with the MN for authenticating BAN-related control plane transactions. The precise mechanism for
doing thisis still very open (as has been mentioned above, there are conflicting requirements for the
best way to doit).

2) AAA support to IP,W for configuration of air interface security.

Aswell asthis, the AAA subsystem has an interaction with QoS whereby it can take part in the admission
control decision (allowing decisions to be based for example on user identity) and also, in the future,
accepting accounting information from the QoS control entities within the network.

A2.16 System Design for Key Features

A21.6.1 Introduction

This section presents amore detailed discussion of issues and requirements associated with handover and
radio resource management. It should be noted that this is still work in progress within the BRAIN
project. This represents the current analysis of the problem, but aswork proceeds, it can be expected that
some of the details— maybe, very significant details— will change.

A2.16.2 Handover types
A2.1.6.2.1 Introduction

The objective of a handover isto change the point of attachment, the carrier/code, the technology or the
network, whilst maintaining a MN’s session. In this paper we only consider handovers that affect the IP
layer, i.e. where the BAR changes; we do not consider a“layer 2 handover”,” sinceit is transparent to the
IPlayer.

There are a number of issues relevant to handover, some of which are ‘compulsory’ and some ‘optional’.
Many of these are discussed in more detail below, but first we briefly introduce them. Those issues
involved in all handovers are:-

?? Handover decison
Section A2.1.6.2.2 discusses what roles we believe the MN and network should have in the decision
making process that determines a handover isrequired at a particular instant.

?? Connection changes
New connections (radio and fixed) need to be set up and superfluous connections released. This will
take place at several levels of the protocol stack (layer 1, 2 and 3).

?? Re-routing
Handover implies re-routing of connections through the fixed networks, potentially even outside the
currently involved access network.

Amongst those issues that may be involved in some handovers are:

?? Information gathering and reporting
The BAR and/or MN may measure the radio quality (e.g. to detect if anew BAR iscoming in range.
Information may be gathered about radio resource usage in other nearby BARs.

?? Addressnegotiation
A mobile node may need to acquire new L2 and L 3 addresses during handover.

?? Diversity combining
If “soft handover” 8 is supported, then connections are added to and released from combining/splitting
points. In this case, adding a connection does not imply releasing another one.

?? Packet lossalleviation
In order to guard against packet loss, packets can be duplicated or buffered.

" We define a“layer 2 handover” as: ahandover during which aMN stays connected to the same BAR but changes
access points (or some other aspect of the radio channel).

8« Soft handover” is defined and discussed in Section 4.4.
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?? QoSrevalidation/renegotiation
The QoS of the radio channel in the new cell, and the new path through the network, may need to be
set up. As part of this, QoS violations may need to be taken into account and a QoS renegotiation
take place.

We now consider three questions relating to handover:
?? Who controls the handover?

?? What handover performance does the user require?
?? How can the network deliver this performance?

Our perspectiveis mainly on what the requirements are, rather than on implementation issues.

A2.1.6.2.2 Who controls the handover ?

We believe that handover should be mobile controlled, i.e. the MN initiates and decides about a
handover®. Thisisfor anumber of inter-linked reasons:

?? TheMN isbest placed to understand the application’ s needs, the current competing requirements of
different user processes/ OS activities, and the personal preferences of the user. Thisargument is
increasingly important in amulti-service world, whereas historically the only application has been
voice, when itisrelatively easy for the network to guess what the MN would like.

?? Complex charging schemes, and in particular receiver charging, encourages MN control. For
exampl e, the opportunity to handover to a higher quality, but more expensive link, and the possibility
to receive data“ pushed” by some distant server, but where the MN will be charged for transmission
over theair interface — only the MN can decide whether it is prepared to pay. By contrast, in mobile
networks today the call-originator is charged.*

?? We need to be able to deal with inter-technology handovers™. In particular in a scenario with
disconnected BANSs (different administrative domains) with overlapping radio coverage, the
availability of the BANsisonly understood by the MN (as the independent networks do not know
about each others existence) [A2.9]. Also, they may want to impose conflicting requirements on the
MN (e.g. simultaneous ‘ handover now’ messages). Clearly only the MN can decide how to react
[A2.10].

?? Theend-to-end argument (one of the Internet’ s architectural principles) impliesthat control and
complexity should be on end systems, with the network as simple (“dumb”) as possible, as discussed
above.

However, the network has an important role in assisting or constraining handover. For example, the
network might:

?? Suggest ahandover to the MN, based on its own measurements (e.g. to load balance between cells)
or itsknowledge (e.g. ahandover isimminent, because the MN ison atrain)

?? Refuse ahandover request or warning message from the MN, perhaps for its own policy or resource
reasons

There may also be scenarios where the handover has to be network-controlled, because the MN is too
simple to decide about a handover. Here a ‘handover suggest’ message from the network must be
understood as compulsory by both the MN and the network. This case can be treated as a minor variant of
the main mobile-controlled case.

A2.1.6.2.3 What handover performance does the user require?

The user may not be concerned about performance degradation during a handover, but in some cases will
require:

9 By contrast handovers in most existing mobile systems, such as GSM, are network-controlled.

10 except for international roaming, where the international leg in the fixed network is billed to the call recipient. This
is dealt with through a fixed policy subscription database.

1 We define an “inter-technology handover” as: a handover during which the MN starts to use a different radio
access technology. Such a handover may or may not cross a BAN boundary, and may even result in handover to a
different network type (e.g. UMTYS) altogether.
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?? Smooth Handover
A handover that does not cause significant packet loss.

?? Fagt Handover
A handover that does not cause significant packet delays.

?? Seamless Handoff
A fast and smooth handover.

In fact, in some ways it is misleading to talk about “handover performance’ — actually the MN requires a
particular ‘QoS performance’ (e.g. a maximum packet delay), regardiess of whether it is camped on one
cell or in the midst of handing over. Thus the Correspondent / Mobile Node needs to be told if its agreed
QoS performance cannot be met, whatever the reason, and conversely it should not be told about a
handover that does not break its QoS contract.

The network must therefore be in a position to deliver packets with whatever performance is required.
Techniques that may be useful for achieving this during a handover are discussed in the next section.

A2.1.6.2.4 How can the network deliver this performance?

From a network perspective, we can distinguish two sorts of handover according to how it isinitiated:

?? Planned (expected) Handover
This is the proactive case where some signalling can be done in advance of the MN being connected
to the new BAR.

?? Unplanned (unexpected) Handover
Thisisthe reactive case, where such signalling is not done in advance of the MN’s move.

We require the network to support both sorts.

The planned case means that the network can take action before the MN’s move and therefore we are
more likely to maintain the MN’'s required QoS. Examples of action that the network could take in
advance include:

?? Building a temporary tunnel from the old BAR to the new BAR. Packet loss in flight can then be
obviated by forwarding packets down the tunnel to the NAR, and thence onto the MN as necessary.*?
[A2.11]

?? Transferring control information from the OAR to the NAR [A2.12] [A2.13]. A BAR controls how
traffic is forwarded to and from a particular MN, for example through security keys (for encryption
and message authentication, typically used at layer 2 but provided by layer 3), information supporting
header [A2.14] and payload compression, multicast group membership details, and QoS information.

However, exactly the same functionality may also be needed by an unplanned handover. Therefore we
believe that they should use a common set of messages and procedures. This will help to ensure
consistency (a node reacts in the same way to the same message) and to guard against the failure of a
message (e.g. if the planned handover messaging is not compl ete before the MN’s move, then the network
simply and intrinsically reverts to an unplanned handover), as well as reducing the amount of work for an
implementer to do.

Handover is sometimes categorised according to whether it is “backward” (meaning it is initiated via the
old BAR) or “forward” (i.e. initiated via the new BAR)™. This is primarily an implementation rather than
arequirementsissue and so is not considered further here.

We can al so distinguish two sorts of handover according to the execution phase:

?? Hard Handover
The MN during a handover does not communicate simultaneously with the old and the new BAR
(break-before-make).

?? Soft Handover
The MN can communicate simultaneously with the old and the new BAR (make-before-break)

12 Ejther packet duplication or buffering is possible. Thisis an implementation issue and not considered here.

13 |n general backward handovers are planned and forward handovers are unplanned, but other combinations are
possible, eg DECT handovers are planned but forward
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Thus soft handover here refers to the idea of “IP diversity”, where (in the downward direction) packets
are sent from both BARs and the MN chooses the |east errored on a packet-by-packet basis**. It ensures
that handover is seamless, and may also help to overcome fading or interference problems. It requires a
packet duplication function somewhere in the BAN.

It is an implementation issue whether soft handover needs to be supported as well as the basic hard
handover. The decision will depend on the Layer 2 technology(s), the deployment scenario, the
performance to be supported and so on.

In general, hard vs. soft and planned vs. unplanned handovers are independent. The most obvious
combinations are that an unplanned handover is hard and a soft handover is planned, but the others are
quite possible.

A2.1.6.3 Radio Resour ce M anagement

As in classical (2G/3G) terminology, the problem of radio resource management includes primarily the
following subjects:

?? Deciding whether to alocate a (radio) channel to aterminal, taking into account current cell loading.
?? Carrying out the negotiation to allocate that channel to the terminal.

?? Deciding (on the basis of relative neighbour cell measurements, or in order to balance resources
between different cells or within the resources of a single cell) to modify the radio channel allocated
to aterminal —including as a special case handover.

Because of the interaction between network and radio-specific aspects, locating these problems cleanly
within an overall design is difficult. They have to be supported in the overall BRAIN network. However,
it isadesign goal to maintain a clean separation between network related issues (which should be generic
to any air interface) and issues specific to a given air interface. In BRAIN system, the network layer has
to take part in any procedure that involves handovers between BARs (also called network layer
handovers), since this requires re-routing and possibly network-related QoS reconfiguration within the
wired access network. Therefore, these actions cannot take place entirely below the IP,W interface, which
also implies that the decision making activities must take place above this interface. This makes radio
resource management at |least partially the concern of the network layer.

We present here a model for decoupling air-interface specific aspects of radio resource management from
the problem of handover. This architecture then forms part of the boundary between the generic network
layer, and the air interface specific support:

?? The network layer provides information to the radio resource management (RRM) function, and
responds to commands from it.

?? The RRM function operates air interface specific algorithms, which may also be tailored to a specific
operational environment.

With this in mind, we can outline the following message flows at the MN and BAR as in Figure A2-9.
Note that flows over the air interface are shown only as primitives at the IP,W level (and in fact, only at
the IP,W control interface); these may be implemented over the air either as IP packet flows, or
specialised layer 2 flows.

14 Thisis different from UTRA’s macrodiveristy (which is also sometimes called soft handover). It requires the
transmissions from the two access points to be bit-aligned. It is expected that any such capability would be
implemented at Layer 2, because it istoo hard to do at the IP layer [15] (Note that thisimplies the two access
points involved are attached to the same BAR, and incidentally therefore does not fall within our definition of soft
handover)
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A2.2 Mobility Related Terminology

This section presentsthe IETF draft (work in progress) that has been submitted to the IETF Seamoby
working group.
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Thelist of Internet-Draft Shadow Directories can be accessed at: http://www.ietf.org/shadow.html.
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Abstract

There is a need for common definitions of terminology in the work tobe done around IP mobility. This
memo defines terms for mobility related terminology. It is intended as a living document for use by the
Seamoby working group, and especially for usein Seamoby drafts and in WGdiscussions.
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1. Introduction

This document presents a terminology to be used for documents and discussions within the Seamoby
Working Group. Other working groups may also take advantage of thisterminology in order to create a
common terminology for the area of mohility.

Some terms and their definitions that are not directly related to the IP world are included for the purpose
of harmonizing the terminology, for example, 'Access Point' and 'base station' refer to the same
component but 'Access Router' has a very different meaning. The presented terminology may not be
adequate to cover mobile ad-hoc networks.

The proposed terminology is not meant to ‘push’ new terminology. Rather the authors would welcome
discussion on more exact definitions as well as missing or unnecessary terms. Thiswork is a collaborative
enterprise between people from many different engineering backgrounds and so already presents a first
step in harmonizing the terminology.
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2. Definitions

2.1. Network Components

Note: The fundamental new concept to be introduced is that of the Access Network (AN) which supports
enhanced mobility. It is aworking assumption that to support routing and QoS for mobile nodes, we need
specialized routing functions (i.e. not OSPF or other standard IGPs) which are used to maintain

forwarding information for these mobile nodes as they change their points of attachment to the Access
Network, and these functions are implemented in IP routers with this additional capability. We can

distinguish three types of Access Network components: Access Routers (AR) which handle the last hop to
the mobile; Access Network Gateways (ANG) which form the boundary on the fixed network side and
shield the fixed network from the specialized routing protocols; and (optionally) other internal Access

Network Routers which may also be needed in some cases to support the protocols. The Access Network
consists of the equipment needed to support this specialized routing, i.e. AR/ANG/ANR.

Mobile Node (MN)

An IP node capable of changing its point of attachment to the network. The Mobile Node may have
routing functionality.

Mobile Host (MH)

A mobile node that is an end host. In this document we use the term Mobile Host, although the term
Mobile Node could be used in most, if not all, cases where a Mobile Node serves as a mobile router of
amobile network.

AccessLink (AL)
A last-hop link between a Mobile Host and an Access Router. That is, a facility or medium over which an

Access Point and alayer 2 wireless device attached to the Mobile Host can communicate at the link layer,
i.e., thelayer immediately below IP. The wireless device may be co-located with the Mobile Host.

Access Point (AP)

An Access Point is a layer 2 device which is connected to one or more Access Routers and offers the
wireless link connection to the Mobile Host. Access Points are sometimes called 3base stations’ or
3access point transceivers®. An Access Point may be a separate entity or co-located with an Access
Router.

Radio Cell

The geographical area within which an Access Point provides radio coverage, i.e. where radio
communication between a Mobile Host and the specific Access Point is possible. Adapted from [A2.21].
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Access Network Router (ANR)

An IP router in the Access Network. An Access Network Router may include Access Network specific
functionalities, for example, on mobility and/or QoS. This is to distinguish between ordinary routers and
routers that have Access Network-related special functionality.

Access Router (AR)

An Access Network Router residing on the edge of an Access Network and connected to one or more
Access Points. The Access Points may be of different technology. An Access Router offers IP
connectivity to Mobile Hosts, acting as a default router to the Mobile Hosts it is currently serving. The
Access Router may include intelligence beyond a simple forwarding service offered by ordinary IP
routers.

Access Network Gateway (ANG)

An Access Network Router that separates an Access Network from other I P networks. An Access Router
and an Access Network Gateway may be the same physical node. The Access Network Gateway |ooks to
the other IP networks like a standard | P router.

Access Network (AN)
An P network which includes one or more Access Network Routers.

Administrative Domain(AD)

A collection of networks under the same administrative control and grouped together for administrative
purposes. [A2.26]

Serving Access Router (SAR)

The Access Router currently offering the connectivity to the Mobile Host. This is usually the point of
departure for the Mobile Host as it makes its way towards a new Access Router (then Serving Access
Router takes the role of the Old Access Router). There may be several Serving Access Routers serving
the Mobile Host at the sametime.

Old Access Router (OAR)

An Access Router that offered connectivity to the Mobile Host prior to a handover. This is the Serving
Access Router that will cease or has ceased to offer connectivity to the Mobile Host.

New Access Router (NAR)

The Access Router that offers connectivity to the Mobile Host after a handover.
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Candidate Access Router (CAR)

An Access Router to which the Mobile Host may move next. A handover scheme may support several
Candidate Access Routers.

2.2. Reference Architecture

The following figure (Fig. 1) presents a reference architecture to illustrate the presented network
components. The figure presents two examples of possible AN topologies.
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Figure 1: Reference Network Architecture
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2.3. Handover Terminology

These termsrefer to different approaches to supporting different aspects of mobility.

- Roaming refers to a particular aspect of user mobility. Roaming is an operator-based term involving
formal agreements between operators that allows a mobile to get connectivity from aforeign network.
Roaming includes, for example, the functionality by which users can communicate their identity to the
local AN so that inter-AN agreements can be activated and service and applications in the MH's home
network can be made available to the user locally.

- Handover (also known as handoff) is the process involved when an active MH (in the Active State, see
section 2.4) changes its point of attachment to the network, or when such a change is attempted. The
access network may provide particular capabilities to minimize the interruption to sessionsin progress.

There are different types of handover classified according to different aspects involved in the handover.
Some of this terminology follows the description of [A2.22].

2.3.1. Scope of Handover

- Layer 2 Handover: When a MH changes APs (or some other aspect of the radio channel) connected to
the same AR's interface then a layer 2 handover occurs. This type of handover is transparent to the
routing at the IP layer (or it appears simply as a link layer reconfiguration without any mobility
implications).

- Intra-AR Handover: This is a handover which changes the AR's IP layer's network interface to the
mobile. This causes routing changes internal to the AR. The IP address by which the MH is reachable
does not change.

- Intra-AN Handover: When the MH changes ARs inside the same AN then this handover occurs. Such a
handover is not necessarily visible outside the AN. In case the ANG serving the MH changes, this
handover is seen outside the AN dueto achangein the routing paths. The IP address by whichthe MH is
reachable does not change. Note that the ANG may change for only some of the MH's data flows.

- Inter-AN Handover: When the MH moves to a new AN then this handover occurs. This requires some
sort of host mobility across ANs, which has to be provided by the external 1P core. Note that this would
have to involve the assignment of anew | P address to the MH.

2.3.2. Technologies and Network Interfaces

- Intra-technology Handover: A handover between equipment of the same technology.

Page 103



BRAIN D22/10

Manner et a Expires September 2001 [Page 6]
Internet-Draft Mobility Related Terminology March 2001

- Inter-technology Handover: A handover between equipment of different technologies.

- Horizontal Handover: from the IP point of view a horizontal handover happens if the MH conmunicates
with the AN via the same network interface; the network interface is the same before and after the
handover. A horizontal handover is typically also an intra- technology handover but it can be an inter-
technology handover if the layer 2 device attached to the MH can do a layer 2 handover between two
different technol ogies without changing the network interface seen by the IP layer.

- Vertical Handover: in a vertical handover the MH's network interface to the Access Network changes. A
vertical handover is typically an inter-technology handover but it may also be an intra- technology
handover if the MH has several network interfaces of the same type. That is, after the handover, the IP
layer communicates with the AN through a different network interface.

The different handover types defined in this section and in section 2.2.1 have no direct relationship. In
particular, aMH can do an intra-AN handover of any of the types defined above.

Note that the horizontal and vertical handovers are not tied to achangein the link layer technology. They
define whether, after a handover, the IP packet flow goes through the same (horizontal handover) or a
different (vertical handover) network interface. These two handovers neither define whether the AR
changes as aresult of a handover.

2.3.3. Handover Control

A handover must be one of the following two types (a):

- Mobile-initiated Handover: the MH is the one that makes the initial decision to initiate the handover.

- Network-initiated Handover: the network makes theinitial decision to initiate the handover.

A handover is also one of the following two types (b):

- Mobile-controlled Handover (MCHO): the MH has the primary control over the handover process.

- Network-controlled Handover (NCHO): the network has the primary control over the handover process.

A handover may also be either of these two types (c):

- Mobile-assisted handover: information and measurement from the MH are used to decide on the
execution of a handover.
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- Network-assisted handover: a handover where the AN collects information that can be used in a
handover decision.

A handover is also one of the following two types(d):

- Backward handover: a handover either initiated by the OAR, or where the MH initiates a handover via
the OAR.

- Forward handover: a handover either initiated by the NAR, or where the MH initiates a handover viathe
NAR.

The handover is also either proactive or reactive (e):

- Planned handover: a proactive (expected) handover where some signalling can be done in advance of
the MH getting connected to the new AR, e.g. building a temporary tunnel from the old AR to the new
AR.

- Unplanned handover: a reactive (unexpected) handover, where no signalling is done in advance of the
MH's move of the OAR to the new AR.

The five handover types (a-€) are orthogonal. Type 'c' may be present in a handover, the other types are
always present.

2.3.4. Simultaneous connectivity to Access Routers

- Make-before-break handover (MBB): During a MBB handover the MH can communicate
simultaneously with the old and new AR. This should not be confused with "soft handover" which relies
on macro diversity.

- Bresk-before-make handover (BBM): During a BBM handover the MH does not communicate
simultaneously with the old and the new AR.

2.3.5. Performance and Functional Aspects

- Handover Latency: Handover latency is the time difference between when a MH is last able to send
and/or receive an |P packet by way of the OAR, until when the MH is able to send and/or receive an |P
packet through the NAR. Adapted from [A2.22]

- Smooth handover: A handover that aims primarily to minimize packet loss, with no explicit concern for
additional delaysin packet forwarding.

- Fast handover: A handover that aims primarily to minimize delay, with no explicit interest in packet
loss.

- Seamless handover: The absolute reference definition for a seamless handover is one in which there is
no change in service capability, security, or quality. In practice, some degradation in service isto be
expected. The definition of a seamless handover in the practical
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case should be that other protocols, applications, or end users do not detect any change in service
capability, security or quality, which would have a bearing on their (normal) operation. See [A2.21] for
more discussion on the topic.

2.4. Micro diversity, Macro diversity, and I P diversity

Certain air interfaces (e.g. UTRAN FDD mode) require or at least support the concepts of macro diversity
combining. Essentially, this refers to the fact that a single MH is able to send and receive over two
independent radio channels (‘diversity branches) at the same time; the information received over different
branchesis compared and that from the better branch passed to the upper layers. This can be used both to
improve overall performance, and to provide a seamless type of handover at layer 2, since a new branch
can be added before the old is deleted. See also [A2.20].

It is necessary to differentiate between combining/diversity that occurs layer 1/2 (physical and radio link
layers) where the relevant unit of data is the radio frame, and that which occurs at layer 3, the network
layer, where what is considered isthe | P packet itself.

In the following definitions micro- and macro diversity refer to L1/L2 and IP diversity refersto L3.

- Micro diversity is the term used for the case where, for example, two antennas on the same transmitter
send the same signal to areceiver over aslightly different path to overcome fading.

- Macro diversity takes place when the duplicating / combining actions take place over multiple APs,
possibly attached to different ARs. This may require support from the network layer to move the radio
frames between the basestations and a central combining point.

- IP diversity means the splitting and combining of packetsat the IP level.

2.5. Mobile Host States and M odes

Mobile systems may employ the use of MH states in order to operate more efficiently without degrading
the performance of the system. The term 'mode' is also common and means the same as 'state'.

A MH isawaysin one of the following three states:
- Active State is when the AN knows the MH's SAR and the MH can send and receive |IP packets. The
AL may not be active, but the radio layer is able to establish one without assistance from the network

layer. The MH has an | P address assigned.

- Idle State is when the AN knows the MH's Paging Area, but the MH has no SAR and so packets cannot
be delivered to the MH without the
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AN initiating paging.

- Detached State is when the MH is in neither the Active nor Idle State. The MH does not have an IP
addressfrom the AN.

- Paging is a procedure initiated by the Access Network to move an Idle MH into the Active State. Asa
result of paging, the MH establishes a SAR and the IP routes are set up.

- Location updating is a procedure initiated by the MH, by which it informsthe AN that it has moved into
anew paging area.

- A Paging Area is a part of the Access Network, typically containing a number of ARsS/APs, which
corresponds to some geographical area. The AN keeps and updates alist of al the Idle MHs present in the
area.

If the MH is within the radio coverage of the area it will be able to receive paging messages sent within
that Paging Area.

Note: in fact, as well as the MH being in one of these three states, the AN also stores which state it
believesthe MH isin. Normally these are consistent; the definitions above assume so.

2.6. User, Personal and Host Mobhility

Different sorts of mobility management may be required of a mobile system. We can differentiate
between user, personal and host mobility.

- User mobility: refersto the ability of a user to access services from different physical hosts. This usually
means, the user has an account on these different hosts or that a host does not restrict users from using the
host to access services.

- Personal mobility: complements user mobility with the ability to track the user's location and provide
the users current location to allow sessions to beinitiated by and towards the user by anyone on any other
network. Personal mobility is also concerned with enabling associated security, billing and service
subscription authorization made between administrative domains.

- Host mohility: refers to the function of allowing a mobile host to change its point of attachment to the
network, without interrupting IP packet delivery to/from that host. There may be different sub-functions
depending on what the current level of service is being provided; in particular, support for host mobility
usually implies active and idle modes of operation, depending on whether the host has any current
sessions or not. Access Network procedures are required to keep track of the current point of attachment
of all the MHs or establish it at will. Accurate location and routing procedures are required in order to
maintain the integrity of the communication. Host mobility is often called ‘terminal mobility'.
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2.7. Macro and Micro Mobility

Macro and micro mobility refer to host mobility in wide and local geographical area. Correspondingly,
macro- and micro-mobility management refer to the scope of protocol operations in mobility
management.

- Macro mobility refers literally to 'mobility over a large ared. This includes mobility support and
associated address registration procedures that are needed when a mobile host moves between IP
domains. Inter-AN handovers typically involve macro-mobility protocols. Mobile-IP can be seen as a
means to provide macro mobility.

- Micro mohility refers to 'mobility over a small area. Usually this means mobility within an IP domain
with an emphasis on support for active mode using handover, although it may include idle mode
procedures also. Micro-mobility protocols exploit the locality of movement by confining movement
related changes and signalling to the access network.
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6. Appendix A - Examples

Thisappendix provides examples for the terminology presented.

A.1Mohility

Host mohility is logically independent of user mobility, although in real networks, at least the address
management functions are often required to attach the host to the network in the first place. In addition, if
the network wishes to determine whether access is authorized (and if so, who to charge for it), then this
may be tied to the identity of the user of the terminal.

An example of user mobility would be a campus network, where a student can log into the campus
network from several workstations and still get his/her files, emails, etc. services automatically.

Personal mobility support typically amounts to the maintenance and update of some sort of address
mapping database, such as a SIP server or DNS server; it is also possible for the personal mobility support
function to take a part in forwarding control messages between end user and correspondent rather than
simply acting as a database. SIP is a protocol for session initiation in IP networks. It includes registration
procedures which partially support personal mobility (namely, the ability for the network to route a
session towards a user at alocal | P address).

Personal mobility has been defined in [A2.23] as "the ability of end users to originate and receive calls
and access subscribed telecommunication services on any terminal in any location, and the ability of the
network to identify end users as they move. Personal mobility is based on the use of a unique personal
identity (i.e., personal number)."

Roaming, in its original (GSM) sense, is the ability of a user to connect to the networks owned by
operators other than the one he has a direct formal relationship with. More recently (e.g. in data networks
and UMTS) it also refers to the fact that the 'foreign' network may still be able to provide user-customized
services, e.g. QoS profilesfor specific applications.

HAWAII, Cellular IP, Regional Registration and EMA are examples of micro mobility schemes, with the
assumption that Mobile IPis used for macro mobility.

WLAN technologies such as IEEE 802.11 typically support aspects of user and host mobility in a
minimal way. User mobility procedures (for access control and so on) are defined only over te air
interface (and the way these are handled within the network is not further defined).

PLMNSs (GSM/UMTS) typically have extensive support for both user and host mobility. Complete sets of
protocols (both over the air and on
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the network side) are provided for user mobility, including customized service provision. Handover for
host mobility is also supported, both within access networks, and also within the GSM/UMTS core
network for mobility between access networks of the same operator.

A.2 Handovers

A hard handover is required where a MH is not able to receive or send traffic from/to two APs
simultaneously. In order to move the traffic channel from the old to the new access point the MH abruptly
changes the frequency/timeslot/code on which it is transmitting and listening to new values associated
with anew access point.

A good example of hard handover is GSM where the mobile listens for new base stations, reports back to
the network the signal strength and identity of the new base station(s) heard. When the old base station
decides that a handover is required it instructs the new base station to set up resources and, when
confirmed, instructs the mobile to switch to a new frequency and time slot. This sort of hand over is
called hard, mobile assisted, network initiated and backward (meaning that the old base station is
responsible for handling the change-over).

In a TDMA system, such as GSM, the hard hand over is delayed until the mobile has moved well within
the coverage of the new base station. If the handover threshold was set to the point where the new base
station signal exceeded the old then there would be a very large number of handovers as the mobile
moved through the region between the cells and radio signals fluctuated, this would create a large

signalling traffic. To avoid this a large hysteresis is set, i.e. the new base station must be (say) 10dB
stronger for handover to occur. If the same was done in W-CDMA then the mobile would be transmitting
a powerful signal to the old base station and creating interference for other users, since in CDMA
everyone else's transmissions are seen as noise, thus reducing capacity. To avoid this soft handover is
used, giving an estimated doubling in capacity.

Support for soft handover (in a single mode terminal) is characteristic of radio interfaces which also
require macro diversity (bi-casting) for interference limitation but the two concepts are logicaly
independent.

A good example of soft handover is the UTRAN FDD mode. W-CDMA is particularly suited to soft
handover because of the design of the receivers and transmitters: typically arake receiver will be used to
overcome the multi-path fading of the wide-band channel. Rake receivers have a number of so-called
fingers, each effectively separate detectors, that are tuned to the same signal (e.g. spreading code) but
delayed by different times. When the delay times are correctly adjusted and the various components
properly combined (this is micro diversity combining) the effect of multi-path fading is removed. The
rake receiver can also be used to detect signals from
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different transmitters by tuning the fingers to different spreading codes. Soft handover isused in UTRAN
FDD mode to also increase capacity.

Every handover can be seen as Context -aware Handovers. In PLMNSs the context to be fulfilled is that the
new AP can accommodate the new mobile, for example, the new GSM cell can serve the incoming
phone. Lately, the notion of Context-aware Handovers has been enlarged by, for example, QoS-aware
handovers, meaning that the handover is governed by the need to support the QoS-context of the moving
mobilein order to keep the service level assured to the user of the MH.

A.3 Diversity combining

In the case of UMTS it is radio frames that are duplicated at some point in the network (the serving RNC)
and sent to a number of Node Bs and, possibly via other (drift) RNCs. The combining that takes place at
the serving RNC in the uplink direction is typically based on some simple quality comparison of the
various received frames, which implies that the various copies of these frames must contain identical
upper layer information. The serving RNC also has to do buffering to take account of the differing time of
flight from each Node B to the RNC.

A.4 Miscellaneous

In a GPRYUMTS system the Access Network Gateway node would be the GGSN component. The ANG
can provide support for mobility of hosts, admission control, policy enforcement, and Foreign Agent
functionality.

When presenting a mobile network topology, APs and ARs are usually pictured as separate components.
This is the case with GSM/GPRS/UMTS presentations, for example. From the IP point of view APs are
not directly visible. An AP should only be seen from the MH's or AR's IP layer as a link (interface)
connecting MHs to the AR.

When the mobile moves through the network, depending on the mobility mechanism, the OAR will
forward packets destined to the old M Hs address to the SAR which currently servesthe MH. At the same
time the handover mechanism may be studying CARs to find the best NAR where the MH will be handed
next.

Note that when a network includes IP-over-1P tunnels, we need to be very careful about which IP routing
and | P address we are discussing.
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Manner et al Expires September 2001 [Page 17]

Internet-Draft Mobility Related Terminology March 2001
Full Copyright Statement
Copyright (C) The Internet Society (2000). All Rights Reserved.

This document and translations of it may be copied and furnished to others, and derivative works that
comment on or otherwise explain it or assist in itsimplementation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any kind, provided that the above copyright
notice and this paragraph are included on all such copiesand derivative works. However, this document
itself may not be modified in any way, such as by removing the copyright notice or referencesto the
Internet Society or other Internet organizations, except as needed for the purpose of developing Internet
standardsin which case the procedures for copyrights defined in the Internet Standards process must be
followed, or asrequired to translate it into languages other than English.

The limited permissions granted above are perpetual and will not be revoked by the Internet Society or its
SUCCEeSSOrs or assigns.

This document and the information contained herein is provided on an

"ASIS' bassand THE INTERNET SOCIETY AND THE INTERNET ENGINEERING TASK FORCE
DISCLAIMS ALL WARRANTIES, EXPRESS OR IMPLIED, INCLUDINGBUT NOT LIMITED TO
ANY WARRANTY THAT THE USE OF THE INFORMATION HEREIN WILL NOT INFRINGE
ANY RIGHTSOR ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESSFOR A
PARTICULAR PURPOSE.
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A2.3 BRAIN —UMTS Interoperation

In this section of the annex we will look in much more detail at that summarised in the similarly titled
section of the short report. The layout of this more detailed look will attempt to follow that of the short
report but provide some backup for the statements made. All references to handover in this section of the
report refer to vertical handover between two networks.

A231 Coupling

We have identified three types of coupling that can be used; ‘no-coupling’, ‘loose coupling’ and ‘tight
coupling’ there are a number of variations that can be applied nh the their implementation, most
noticeably in the tight-coupling approach.

A2311 No Coupling

This approach assumes that the operators of the UMTS and BRAIN networks share no resources at all to
accomplish a handover some higher level network functionality is required this could be provided by a
third operator/service provider or be provided by one of the two network operators. This higher level
network functionality could be an implementation of MIP HA or a SIP based solution. Shown in Figure
A2-10isan overview of how this architecture would look.

! service Provider

Operator 1 :

leesy | [euc]

‘ Operator 2

|SGSN| §|BAR|§
o wnt B |

Figure A2-10: The No Coupling Architecture.

The no coupling approach will demonstrate a slower handover as path update and control messages will
need to propagate to higher levelsin the network, then in the other coupling approaches. The advantage
of the no coupling approach is its flexibility and independence from a single operator. A subscriber can
choose who provides each part of the service portfolio they have.

L ets consider an example of how the SIP based solution could provide for terminal mobility:

A23.1.1.1 An Example of SIP Terminal Mobility in a no-coupling architecture.

Using SIP at a higher layer in the network structure can provide terminal mobility [A2.27]. This is
achievable when you consider Terminal Mobility to only be a special case of personal mobility. Terminal
Mobility could occur at two different times and the solutions for this can be different.

Out of call terminal mobility is achieved by the standard use of SIP and a redirect or proxy server. When
the terminal moves it updates the registry of its SIP proxy or redirect server with its new location. It

public address is that which the SIP server recognises and redirects the Caller to the new location of the
user.

In call terminal mobility is achieved by sending an invite message to the CN with the updated contact and
session description. This can be seen in Figure A2-11.
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Figure A2-11: Call flow for SIP terminal mobility during HO between UM TS & BRAIN networks.

Lets assume the terminal is registered with both a BRAIN and a UMTS network. The MN registers its
current location with its SIP server (1) which acknowledges this (2). When the CN calls the user
{INVITE: SIP:david.higgins@sip.com} (3) the SIP server respond with the current location {302: Moved
temporarily Contact: SIP:david.higgins@umts.com} (4). The CN sends a new invite {INVITE:
SIP:david.higgins@umts.com} (5), the MN acknowledges {200: OK} (6) and communications can take
place (7). The MN now wants to use the BRAIN network it send anew invite to the CN with the new
contact and session description {INVITE: SIP: CN@other.net Contact: SIP:david.higgins@brain.net} (8)
CN acknowledges {200: OK} (9) and communications on the new link can occur (10). The MN can
close the old connection {Bye} (11) the link stops (12) and the CN acknowledges {200: OK}. When they
have finished the MN send Bye on the new link (14) which again is acknowledged (15). The actual SIP
messages have been abbreviated in this example but the essence is there.

A2.3.1.2 L oose Coupling

In the loose coupling scheme the operators of both networks could still be different however use of the
same AAA subscriber databases for both networks occurs e.g. for functions such as hilling and
management. This form of coupling can exhibit the same problems in that the information during
handover needs to be passed to high levels of the network thus incurring time/speed penalties. The
integration of billing etc however provides significant advantages to both the operators and the subscriber.
The subscriber would get only one bill outlining the costs for all access and would also get a consistent
type of customer service. For the operator the advantages are less equipment, reduced costs and the
retention of customers. This however is why in this case the operators are likely to the same of both
networks or trusted partners, those with whom, close working is already in place.

The loose coupling is mainly related to security and there are two basic approaches to integrating the
BRAIN security requirements with the 3G system. One is to map the BRAIN authentication message
exchanges that would take place over the air interface (as defined by 1P2W) onto equivalent messages
that would typically be used to exploit the presence of a SIM/USIM. This requires that the authentication
protocol is sufficiently generic to support these messages and ties the strength of the authentication to the
quality of the 2/3G security architecture and implementation, on the other hand, it does provide the best
integration with the HLR, although the benefit only arises when the same SIM/USIM is used in al the
terminals belonging to the subscriber concerned. The other method allows the use of any authentication
protocol, typically an extensible protocol such as PPP EAP or IEEE 802.1x, and links the security
exchange directly to the operator's authentication and billing system, typically using a backhaul protocol
such as RADIUS to do so. Here, the level of integration is lower, but there is more flexibility in
deployment and reduced risk of incompatibility between the authentication exchange message sequence
and the requirements of the SIM/USIM system.
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However keeping in sight the experience of the user, with the exception of inter-system handover
performance, the loose coupling approach would be able to add the same type of IP multimedia
applicationsto the end user as any of the tight coupling applications. Thetechnical differenceisthat these
IP multimedia applications will not be built on the standard UMTS bearer services, but something else
(whatever bearer services the QoS team eventually choose to provide); however, this difference should
not be visible to the end user. The practical difference is therefore that HIPERLAN/2 - UMTS handover
will beless smooth, and joint management of the radio resource by the operator will be harder.

A2313 Tight Coupling.

When considering tight coupling when the two networks are integrated such as to share part of the core
network resources, in UMTS there are two levels at which this can occur: Access via the GGSN and
access viathe SGSN shown inFigure A2-12.

\

GGSN GGSN
[ BAN [ BAN
SGSN| | BMG[™] BAR SGSN[ WU [{ BMG[™{ BAR
@ - -> @ @ _____________ > @

@ (b)

FigureA2-12: TheTight Coupling Architecture (a) Accessviathe GGSN; (b) Accessviathe SGSN.

It isimportant to consider that with tight coupling there will be affects on the core network. One of these
is that the BRAIN network will support considerably higher bit rate services then would be expected on
the UMTS network therefore the core network and in the two proposed methods of tight coupling GGSN
or GGSN & SGSN respectively would need to be uprated to be able to cope with the increased demands
placed upon them.

The interworking between BRAIN and UMTS shall not put any new requirements on the network to MN
interface for pure BRAIN terminals. This means that full interworking is needed between UMTS and
BRAIN protocol (control and user data protocols) in case (b) above. With a tight integration between
GGSN and BM G thisinterworking can be simplified (see further below).

Let’s consider these two cases of tight coupling.

A2.3.1.3.1 Tight Coupling (access via GGSN)

As can be seen in Figure A2-12 (a) one way of tight coupling is for the BRAIN network to have access
viathe GGSN. This means that UMTS and BRAIN micro mobility as well as internal protocols can be
kept separately. The advantage of tight coupling must be to reduce the handover time, as propagation of
update messages does not need to go as far up the network hierarchy. The network from the GGSN must
be able to sustain the higher bit rates expected from the BRAIN access technol ogies.

The Figure A2-13 indicates a possible solution. Observe that a tight integration between BMG and GGSN
aswell asbetween AAA and HLR can be possible and thereby simplifying the interworking.
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Figure A2-13 Tight Integration at GGSN and HLR lewl

A2.3.1.3.2 Tight Coupling (access via SGSN)

In this case shown in Figure A2-12(b) and Figure A2-14 the tight coupling is achieved by the BRAIN
network having access via the SGSN, this means the BAN is effectively a new UMTS Access network.
Thisimplicates an lu interface isrequired at the output of the BM G thiswill necessitate an IWU.

The interworking function (IWU) shown would be co-located with the BMG, or possibly an enhanced
integrated BMG, which looks like an RNC to the UM TS core network (thisis discussed further below).

A full mapping between BRAIN and UMTS protocols will be needed assuming that the MN to BAR
interface is completely in line with BRAIN and that the interface between IWU and SGSN is completely
in line with the UM TS specification.

Corporate

Access .
Server/HA

SGSN#  GGSN/FA

Figure A2-14: BRAIN Accessto UM TSviathelu interface (viaSGSN)

Figure A2-15 shows the UMTS bearer concept with the HIPERLAN/2 access integrated. The UMTS
Bearer is not changed in respect to the different radio interfaces. The Radio Access Bearer (RAB) must be
adapted to the new, underlying Distribution Network (DN) Bearer which represents transport within the
BAN, and the HIPERLAN/2 (H/2) Bearer. Both these bearers pass through the BAR, which is
represented in the diagram as a HIPERLAN/2 Access Point.
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Figure A2-15: Adapted UM TS Bearer Concept

However, if a HIPERLAN/2 based radio access network is connected via the lu interface, an Interworking
Unit (IWU) is needed to exchange the packets between the BRAIN network and UMTS. The task of the
IWU is similar to a Radio Network Controller (RNC) in UTRAN. It has to relay the Iu bearer service on
the core network side to the distribution network bearer service on the other side. This includes an
appropriate location and mobility management for the MNs in the HIPERLAN/2 coverage area. As
depicted in Figure A2-16, the HIPERLANY/2 distribution network is provided by the BAN infrastructure,
where the BARs bcated at HIPERLAN/2 access points (or access point controllers) operate at the IP
level.

M BRAIN mobili MN
AR ISP/Server
IWU
el
IP Relay \K}('g
IPCL IPCL UDP
—1BAN| |BAN B

H/2 H/2 |proto proto
(DLC/ (DLC/cols cols AALS
MAC) MAC) ATM GGSN P L2

11 % L1 T L, r

GTP-
L1
MN UDP
1P 1P 1P L2
AALS
s L2 L2
SGSN | ATM
el
SNDCP o \CS}VG/TP_ w |l u N e
LLC LLc LUoP
LLC Rela:
RLC - S BSSG =
P
RLC |BSSGP| pRS , UMTS

MAC MAC | FR FR PS CN

L1 L1 L1 L1 L1

Figure A2-16: BRAIN — UMTS Protocol Stacks (user plane)

The Internet Protocol (IP) will be used to transfer packet switched data over the lu interface as well asin
the core network. The GPRS Tunnelling Protocol (GTP) on top of this transport |P layer provides a
tunnelling service through the core network till the access network and encapsul ates the user data, as also
depicted in Figure A2-16. Hence, if |P datagrams are transmitted on user level, two IP layers exist in the
packet-switched architecture within the core network.

With such tight coupling the speed of handover will be increased. This form of design is could be ideal
for some operators asit allows for a core | P structure common to their networks and prevents duplication.
Thistrend towards convergence would be then easier if further convergence with different technologiesis
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required. Againitwill be essential that all parts of the core network can cope with the expected higher bit
rates.

A23.14 Conclusionson Coupling

To aid clarity in the distinction between the different tight coupling options and the loose coupling option
these can be seen in Figure A2-17. The Layer 2 mobility has to interoperate with layer 3 mobility in BAN
in the tight coupling via the SGSN; this does not have to be the case in the tight coupling viathe GGSN;
and the BRAIN ISP represents the loose coupling.

AAA
RAIN/ ISIF’_'_"—.,I

RAR Bi

Figure A2-17: Combined View of all BRAIN Public Access Alter natives

For completeness we dhould mention that an alternative view of tight coupling would be to have the
GGSN below the BMG in a network integration where the UMTS is seen as an alternative access
technology on the BRAIN network. This is currently not being considered by ETSI but would be an
aternative that might suit an operator without legacy UMTS infrastructure, or an operator whom has
BRAIN dominant network. This is an unlikely approach to be adopted initially by an existing mobile
operator.

We can concluded in the short report on the issue of coupling by looking in summary at the effect on
some of the characteristics of the coupling schemes that have been detailed, see Table A2-1. These
characteristics are now discussed in more detail in the following sections.

Characteristic/ No-Coupling L oose Tight Coupling Tight Coupling
Coupling Coupling (GGSN) (SGSN)
Handover Speed | Slowest aslongest | Faster as Faster Fastest
path update route shorter updates
Security Unknown Good Good Good
Context Transfer | Slowest Faster Faster Fastest
Operators Ideal for Trusted Single/Trusted Thiswould really be
independent Partners Partners for asingle operator
and isacomplex issue
with regardsto its
applicability in all
cases,
QoS Complete Complete Some Minimal Renegotiation
Renegotiation Renegotiation | Renegotiation
Triggersfor Could comefroma | Could come Will comefrom Will come from
handover number of sources | from externa current network current network or MN
outside of the and internal or MN
. + ndaioel .
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current network. sources
WU Not required AAA-HLR AAA-HLR Full interaction
(Interworking interaction interaction between BRAIN and
Unit) UMTS protocols

Table A2-1: Summary of Coupling vs. Characteristics.

A2.3.2 Other |ssues/ Discussions

A number of issues related to the interoperation of BRAIN and UMTS networks have been considered
and discussed during the work of this activity these will be looked at here. Some of these areas have had
more consideration than others, also some have not reached a conclusion however the state of discussion
will beincluded.

A2321 Triggers

We consider what conditions would trigger a handover to or from a BRAIN network from or to a non-
BRAIN network. These can be classified under four areas:

BRAIN Network Centric
Terminal Centric
Non-BRAIN Network Centric
CN Centric

Looking at each of these some of these have relevance only for a particular type of coupling this is thus
indicated.

A2.32.1.1 BRAIN Network Centric

These are triggers that are started by the BRAIN network, this does not mean that the BRAIN network
will control handover this may still be the MN it isjust that the network has provided the trigger. These
triggers will only occur whilst the mobile is on the BRAIN network. These triggers could occur in any of
the coupling methods mentioned

?? Lack of bandwidth or resources demanded force handover
?? No(or Poor) service coverage

?? User profilerelated e.g. match to a profile attribute requesting that handled viaUM TS connection

A2.3.2.12 Terminal Centric

These ae triggers that the terminal might initiate. These triggers could occur whilst on the BRAIN or
Non-BRAIN network. Again these triggers could occur in any of the coupling methods outlined,

however in the case of tight-coupling the case of handover due to future demand would be judged on the
case of the capabilities of the radio access rather than the network.

?? Better deal on other network for type of communications, probably set in the user profile of the
terminal.

?? User Initiated handover will in turn be triggered from the terminal .

?? Detected radio interface need e.g. signal strength. Although this could be network triggered as the
terminal will be capable of detecting multiple networks this choice could be terminal triggered.

?? Based on future demand e.g. about to send large file go to best network to sustain, again this is
probably set in the user profile of theterminal.

A2.3.2.1.3 Non-BRAIN Network Centric

Triggers that are started by the Non-BRAIN network, this does not mean that the non-BRAIN network
will control handover this may still be the MN it is just that the non-BRAIN network has provided the
trigger.

?? Paging request received on other network for terminal. This would only occur in the no-coupling or
loose coupling approaches and would assume that the terminal is simultaneously registered on both
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networks. Then if in Idle mode on the other network the paging message would still be sent if any
direct traffic to the terminal in the other network is received which could trigger handover.

?? Data waiting on other network and now in range. Thisagain is specific to the no-coupling and loose
coupling approaches, in the case where content is waiting on another network when the mobile
movesin to range of the network and receives a paging signal.

A23.214 CN(Correspondent Node) Centric

Note: This could be the SIP proxy of the user outside of the BRAIN network. This could occur in any of
the coupling methods however is most likely to occur in the no-coupling case.

?? Datamatched to profile indicates that other accessis better

?? Paging Request specific to other access

?? CN knows that its demands can only be meet on other interface
?? CNison the other network and prefers same network connection

?? CN isadmin on other network, authentication should be on the other network.

A2.3.2.1.5 Summary

These are just some of the triggers that may start or prompt for handover between a BRAIN and non-
BRAIN network. As has been indicated some of these triggers will only apply in some of the coupling
methods.. A tightly integrated approach will lead to a reduced numb er of triggers as parts of the networks
such as paging and admin are tightly integrated. The adoption of a SIP solution in the no coupled
solution could also be intelligent so as to reduce signalling E.g. directing traffic to the currently active
network.

A2322  Security

The issue of security in handover is important for any operator and subscriber; each of the coupling
methods outlined has different security characteristics. In general it could be stated that the tighter the
level of integration the greater the security retention is. In the no coupling case the security provisioning
for each of the network is independent and hence there will need to be the creation of new security
contexts between the MN and the network. In the case of the tightly coupled and loose coupling
approaches the security contexts between the MN and the network may not need to be remade. The other
key issue isif any security contexts between the MN and any CN can be retained, thisis unlikely in the
no-coupling approach. Unfortunately thisis an issue that we have not been able to study in detail .

A23.2.3 Context Transfer

When referring to context transfer in this section we are only using the term Context Transfer in the
generic sense, e.g. any context information (QoS etc) relating to the current session that needs to be
transferred between the two networks. The BRAIN is aready looking on the context transfer issue within
the BAN (see sections on Mobility Management and QoS) however this work is not completed. To this
extent it is to early to consider it in detail between 2 networks. The conclusions however is that any
information that does need to be passed would have alonger path in some of the coupling method, hence
the relative comments in Table A2-1. This issue of context transfer will be important in the future and
should be considered as an outstanding issue for future work.

A2.3.24 Operators

The different forms of coupling are important it would be wrong to conclude that one method is the only
way. The choice of coupling method is likely to be based on the background of the operator. Obviously
it would be impossible to consider all the possible backgrounds of operators but they could be classed in
to two rough categories, those who come fromalegacy UMTS background and those whom are BRAIN
oriented. There are further possible distinctions with the rel ative independence of the network operators.

With the no-coupling approach the two operators can be completely independent thisis the only coupling
option that allows this. As the coupling gets tighter the level of independency is reduced. In the tight
coupling casesit isonly really feasible that a single operator is running both networks.

Lets consider the legacy UMTS operators viewpoint they will have aready invested in a UMTS based
network and want to get the most value out of their existing infrastructure, this will be an evolutionary
view rather than a revolutionary. To this end a tight integration would be ideal as it would enable to
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operator to provide increase services to the user without a clear differentiation of aspects of service. It
also allows for the operator to keep close control of their customers.

Lets consider the BRAIN oriented operator viewpoint this is someone whom is unlikely to have alegacy
UMTS network, then the restrictions placed tight integration within a UMTS dominated network may not
make sense. This is where either we will see a loose coupling or no-coupling approach (the traditional
Internet view different service providers, freedom to build your own service portfolio). Other aternatives
would be for atight integration but with the UMTS being tied into the BRAIN network core structure, the
aternative tight coupling talked about in section A9.1.4. Thiswill require further studies.

A2325 QoS

When vertical handover occurs between two different access technologies with very different capabilities
it is unlikely that the same level of QoS will be experienced. Indeed this could be one of the drivers for
the vertical handover in the first place. The issue with the QoS is how much of the QoS contexts would
need to be renegotiated this is probably dependent on the amount of commonality between the old and
new paths. Hence at high level more renegotiation is likely to be needed in the non-coupled approach.
QoSissuesin general are discussed in detail in the QoS section of the report.

A2.3.26 Dependency to UM TSreleases.

The couplings shown here are assuming a R99 based UMTS network however standardisation already
exists for parts of R4/R5 releases of UMTS these head towards an all-IP network which will look very
different to that considered in this document. Indeed further releases post-R5 are likely to be IP based as
far as possible. The handover issues discussed here have not been considered for such networks however
with a native IP interface the type of coupling would look much more like the loose-coupling or no-
coupling approach.

A23.2.7 Openissuesfor futurestudies.

We have, whilst considering the subject of interworking come across alot of things that need and indeed
it would be interesting to study further. These issues may be studied further within the MIND project.
The areas where further consideration is necessary are:

?? The behaviour and complexity of tight coupling below the SGSN.

?? What are the alternatives for coupling with the BRAIN network being dominant, and what would this
mean.

How will future UMTS rel eases affect the couplings outlined.
What isthe user experiencein the different coupling cases, e.g. the level of seamlessness.
Simulations to show the handover performance for the different cases.

To what extent can single mode BRAIN terminals connect to the BAN in the tight SGSN case.

33 3 33

What coupling cases would suit different types of operator, this has been started but is a complex
task.

A233 BRAIN - UMTS Interoper ation References

[A2.27] “Mobility Support using SIP", Elin Wedlund & Henning Schulzrinne; 2" ACM/IEEE Int Conf
on wireless and mobile multimedia (WoWMoM’ 99) Seattle, Washington, August 1999.
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A2.4 Security

A24.1 Introduction

Terminal mobility induces several types of threats due to the ability of the mobile to connect to different
foreign networks. Indeed, when it is away from home, the terminal (which is basically a computer with
programmable capabilities) can behave as an atacker or as a victim of the other terminals connected to
the access network. Moreover, a third party computer may exploit the fact that the terminal may be
roaming to steal itsidentity and perform an attack on the home network.

One of the main tasks of the BAN isto provide security features enabling trusted use of the terminal. For
instance, its quite obvious that the BAN will have to be able to operate AAA (Authentication,
Authorisation, Accounting).

This section provides a discussion of security requirements for the BAN. First it lists the security
objectives that can be expected by a BRAIN network operator, and also an end user. Then, it describes
current AAA schemes defined in IETF and their integration within BRAIN (this is consistent with
security constraints for Mobile IP given in[A2.28]). The next subsection describes the trust relationships
that are required between different components of the architecture. The final subsection focuses on the
security functions to be supported by the BAR (BRAIN Access Router).

A24.2 Security Objectives
This section details security issues specific to the support of the mobility on IP network. These are
intended to apply to any IP (micro/macro)-mobility protocol.

A24.21 Confidentiality

All transferred data will be protected to the same level of confidentiality or higher as the home network.
All mobility management information will be protected from any unauthorised disclosure, whether in
transit or storage at any point in the network. The operators can protect packets they forward on behalf of
their users by encrypting this traffic during exchanges with other operators, although true user data
security is best assured independently using end-to-end techniques such as I PSec.

Special treatment should be applied for the air interfaces which are very prone to monitoring.

A24.22 Integrity

All transferred data and databases will be protected against any unauthorised modification or deletion.
This is particularly important when exchanging information related to users' accounts and locations. It
must al so be possible to prove the integrity of datafor non-repudiation purposes.

Consequently, the integrity of the following exchanged data should be checked:

?? AAA databetween AAA infrastructures elements

?? Mobility data (for instance binding update for Mobile IPv6) between the mobile and its home
network and its correspondents.

A24.23 Authentication

All network elements (nodes and clients) and network users will have associated authenticators that can
be directly and unambiguously attributed to those elements and users. We assume that the home network
would normally authenticate all information (packets) before alowing these to enter its internal network,
in order to protect thisinternal network and its users, although thiscannot be enforced by the BAN itself.

The BAN should be able to authenticate the MN or the user itself before the BAR provides IP
connectivity to the MN.

A2424  Authenticity

The operators must make sure that al its stored information is authentic. The operators must be able to
verify the authenticity of users requiring their services. This does not necessarily mean that the operators
must authenticate the user directly (which would mean that the identity of the user is revealed to the
operator in question).
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A2425  Availability

All information, resources and network services will be protected against DoS (Denial of Service)
attacks.

The operator must provide services to its users according to a given policy. In general users should have
rights giving them a guaranteed access to the services which they have paid for.

Moreover, a malicious MN (or a MN which has failed to authenticate) should not be able to flood the
mobility management equipment of the BAN with malicious packets (for instance, attempt to create large
numbers of sessions).

A2.4.2.6 Authorised Access
An operator must ensure that users are authorised to access the services that they require.

Users that have subscribed to services on their home network should be able to access these services at
the visited operator (for example in case of roaming). This requires that the operator is able to get some
kind of authorisation from the visitor’'s home network, or another trusted party.

All operators must ensure that all claimsto access confidential data are requested by those authorised to
do so before granting access to thisdata.

A24.2.7 Accountability

All network user actions will be directly and unambiguously attributable to those users responsible. The
operator must make sure the users can be held accountable for their use of resources (see AAA subsection
below).

A2.4.2.8 L ocation privacy

Correspondent hosts might be able to get information on the location of the MN. For instance, the care of
address includes the BAN (or more generally foreign network in the case of MIP) prefix. If a
correspondent is able to map the prefix to a physical network (for example, a specific BAR), it could also
deduce the geographical location of the MN. A MN must be able to hide its (current or past) location
from any correspondents.

In addition, signalling over the air interface which includes the identity of a user (e.g. implicitly by
reference to a MN’s home address) should be encrypted to prevent air interface monitoring being used to
identify users. An alternative is to ensure such signalling (e.g. in paging messages) uses temporary
identifiers only, and not a user’s permanent identity.

A2.4.3 AAA

Authentication, Authorised access and Accountability from the previous list are known as AAA. The
Internet Engineering Task Force has defined the global architecture of the AAA for Mobile IP. At the
moment, the most probable IETF candidates for the AAA protocol are DIAMETER [A2.29], RADIUS
[A2.30] or COPS[A2.31].

A2.431 Basic AAA Modd

Within the Internet, a client belonging to one administrative domain, the home domain, often needs to use
resources provided by another administrative domain, the foreign network.

An agent in a foreign domain, the attendant, being called on to provide access to a resource by a mobile
user, is likely to request or require the client to provide credentials which can be authenticated before
accesses to resources are permitted. The attendant often does not have direct access to the data needed to
complete the transaction. Instead, the attendant is expected to consult an authority (typically in the same
foreign domain) in order to request proof that the client has acceptable credentials. Since the attendant
and the local authority are part of the same administrative domain, they are expected to have security
relationships that enable them to securely transact information locally, or are minimally assumed to be
ableto dynamically establish a security association which will persist for the required lifetime.

The loca authority (AAAL) itself may not have enough information stored locally to carry out the
verification for the credentials of the client. In contrast to the attendant, however, the AAAL is expected
to be configured with enough information to negotiate the verification of client credentials with external
authorities. The local and the external authorities should be configured with sufficient security
relationships and access controls so that they, possibly without the need for any other AAA agents, can
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negotiate the authorisation that may enable the client to have access to any/all request resources. In many
typical cases, the authorisation depends only upon secure authentication of the client’s credentials. The
basic relationship between client, attendant, and AAA agentsis shown in Figure A2-18.

AAAL AAAH

—] Home Domain
_ =
- =]
[ =
-
— ]
i I |
Cllent 100000~ AAAL: Local Authority
Attendant AAAH: Home Authority

Access Domain

Figure A2-18: Basic AAA Components

Once the authorisation has been obtained by the local authority and the authority has notified the
attendant about the successful negotiation, the attendant can provide the request resources to the client.
Credentials allowing authorisation at one attendant should be unusable in any future negotiations at the
same or any other attendant.

There might be many attends for each AAAL, and there might be many clients from many different
Home Domains. Each Home Domain provides an AAAH that can check credentials originating from
clients administered by that Home Domain.

As an example in today Internet, we can cite the deployment of RADIUS (Remote Authentication Dia In
User Service) to allow mobile computer clients to have access to the Internet by way of alocal ISP. The
ISP wants to make sure that the maobile client can pay for the connection. Once the client has provided
credentials (e.g. identification, unigque data and an secure signature), the ISP checks with the client’s
home authority to verify the signature and to obtain assurance that the client will pay for the connection.
Here, the attendant function can be carried out by the NAS, and the local and home authorities can be
RADIUS servers, with all communication between attendant and AAA agent done using the RADIUS
protocol.

From the description we can identify several requirements:
?? Eachlocal attendant has to have a security relationship with the local AAA server (AAAL).

?? The local authority has to share, or dynamically establish, security relationships with external
authorities that are able to check the client credentials (between AAAL and several AAAHS).

?? The attendant has to keep state for pending client request while the local authority contacts the
appropriate external authority15.

?? Since the mobile node may not necessarily initiate network connectivity from within its home
domain, it must be able to provide complete, yet secure credentials without ever having been in touch
with its home domain.

15 The amount of state to be kept depends on the protocol used. However, even relatively stateless protocols (such as
RADIUS) still require state to be kept at the attendant end.
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?? Since the mobile node’'s credentials have to remain secure, intervening nodes (e.g. including the
attendant, the local authority (AAAL) and any other intermediate nodes) must not be able to store
any information which may enable them to reconstruct and reuse the credentials.

From this last requirement we can see the reasons for the natural requirement that the client has to share,
or dynamically establish, a security relationship with the external authority in the Home Domain.

In addition to the requirements listed above, we specify the following requirements which derive from
operational experience with today’ s roaming protocols:

?? There are scenarios in which an attendant will have to manage requests for many clients at the same
time.

?? Theattendant must protect against replay attacks.

?? The attendant equipment should be as inexpensive as possible, since it will be replicated as many
times as possible to handle as many clients as possible in the foreign domain.

?? Attendants should be configured to obtain authorisation from atrusted local AAA server (AAAL) for
Quality of Service reguirements requested by the client.

In this section we will detail additional requirements based on issues discovered through operational
experience of existing roaming RADIUS networks. The AAA protocol MUST satisfy these requirements
in order for providers to offer a robust service. (These requirements have been identified by TR45.6 as
part of their involvement with the Mobile | P working group.)

?? Support areliable AAA transport mechanism.

- There must be an effective hop-by-hop retransmission and failover mechanism so that reliability
does not solely depend on end-to-end retransmission

- This transport mechanism will be able indicate to an AAA application that a message was delivered
to the next peer AAA application or that atime out occurred.

- Retransmission is controlled by the reliable AAA transport mechanism, and not by lower layer
protocols such as TCP.

- Even if the AAA message is to be forwarded, or the message’ s options or semantics do not conform
with the AAA protocol, the transport mechanism will acknowledge that the peer received the AAA
message.

- Acknowledgements should be allowed to be piggybacked in AAA messages

- AAA responses have to be delivered in atimely fashion to prevent timeouts and retransmissions.

?? Transport a digital certificate in an AAA message, in order to minimise the number of round trips
associated with AAA transactions The certificates could be used by foreign and home agents to
establish an IPSec security association to secure the mobile node’ s tunnelled data. In this case, the
AAA infrastructure could assist by obtaining the revocation status of such a certificate (either by
performing online checks or otherwise validating the certificate) so that home and foreign agents
could avoid a costly online certificate status check

?? Provide message integrity and identity authentication on a hop-by-hop (AAA node) basis

?? Support replay protection and optional non-repudiation capabilities for all authorisation and
accounting messages.

?? Support accounting via both bilateral arrangements and via broker AAA servers providing
accounting dearinghouse and reconciliation between serving and home networks. There is an
explicit agreement that if the private network or home ISP authenticates the mobile station requesting
service, then the private network or home ISP network also agrees to reconcile charges with the
home service provider or broker. Real time accounting must be supported. Timestamps must be
included in all accounting packets.

We place the following additional requirements on the AAA services in order to satisfy the clients that
programmed to receive some |P-specific resources during the initialisation phase of their attempt to
connect to the Internet.

?? Either AAA server must be able to obtain, or to co-ordinate the allocation of, a suitable | P address for
the customer, upon request by the customer.
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?? AAA servers must be able to identify the client by some means other than its | P address.

A24.3.2 Basic BRAIN Architecture

As the BRAIN architecture and mobility protocols are not completed, we assume for this document that
the basic mobility architectures relies on Mobility Agents such as it is done in Mobile IP as well asin
current micro-mobility drafts (Cellular 1P, HAWAII, HMIPv6...). Thus, we consider that a Mobility
Agent is located in the Home Domain and aware of the current location of the MN. This Mobility Agent
is apure functional entity which may be included in a server which is not Mobile IP compliant, if later the
BRAIN macro-mobility is not based on Mobile IP protocol. We consider also that terminal mobility is
handled inside the BAN and specifically that the BAR which is the first router seen by a MN implements
key features supporting mobility withinthe BAN.

Then, different mobility schemes can be mapped on this generic approach, such asfor example:
?? Basic Mobile IPv4 and v6.

?? Mobile IPv6 and extensions such asHMIP

?? MobilePv4 + use of CCOA where the FA functions are quite limited

?? HAWAII which is closed to MobilelPv4 + CCOA and introduces per host forwarding in the local
domain.

?? Cellular IPwhich isdesigned to be used with Mobile IP for macro-mobility handling.
?? Other micro/macro mobility schemes not specifically based on Mobile IP.

MNs require specific features from the AAA services, in addition to the requirements already mentioned
in connection with the basic AAA functionality and what is needed for 1P connectivity. For instance the
AAA services must provide

?? Cryptographic material for air interface ciphering,

?? Authentication for home registration.

For application to BRAIN, we modify the general model. The main adaptation is that the Attendant
functions are handled by the BAR.

I

AAAL AAAH

—
»

Air Interface
L0

BAR Mobility Agent

Client

BRAIN Access Network Home Domain

Figure A2-19: AAA Modd Adapted to BRAIN
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In the AAA Basic model the initial AAA transactions are handled without needing the home agent.
However, in BRAIN, we must accept that the access request also has to be processed by the remote
AAAH server, possibly in conjunction with the Mobility Agent. These are therefore implicitly involved in
the AAA procedures along with the BAR, although the BAR does not have direct visibility of this.

This means that during the initial access, something has to happen that enables the Mobility Agent and
the BAR to perform subsequent access and registration, but thisis just the set-up and authorisation of |P
traffic from the MN. After the initial registration, the AAAH and AAAL would not be needed, and
subsequent registrations would only follow the lower control path between the BAR and the Mobility
Agent; these are seen by the BAR as pure | P flows.

In particular, note that this allows macro mobility protocols to continue to evolve rapidly in the Internet,
without impact on the security architecture for devices at the level of the BAR (of which there could be
hundreds of thousands in the world). This is why it is convenient also to have all the ‘higher level’
security functions running between the AAAL and other servers, which are mainly transparent to the
BAR.

We propose that if it is required to some kind of optimised combined access and mobility registration
procedure, that this should be implemented as additional functions within the AAAL. This alows the
function to configured centrally and made dependent on subscriber database information. It should be
possible to implement such functionality in arelatively generic and ‘future proof’ fashion (e.g. “when
receiving an access request from user X from domain Y, invoke procedure Z [which might be some kind
of registration procedure]”). The functions of this type within the AAAL should be able to exploit any
standard current or future protocols from fixed | P networks.

After the initial registration, the mobile node is authorised to continue using the local mobility protocol
implemented in the BAN without requiring further involvement by the AAA Servers. Thus, the initial
registration will probably take longer than subsequent registration. However, note that while the MN
remains attached to the BAN it is able to retain the same IP address (according to the general BRAIN
architecture) so it may be that no further registrations are needed anyway. Registrations may only be
needed for soft-state refresh in the macro mobility protocol (but then these are not time critical).

In order to reduce this extra time overhead as much as possible, it is important to reduce the time taken
for communications between the AAA servers. A mgjor component of this is the delay induced by the
time taken to cross the wide-area Internet that is likely to separate the AAAL and the AAAH. This leads
to a further strong motivation for integration of the AAA functions themselves, as well as integration of
AAA functions with the initial registration. In order to reduce the number of messages that cross the
network for initial registration of a MN, the AAA functions in the BAN (AAAL) and the home network
(AAAH) need to interface with the BAR and the home agent to handle the registration message. Latency
would be reduced as a result of initial registration being handled in conjunction with AAA and the
mobility agents. Another way to reduce latency as to accounting would be the exchange of small records.

The AAA home domain and the ‘mobility’ home domain of the MN need not be part of the same
administrative domain. Such a situation can occur if the home address of the MN is provided by one
domain, e.g. an ISP that the mobile user uses while at home, and the authorisation and accounting by
another domain, e.g. a credit card company. The BAR sends only the authentication information of the
mobile node to the AAAL, which interfaces to the AAAH. After asuccessful authorisation of the mobile
node, the BAR is able to continue with the mobile registration procedure. Such a scheme introduces more
delay if the access to the AAA functionality and the mobility protocol is serialised. However this situation
might be avoided in the BRAIN model.

All needed AAA and mobility registration functions should be processed during a single Internet
crossing. This must be done without requiring AAA serversto process protocol messages sent to HA and
BAR. The AAA serversmust identify the BAR and the HA and security associations necessary to process
the mobility registration, pass the necessary registration data to those Mobility Agents, and remain not
involved in the routing and authentication processing steps particular to mobility registration.

For Brain, the AAAL and the AAAH servers have the following additional general tasks:
?? Enable authentication for mobility registration (TBD see above)

?? Authorise the MN to use at least the set of resources for minimal mobility and connectivity
functionalities, plus potentially other services requested by the MN.

For instance, the MN must be able to

?? have access to the air interface and understand informational broadcast from the BAR (e.g.
Router Advertisement, Challenge data for authentication, etc...)
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?? should be ableto talk to the BAR in order to initialise the AAA authentication.

But before registration and authentication are performed, the MN must not be able to
?? communicate with other node than the BAR (e.g. other MN, or equipment "behind" the BAR)

?? Initiate accounting for service utilisation

?? Use AAA protocol extensions specifically for including mobility registration messages as part of the
initial registration sequence to be handled by the AAA servers (TBD see above).

In order to enable subsequent registrations, the AAA servers must be able to perform some key
distribution during the initial registration process from any particular administrative domain.

A2.4.3.3 BRAIN with Local Home Agents

It isalso possible the HA belocated inthe BAN. Aslong asthe MN can get an address routable within
the current BAN (beit publicly, or privately addressed) it can use the local mobility protocol to roam
inside that domain, calling the BAN on which it booted (or attached) itstemporary home. Thisaddressis
likely to be dynamically allocated upon request by the MN.

In such situations, when the client is willing to use a dynamically allocated |P address and does not have
any preference for the location of the home network (either geographical or topological), the local AAA
server (AAAL) may be able to offer this additional allocation service to the client. Then, the home agent
will be located in the local domain, which is likely to be offer smaller delays for new Mobile IP
registrations. Apart from the changes in the AAAL, this scenario has no impact on the remainder of the
BAN security architecture.

A2.4.3.4 Broker Model

In the previous configurations, the local and the home authority have to share trust. Depending on the
security model used, this configuration can cause a quadratic growth in the number of trust relationships,
asthe number of AAA authorities (AAAL and AAAH) increases.

A broker may play the role of a proxy between two administrative domains which have security

associations with the broker, and relay AAA messages back and forth securely. Alternatively, a broker
may also enable two domains with which it has associations, but which do not themselves have a direct
association, in establishing a security association, thereby bypassing the broker for carrying the messages
between the domains. This may be established by virtue of having the broker relay a shared secret key to
both the domains that are trying to establish secure communication and then have the domains use the
keys supplied by the broker in setting up a security association. However, the redirection broker will

usually require a copy of authorisation messages from the home domain and accounting messages from

the serving domain, in order for the broker to determine if it is willing to accept responsibility for the
services being authorised and utilised. If the broker does not accept such responsibility for any reason,

then it must be able to terminate service to a MN in the serving network. In the event that multiple
brokers are involved, in most situations all brokers must be so copied. This may represent an additional

burden. Though this mechanism may reduce latency in the transit of messages between the domains after
the broker has completed its involvement, there may be many more messages involved as a result of

additional copies of authorisation and accounting messages to the brokers involved. There may also be
additional latency for initial access to the network, especially when a new security association needsto be
created between AAAL and AAAH (for example, from the use of ISAKMP). These delays may become
important factors for latency- critical applications.
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Figure A2-20: AAA Brokers

The following requirements come mostly from brokers in the particular case of authorisation for roaming
dial-up users.

?? alowing management of trust with external domains by way of brokered AAA.

?? accounting reliability. Accounting datathat traverses the Internet may suffer substantial packet loss.
Since accounting packets may traverse one or more intermediate authorisation points (e.g., brokers),
retransmission is needed from intermediate points to avoid long end-to-end delays.

?? End-to-end security. The Local Domain and Home Domain must be able to verify signatures within
the message, even though the message is passed through an intermediate authority server.

?? Since the AAAH in the home domain MAY be sending sensitive information, such as registration
keys, the broker MUST be able to pass encrypted data between the AAA servers.

A2.4.35 Fagt Handover

Since the movement from coverage area to coverage area may be frequent in BRAIN networks, it is
imperative that the latency involved in the handoff process be minimised. After initial authorisationin a
domain, further authorisations should be done locally within the local domain. When a MN moves into a
new foreign subnet as a result of a handover and is now served by a different BAN, the AAAL in this
domain may contact the AAAL in the previous domain to verify the authenticity of the MN.
Alternatively, there is nothing to stop a single AAAL being shared across different BANs of the same
administration.

A24.4 Trust relationship

A24.4.1 Dynamically established SA

The MN and the different BRAIN equipments must share trust relations. For instance, these relations can
be instantiated as security associations (SA) of the IPSec model. Thus they are not only shared secrets but
also data structures indicating the cryptographic algorithms, the algorithms parameter, the key life time of
therelation.

Because of the huge number of MNs and BARs it is not realistic to consider a preconfigured SA between
each MN and BAR. Consequently, these entities should be able to automatically establish SA. The IETF
Internet Key Exchange protocol (IKE) can provide such a service. However, the BRAIN entities have to
be ableto prove their identities to each other through a certificate. A consequence on the radio link is that
it is not possible to cipher the data at the radio level all thetime. The radio link will be ciphered only once
the SA has been set up.
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Alternatively, we could consider that the dynamic SA runs end-to-end between the MN and AAAL,
which eliminates the need to re-establish the SA on handover. In this alternative, the AAAL must be able
to remotely configure the BAR so asto allow/disallow access from agiven MN.

Note that here we are relying on air interface encryption only weakly in this case; the stronger security
requirements for AAA (in particular, mutual authentication) require the type of security services provided
by IPSec. Air interface encryptionisused if at al only to enhance things such as location privacy.

Considering the AAA model, any pair of AAAL and AAAH must be able to dynamically set up an SA. If
a broker is used, the AAA entities must share a static SA with the broker and these SAs will be use to
build the direct SA between them.

A2.4.4.2 Reconfigured SA

Some of the SAs of the BRAIN Architecture do not need to be dynamically established. Dynamic
establishment of SAs should be avoided as often as possible because of the delay induced by this kind of
exchange. For instance, thisisthe case of the SA between the MN and its HA.

The BAR and the AAAL, if located on the same BAN, can also share a preconfigured SA as well as the
AAAH and the HA.

A2443 Global relationship
Figure A2-21 gives the trust relations between the BRAIN security entities

AAAB

Air Interface

Client
BAR Mobility Agent

BRAIN Access Network Home Domain

=

Figure A2-21: Security Associations

SA1 is the most obvious trust relation. However, some mobility protocols like Mobile 1Pv6 include a
mechanism for a mobile to dynamically learn the address of its home agent. In this situation, SA1 is no

longer static but must be dynamic.

The Broker is not required if the AAAL and the AAAH know each other. In this case, SA5 and SA6 are
not needed because SA4 is already set up. If the broker is required, the SA4 set up is based on the SA5
and SA6.
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SA7 isdynamically established after the BAR has checked the identity of the MN with the AAAL (which
forwards the authentication to the AAAH). For optimisation reason, the mobility registration should be
performed simultaneously with the SA7 establishment. SA7 will also be used by the BAR (or the radio
access points) and the MN to cipher the data transmitted on the radio link. It must be pointed out that the
establishment of SA7 also enablesthe MN to authenticate the BAR. This authentication avoid some kinds
of attacks based on the introduction of malicious BS aiming at stealing the packets sent by the MN to the
BAN.

A245 BAR Security Functions

The BAR plays a major role in the security of the mobility. The BAR is the first equipment in “direct
view” with the UE. Consequently, during the connection phase, it has to be involved in all the
authentication, registration, configuration services for the BAN and the MN. This means either that the
BAR itself controls these procedures, or that the procedures take place with an other entity (like the
AAAL), which isthen able to set security controlsin the BAR, as discussed above.

A245.1 Protecting the BAN

The BAR is the only screen in front of the BAN that can protect it. Intruders willing to get access to the
BAN through the air interface must be stopped by the BAR.

When aMN connects to the radio access points the only connection the MN is allowed to perform iswith
the air interface of the BAR. Any connections with a machine beyond the BAN side interface of the BAR
must be prohibited. The default configuration of the BAR must be to block any packet from the air
interface to the BAN interface. If the MN authentication succeeds, a routing and an ARP (or neighbour
discovery) cache entries must be open in the BAR. However it is possible that the authentication succeeds
but the MN does not have rights to have access to the full Internet. In this case the routing table of the
BAR should be configured in accordance with those rights.

A2452 Challenging

In order to allow the MN to present credential to the AAA, the BAR must send challenge to the MN. The
MN must respond with the signed challenge. It signs the challenge with its private key and adds its
identity (and possibly its certificate). Depending on radio bandwidth management, the challenge can be
regularly broadcast on the radio link or be sent to the MN on request.

A2453 Forwar ding credential and mobility registration

The BAR must forward the credentials to the AAAL. In the generic AAA model the BAR plays the role
of the attendant.

For optimisation reasons, it is preferable that the mobility registration be send in the same packet as the
authentication material. If this optimisation is enabled, the registration must be sent to the AAAL with the
credentials. (TBD see above.)

A2.454 Provide confidentiality on theair interface

Once this authentication/registering procedure is computed by the AAA/HA, the BAR and the MN should
establish an SA, for instance with IKE.

This SA should be use to authenticate packet from and to the MN but also to provide confidentiality on
theradiolink (i.e. ciphering). This ciphering may be performed at IP level or radio level.

A2.4.6 Encryption on theradio link

A246.1 Available security devices
Layer 3 security (IPSec):

The IETF requires that any IPv6 node must also implement IPSec. Considering other Brain working
group recommendations, it seems now that IPv6 will be mandatory in Brain. Consequently we can
assume that 1PSec is available on every Brain node. Moreover, it is reasonable to assume that 1PSec can
based its authentication and session key exchange on asymmetric keys.

Layer 2 security:

In paralel, the L2 may have its own security module. For instance a HIPERLAN/2 node is able to
authenticate and encrypt. Here we should assume that L2 authentication and encryption is based on a
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secret key (This is the weaker assumption, so it is the most reasonable. It has consequences on roaming.
Remark: in GSM, there is only one secret key that can be used for authentication and to derive a session
key for encryption. )

Asaresult, the data can be encrypted on theradio link at two different layers: L2 or L3.

However, it seems inefficient to encrypt twice (once for each layer). So if it is possible, one of the layers
should be preferred.

A24.6.2 Which security device should be preferred?

As far as we know, no radio network standards require data ciphering and authentication over the air with
IPSec, whereas a L2 radio access could require the radio link to be encrypted, for instance if GSM

security is used at L2. Consequently, the following table sums up the different situations that should be
taken into account for the security analysis. Global security refers to the security rules resulting from the
conjunction of the security policy of the Mobile and the one of the BAN. Of course these policies must be
sound and consistent, otherwise the security cannot be applied (e.g., aMN requires encryption while the
APforbidsit).

Global security Global security does not
requires encryption| requires encryption of the
of theradio link radio link

L2 encryption is mandatory UseL2encryption | UseL2 encryption
L2 encryption moduleisavailable | Use L2 encryption | Do nothing for air
but encryption is optional *) encryption
L2 does not implement any Use|PSec Do nothing for air
encryption encryption

Table A2-2: Security rules

(*) This choice is almost arbitrary. However, if L2 can do encryption without authentication (e.g. : with a
Diffie-Hellman algorithm), L2 encryption is more efficient.

A2.4.6.3 Defining a global security policy

In order to express their security needs the MN and the BAN nodes should embed a Security Policy
Database (SPD). These databases are a list of security rules targeting L2 or L3 security. This Brain SPD
could be defined by the constructor, the operator, and could be completed by user applications or by the
user himself.

For instance, the APs could mandate that the mobile nodes must connect through them with L2
encryption. Considering that the different Brain operators could have different level of security
requirement, it cannot be assume than the SPD on the BAN depend only on the radio technology.

A246.4 How can | PSec be used?
1) The user is able to cipher all its connections with all its correspondents. In this case end-to-end
encryption also guarantees radio ciphering.

2) One of the correspondents does not want to cipher. In this case Brain must provide the MN with a
tunnel end point located in the BAN. Which node should play thisis not clear today and depends on
the Mobility Management protocol implemented on the BAN.

A2.4.65 Impact of IPSec ciphering on hand-over

In the case the MN has an end-to-end encrypted tunnel with all its correspondents, nothing special hasto
be done while hand-offs. In the case the MN uses a Brain-Tunnel end point, it may happen that the end-
point has to be moved. This question cannot be solved here, it depends on the MM protocol.

A2.4.6.6 Impact of L2 ciphering on hand-over

When a MN hand-offs from a AP to an other AP, the new AP has to get the secret key that will enable it
to continue the encryption/decryption of the MN data. This can be achieved in two ways: the new AP
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retrieves the key from the key database or the old AP transfers it to the new AP. Thefirst solution istime
consuming in the case the key database is not located on the BAN (roaming). The second solution needs
an efficient context transfer protocol.

A2.4.6.7 Impact of L2 ciphering on the IP2W interface

?? The L2 must give information (e.g.: MN identity, L2 encryption enable, L2 encryption mandatory,
etc...) to L3 and to the security policy module management. The AP and the MN security module
must behave according to 1.2: start L2 key retrieval, start IPSec, skip encryption.

?? For roaming as for hand-over, APs have to get the secret key from an other node of the BAN (old AP
or database). This key can be transferred scurely over the IP layer using an 1PSec tunnel for
instance. But the AP stack must be able for downward the key from L3 to L2.

Remark: The L2 authentication management can be done similarly to L2 encryption.

Remark: It is up to IPSec to deal with VPN and end-to-end encryption. The L2 secret key should not be
used for another purpose than for authentication and encryption on the air.

A2.4.7 Authentication between the MN, the BAN and the home networ k

A24.71 Authentication at L3

L2 authentication is not sufficient: the MN authenticates the Network but the authentication is not
mutual. The authentication of the BAN to the MN is not possible at L2 because the MN cannot retrieve
the secret key of the BAN if it is roaming (it would need a connection to get this key and it needs to
authenticate to set up the connection). Mutual authentication can ensure the mobile it does not connect to
afase AP.

As aresult, the L2 link must be established first (this may require L2 authentication and L2 encryption)
and then the mobile must authenticate to the BAN, the Home Network and finally perform the home
registration. In parallel, the BAN can authenticate to the MN.

A2.4.7.2 What to do if authentication fails?

If one of the authentications of the MN to the BAN fails, the BAN must be able to disconnect the MN or
at least limiting the use of the resources by the MN. For instance, with current ISP connections, if the
authentication fails, the modem of the ISP hangs up. Brain networks should be able to do something
smilar:

?? If the AP can brake the L2 connection, then it must do it.

?? If the AP can't brake the L2 connection (e.g. IEEE802.11), then the closest Brain Router to the MN
should stop al the IP connections of the MN. This way, the MN can’t use the BAN. However this
would not prevent the MN from doing some attacks like Denial of Service on the radio interface or
intrusion on other MNs connected to the same access point.
According to the Brain architecture reference model, this role is play by the BAR. In the AAA
terminology, this entity is called the attendant (see D2.1 for a global description of AAA for mobile
networks)

A2.4.7.3 How to do the authentication?

A24.73.1 MN - BAN

To authenticate efficiently, anode A sends arandom challenge to anode B. B signsthis challenge with its
own key and send theresult to A, then A checks the signature:

?? Inthe secret key case, A signs the challenge and compares it with the result transmitted by B. If they
are equal the authentication succeeds

?? Inthe public key case, A applies the public key of B to the result it has received and checks that it
getsthe challenge.

This technique gives the replay protection and should be used for the mutual authentication between the
BAN and the MN. If the chalenge can be send trough IP2W immediately after the L2
authentication/encryption took place (thanks to a special primitive to be defined) it should be done.
Otherwise the challenge should be broadcast by the BAN over the air regularly or request by the MN.
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The MN can send its challenge to the BAN (piggybacked) during its own authentication phase.

A2.4.7.3.2 MN —HA

The authentication with the HA is done by checking the-AH of the binding update and binding
acknowledge messages.

A248 How to get the material to sign/check: keys, certificates, etc...?

The MN has now way to get extra material when it connects: the link is not established so it can’t useiit.
We focus on the authentication of the mobile to the BAN.

A2.4.8.1 AtL3

The BAR should delegate the key retrieval to a dedicated node: the AAAL. This node can check the
validity of the MN authentication and controls the attendant (the BAR). It ordersit to authorise or refuse
the connection. If the AAAL doesn’t have the necessary information on the MN, it can consult a server on
the home network of the mobile (AAAH). This is useful if the MN is roaming or if the BAN does not
match a Brain administrative network.

A2.4.8.2 AtL2

Today, it is not clear if the AP can also delegate the L2 authentication to the AAA architecture as well.
However, the trust link between the AAAL and the AAAH could be used to retrieve the keying materia.
For instance in GSM when the MN is roaming, the BTS get a triplet (challenge, response, session key)
from the Home Locator Repository of the "home network”. The secret key of the MN is never transmitted
on the network.

A249 Security References
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A2.5 Diversity Combining and Soft Handover Support

Certain air interfaces (eg. UTRAN FDD mode) require or at least support the concepts of soft
handover/macro diversity combining.

Essentialy, this refers to the fact that a single MN is able to send and receive over two independent radio
channels (‘diversity branches') at the same time; the information received over different branches is
compared and that from the better branch passed to the upper layers. This can be used both to improve
overall performance, and to provide a seamless type of handover at layer 2, since a new branch can be
added before the old is deleted.

Where diversity combining takes place entirely within the lower layers, thisis not considered further here.
(Sometimes, this is referred to as ‘micro diversity’.) However, where diversity branches run through
different BARS, a combining point must be available within the AN itself.

A25.1 Background

A hard handover is required where a mobile node is not able to receive or send traffic to two base-stations
simultaneously. In order to move the traffic channel from the old to the new base-station the mobile node
abruptly changes the frequency/timeslot/code on which it is transmitting and listening to new values
associated with a new basestation. A good example is GSM where the mobile listens for new base
stations, reports back to the network the signal strength and identity of the new base-station(s) heard.
When the old base station decides that a hand-over isrequired it instructs the new base-station to set up
resources and, when confirmed, instructs the mobile to switch to a new frequency and time slot.

This sort of hand-over is called hard, mobile assisted, network initiated and backward (meaning that the
old basestation is responsible for handling the change-over). Figure A2-22 shows a typical GSM hand-
over.

MS MS
Old BSS MSC New BSS

Handover Required|

Handover Request

Handover Request Ack

Handover Commanpl

Handover Command

<

Handover Access

Handover Detect

| Clear Complete ,

Figure A2-22: GSM Handover

A soft handover is possible when a mobile node can receive/transmit traffic/data to more than one base-
station. A good example of soft handover is the UTRAN FDD mode. W-CDMA is particularly suited to
soft handover because of the design of the receivers and transmitters: typically a rake receiver will be
used to overcome the multi-path fading of the wide-band channel (Figure A2-23). Rake receivers have a
number of so-called fingers, each effectively separate detectors, that are tuned to the same signal (i.e.
spreading code) but delayed by different times. When the delay times are correctly adjusted and the
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various components properly combined (this is micro-diversity combining) the effect of multi-path fading
is removed. The rake receiver can also be used to detect signals from different transmitters by tuning the
fingersto different spreading codes.
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= ’
Power
Narrower Band Signal
Time

Figure A2-23: Diversity Combining

Soft hand-over isused in UTRAN FDD mode to increase capacity. In a TDMA system, such as GSM, the
hard hand-over is delayed until the mobile has moved well within the coverage of the new base-station. If
the handover threshold was set to the point where the new base-station signal exceeded the old then there
would be avery large number of handovers as the mobile moved through the region between the cells and
radio signals fluctuated — this would create alarge signalling traffic. To avoid this, alarge hysteresisis set
—i.e. the new basestation must be (say) 10dB stronger for hand-over to occur. If the same was done in
W-CDMA then the mobile would be transmitting a powerful signal to the old base-station and creating
interference for other users — since in CDMA everyone else's transmissions are seen as noise- thus
reducing capacity. To avoid this soft handover is used, giving an estimated doubling in capacity.
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Figure A2-24: Soft Handover
A25.2 Macro and Micro diversty.

It is necessary to differentiate between combining/diversity that occurs layer 1/2 (physical and radio link
layers), and that which occurs at layer 3 — the network layer. Here we use the term micro-diversity
combining for the case where, for example, two antennas on the same transmitter send the same signal to
areceiver over aslightly different path to overcome fading. As far as the network layer is concerned this
isinvisible.

Macro diversity takes place when the duplicating / combining actions take place over multiple base
stations. This requires support from the network layer to move the radio frames between the base stations
and a central combining point — the soft hand-over of UMTS described above falls into this category. In
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the case of UMTS it is radio frames that are duplicated at some point in the network (the serving RNC)
and sent to a number of Node Bs and, possibly via other (drift) RNCs. The combining that takes place at
the serving RNC in the uplink direction is typically based on some simple quality comparison of the
various received frames, which implies that the various copies of these frames must contain identical
upper layer information. The serving RNC also has to do buffering to take account of the differing time of
flight from each Node B to the RNC.

The term IP diversity is used to mean the splitting and combining of packets at the IP level. Now it can be
argued that UTRAN diversity combining is realy taking place at a lower layer, dnce it is radio frames
that are being split and that these carry only fragments of the layer 3 PDUs (as well as other control
information from within layers 1 and 2). Indeed, in the UMTS standards, diversity combining is modelled
architecturally as a physical layer function even though it is placed at the serving RNC.

A253 Macro-diversity in BRAIN

Thefirst point to make regarding soft handover and BRAIN isthat we are unlikely to want to support soft

handover for HIPERLAN/ 2:

?? HIPERLAN/2 uses OFDM and TDMA to divide the spectrum and so there will be little advantage, in
terms of extra capacity, to providing soft handover. There may be some penalty to using a GSM —
style hard-handover, but this appears the simplest solution.

?? HIPERLANY/2 transmitters and receivers will require significant modification to support soft-
handover. A multiple branch receiver would be required for one. This would be a high frequency
component and, as such, would likely push up the cost of the card. In addition we are aiming to only
change the DL C and convergence layer of HIPERLAN/2 if at all possible.

Further study is needed by WP3 to determine if micro-diversity combining might help to overcome
shadowing/fading in the kind of environments we envisage. The trade-off between the lost capacity taken
up by the multiple signals and the gain by greater reliability needsto be investigated.

The next major issue is whether we would want to support other access technologies that require soft

handover and macro-diversity. There are two possible approaches to this.

?? One approach is that this is a layer 2 issue and that the responsibility to split/combine and deliver
with accurate timing the up and down signalsis alayer 2 specific problem. After al, the network and
lower layers are supposed to be independent but supporting soft handover at the network layer (IP)
might require different timing tolerances/splitting points for different technologies. Imagine trying to
support two different layer 2 technologies, both requiring soft hand-over support— they might require
different timing tolerances and have different splitting/combining points, necessitating a relatively
complex signalling protocol to set it up.

This view that would say that adding UMTS to the BRAIN access network would be a case of taking
IP down to the RNCs - i.e. the BRAIN Access Routers are RNCs — and leaving the macro-diversity
to the specialised, ATM-based, RAN. Thereis no attempt to integrate the IP layer.

?? The second approach is to take IP all the way down to the transmitters — i.e. the BARs are the Node
B equivalents and transmit directly with no layer 2 links between them. This is much more attractive
in that it reduces the need for a specialised RAN and makes all the network elements just routers —
the BARs just having radio cards. Thiswould fit much better with the BRAIN access network design
but is difficult technically as outlined in the following section.

A254 Why | P diversity combining isdifficult

In this section we look at the difficulties and disadvantages of supporting soft handover at the IP layer in
the BAN, thisis further discussed in a recent IETF draft [A2.32]. In order to support soft handover at the
IP layer several features would be required to be added to the BAN (Figure A 2-25):
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Figure A2-25: Possible Diversity Combining in the BRAIN

Synchronised timing: One of the requirements of the diversity combining is that the different bit streams
arrive simultaneously at the combining point, in the network or terminal, typically within 580ms in
UTRAN, and the relative jitter between the various streams is very low. In the UTRAN FDD mode the
radio frames are carried by ATM to avoid introducing jitter. Using IP an ATM-like jitter guarantee would
be required and something like IntServ would be needed to set up the priority paths. Buffers would be
needed at the mobile, BWRs and the cross-over router to allow this synchronisation. In addition there
would have to be a synchronised time across the BAN and a mechanism for discovering the delays across
the various hops in order to deliver the synchronised bit streams at the combining points. It might well be
possible to integrate this information within a micro-mobility management protocol. For example if this
was tunnel based — like Mobile IP — the timing and quality information could be included within the
encapsulation header or in an extension header, in the way that 1PSec Authentication Headers are added.

A splitting protocol : In the downlink direction there is a requirement for a router to duplicate packets and
send them to multiple destinations—the BARs in the active set of the mobile. No current routing protocol,
with the exception of multicast protocols, achieve this. Running a local multicast routing within the BAN
is possible, indeed it is one of the proposed micro-mobility protocols, but, for example HAWAII and
Cdlular 1P would require modifications. Even running a loca multicast there are issues such as how fast
the protocol can converge. Note that it would not be necessary to have a multicast group per terminal —a
multicast address could be associated with a particular group of BARSs and the host associated with this
particular set. This approach would probably be easier to integrate with some micro-mobility protocols.

Traffic differentiation: In order for diversity combining to work all traffic (that requires soft handover)
must be treated as real time — even best effort 1P packets must be delivered from the splitting point to the
terminal with minimal jitter. This is obviously will decrease network efficiency but if it is not done then
the best effort traffic will contribute a very significant noise increase — and capacity decrease —in a
CDMA system like UMTS. However, note that the network inefficiencies in Node B — RNC
communication (i.e. the requirement for al traffic to be low jitter and real-time) are inherent in the
diversity combining requirement and nothing to do with the use of ATM or IP per se.

A combining protocol: The multiple up-streams of IP packets, from the various basestations in the
active set, must rendezvous at a router somewhere in the BAN, be recognised as part of the same
transmission and all sent to a layer 2 entity for combining. The difficulty is in deciding where the cross
over router should be and in recognising, on a per packet basis, that all these streams are really part of the
same transmission. If they are sent from the same IP address and port to the same destination |P address
and port then that may be good enough. The rest of the BAN must also ensure the “duplicate” packets
arrive simultaneously, a sequence number will probably be needed, and that thejitter isvery low.

There is a further difficulty in the case where the link layer operates with backward error correction —in
that case the uplink data stream influences what gets sent on the downlink and you then have to
synchronise up and down link layers aswell.
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A signalling mechanism: Finally a protocol will be needed to link the BWRs involved in active set of the
mobile and the cross-over router. This protocol would be responsible for measuring the delays between
the BWRs and the crossover point and adjusting the transmission time of packet to ensure simultaneous
arrival at either the crossover router or mobile. This could be combined with a micro-mobility protocol,
e.g. local multicast, to offer generic soft and hard hand-over support

Introducing these elements into the BAN will result in several major disadvantages:

?? Themicro-mobility routing protocol becomes very complex.

?? A large amount of stateisstored in the network.

?? A complicated synchronisation mechanism isrequired.

?? A low jitter QoS mechanism must be provided— evenif thisis not otherwise required.

Thislooks amajor overhead and it is currently recommended that the basic BAN architecture does not
attempt to support soft handover. Options for incorporating some kind of soft handover support might be
considered at alater stage.

A255 Diversity References

[A2.32] J. Kempf, P. McCann, P. Roberts, “1P Mobility and the CDMA Radio Access Network:
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2000.
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A2.6 Radio Resource M anagement

In classica (GSM/UMTS) terminology, the problem of radio resource management includes primarily the
following subjects:
?? Deciding whether to allocate a (radio) channel to aterminal, taking into account current cell loading.

?? Carrying out the negotiation to allocate that channel to the terminal.

?? Deciding (on the basis of relative neighbour cell measurements, or in order to balance resources
between different cells or within the resources of a single cell) to modify the radio channel allocated
to atermina —including as a specia case handover.

Note that handover between system types (air interface technologies) can be considered under this
heading, although the detailed proceduresin this case are usually slightly different.

These radio resource management requirements, although originally elucidated in the context of 2" and
3¢ generation networks, are in fact generic to any mobile wireless network. They therefore have to be
supported in the overall BRAIN network also. However, in the overall BRAIN architecture, it is a design
goal to maintain a clean separation between network related issues (which should be generic to any air
interface) and issues specific to agiven air interface. In BRAIN system, the network layer has to take part
in any procedure that involves handovers between BARs (also called network layer handovers), since this
requires re-routing and possibly network-related QoS reconfiguration within the wired access network.
Therefore, these actions cannot take place entirely below the IP,W interface, which also implies that the
decision making activities must take place above this interface.'® This makes radio resource management
at least partially the concern of the network layer.

This section presents a model architecture for decoupling air-interface specific aspects of radio resource

management from the problem of handover (network assisted terminal mobility), which is a necessary

part of designing a BAN which is generic to a set of different air interfaces. This architecture then forms

part of the boundary between the generic network layer, and the air interface specific support:

?? The network layer provides information to the radio resource management (RRM) function, and
responds to commands from it.

?? The RRM function operates air interface specific algorithms, which may also be tailored to a specific
operational environment.

Note that the RRM function may require an interface to the traffic engineering/management functions
within the wired access network, and indeed to QoS brokers within the IP core, in order to complete the
admission control decision. These aspects are considered as part of the end-to-end QoS problem; this
section relates to the radio specific partsonly.

A2.6.1 Protocol Architecture

Radio resource management requires the network (and in some architectures the MN) to maintain a
picture of the current utilisation of the radio resource, and to have a well defined control point where
allocation decisions can be made.

According to the above decomposition of the interface between the network layer and RRM function, we
can consider two groups of message exchanges.
?? Information Reporting

Reporting of radio measurements from the BAR to the RRM

Reporting of radio measurements from the MN to the RRM

Reporting of resource requests (made by the MN) from the BAR to the RRM
?? Contral

Allocation of radio resources by the RRM to apair (MN, BAR)
Initiation of a handover of an MN between two BARS

Note that there is no assumption about the physical location of the RRM function, and indeed there are
several options. There could be a centralised RRM within a BAN (gathering information from the BARS);
there could be an RRM which operates in a distributed fashion among the BARS themselves; and most
likely there will be an RRM within each mobile node as well. Different RRMs may fulfil different parts

16 Strictly, this only appliesto the BAR, but we take the same picturein the MN for simplicity. In any case,
procedures taking place entirely below the IP,W, such asintra-BAR handover are not considered here. Note that
thisincludes radio channel reconfiguration carried out in order to re-arrange the resource allocation within a cell.

Page 143



BRAIN D22/10

of the function; for example, an RRM in the network may control resource allocation, while RRMs in the
MN may initiate handovers. The following architecture does not constrain any of these choices, and all
can be supported simply by re-routing messages and responses. (The only restriction is that we do not
support reporting of measurements to mobile nodes.*”) Where the BAR reports information remotely, and
accepts remote decisions about resource allocation, the messages would naturally be carried over its IP
terrestrial links.

With this in mind, we can outline the following message flows at the MN and BAR as in Figure A2-26.
Note that flows over the air interface are shown only as primitives at the IP,W level (and in fact, only at
the 1P,W control interface); these may be implemented over the air either as IP packet flows, or
specialised layer 2 flows. The choice does not affect the rest of the discussion, and may indeed be
different for different air interfaces.

RRM
(Local, remote
distributed)

Mobile Node BRAIN Access Router

%% IP
%@
Q)
Convergencel
\N Convergence layer \N .
\? 2 . X \? 2 layer and | Wired access
and I:lnk/physmal llink/physical links
ayers layers

T 1T

Control Messages

Figure A2-26: Radio Resour ce M anagement M essage Exchanges

The architecture diagram shows local measurements and measurement reports being passed between the
MN and BAR, and maybe from the BAR to a remote RRM server. In the current basic form of the IP,W
interface, these are assumed to be expressed in some general, air interface neutral form, which makes a
this generic architecture very easy to implement. However, it should be noted that there is no fundamental
reason why the content of the messages could not be made specific to the air interface, since the service
interface and message passing function just relay these measurements transparently between the actual
measurement function within the physical layers and the RRM function itself. This might be required for
some air interfaces in order to achieve maximum efficiency.

7 This reflects the current situation in 2™ and 3" generation systems, and might have to change in an ad hoc network.
However, it isareasonableinitial restriction in the current concept.

Page 144



BRAIN D22/10

A2.7 Multicast

This section lays out an architecture for multicast support in future BRAIN networks. In the context used
in this document, multicast support refers to the ability of hosts inside BRAIN networks to participate in
existing multicast sessions and initiate new ones. A multicast session is enabled by the standard 1P
multicast mechanisms and identified at the network layer by an IP multicast group address. The initial
perspective used in this document is a MN’s one, meaning the requirements will first be applied to
indicate what MNs expect and are required to perform in multicast situations. The assumption isthat once
a preliminary model is established, other perspectives such as a router’s one (either a BAR or a wired
network router) would easily be deduced. This and similar documents are intended to clarify and solve
issues related to enabling |P multicast for MNs inside BRAIN networks and are not related to support for
terminal mobility via deployments of multicast mechanisms.

A2.7.1 Introduction to Multicast

The IP multicast group model is as follows: multicast groups are identified in IPv4 by Class D group
addresses; and in IPv6 by the address prefix FF0O::/8. Group membership is anonymous and receiver
initiated, i.e., a host may join a group by just “tuning in” to the group address'®. After joining a group
members may send to or receive packets from other group members. In some cases senders need not be
group members. The multicast service extends the IP service through the join and leave messages for
initiating and terminating group membership. These messages each carry a multicast group address as
parameter. Semantically the data transfer is unreliable best effort and connectionless. In IPv4, the Internet
Group Management Protocol (IGMP) [A2.33] is used for information exchange between hosts and
multicast routers on a physical subnet. When a host joins a new group it sends IGMP messages to the
respective multicast routers from where multicast routing can be established. Routers make a routing table
entry and periodically poll their associated subnet or hosts. The corresponding protocol for IPv6 is
Multicast Listener Discovery (MLD) [A2.38], which is derived from IGMPv2. MLD uses ICMPv6 (IP
Protocol 58) message types, rather than IGMP (IP Protocol 2) message types.

In the link layer, mapping of IP multicast to broadcast based link layers is usually a straightforward
solution: Ethernet and FDDI support unicast, multicast and broadcast addresses, while Token Rings have
functional addresses to reach group of receivers.

Multicasting can be split into three major tasks:
?? Addressing

This is self-explanatory and involves management of IP Class D addresses or 1Pv6 multicast
addresses.
?? Multicast Initiation

There are two distinct parts of thistask. The first part is discovering present groups-to-sessions
mappings either for joining or sending packets to the group. The actual mechanisms for
discovering group-to-sessions mappings are outside the scope of this document but an example
method is the look-up of distributed session directories. The second part of Multicast Initiation is
related to hosts that intend to join discovered multicast groups and need to contact the nearest
multicast routers, which are responsible for the routing of multicast traffic. This part is achieved
by IGMP (or MLD). IGMP is deployed between multicast routers and hosts, which are assumed
to be on the same subnet (A2.7.2) but can alternatively achieve virtual link-layer connectivity
through tunnels. There are three released versions of IGMP specifying the mechanisms for
exchange of control messages. The newer versions of IGMP are intended to reduce the leave
latency (defined as the time needed before a multicast router realises that a host is no longer
interested in the multicast group) by inclusion of new messages.
?? Multicast Routing

This task is concerned with setting up of routes and forwarding packets to group members
sharing a common multicast address. This is performed by the multicast routing protocols such
as Distance Vector Multicast Routing Protocol (DVMRP) [A2.34], Multicast Open Shortest Path
First (MOSPF) [A2.35], Protocol Independent Multicast — Dense Mode (PIM-DM) [A2.36], PIM
— Sparse Mode (PIM-SM) [A2.36] and Core Based Trees (CBT) [A2.37]. These protocols have
been designed for IPv4, and some accommaodation is needed when they are applied for |Pv6. For
example, [A2.39] outlines recommendations in the use of PIM to support IPv6. The most

8 Thisis not atotally passive operation, since the host may need to send group join messages to force the multicast
datato be transmitted on the local link.
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commonly used classification criteria is mainly concerned with the scalability of multicast
routing protocols and divides multicast routing protocols into two categories. dense and sparse
mode routing protocols. The main difference between sparse and dense mode multicast protocols
is that dense mode protocols use variations of broadcasting (flooding) to distribute packets to
group members and sparse mode protocols use a centre-point router called Rendezvous Point
(PIM-SM) or Core (CBT), to which sources send packets and interested hosts explicitly join.

A2.7.2 Mobility and Multicast

Multicast routing protocols are designed to cope with dynamic group membership but not with dynamic
group member location. Thus a problem arises when MNs are using some of the mentioned multicast
routing protocols, since there is a need to re-establish routing trees after handovers. The main challengeis
to reduce delays during the re-conmputation of multicast delivery trees and thus reduce packet |osses when
amobile group member crosses cell boundaries during a multicast session.

This problem is relevant both for the mobile sources because the new base station (multicast capable) has
to find a route to the multicast delivery tree, and also for the maobile receivers where there is a join and
graft latency caused by the new base station’s subscription to the multicast tree. Mobile IP is taking into
account multicast support and proposes two solutions: remote subscription and bi-directional tunnelling.
Remote subscription is a straightforward method where MNs in foreign networks simply subscribe to the
multicast group and form delivery trees to their current location. This model provides a simple solution
but imposes problems in IPv4 due to the incorrect source address of multicast packets sent by MNSs.

In Mobile IPv6, the use of the care-of address as the IP source address in conjunction with the Home
Address option allows the home address to be used but still be compatible with multicast routing that is
based in part on the source address.

For the bi-directional tunnelling MNs are receiving and sending packets through Home Agents via unicast
IP tunnels. This solution hides mobility of hosts from the multicast group but creates some routing
overhead and for some cases sub-optimal routing. This would render the use of multicast invisible to the
BAN.

There is a significant contribution to the problem of providing multicast for MNs in the Internet research
community. The schemes expand on the initial solution presented by Mobile IP and propose more
complex ones. It turns out that there are several different detailed approaches for where in the access
network multicast capabilities are supported, and which one is followed has a significant effect on the
detailed requirements for multicast support on the BAN external interfaces. These issues are therefore
covered in more detail in chapter 3.
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A2.8 Location Based Service Support

This section discusses aspects of a positioning service for location-aware applications, states
requirements, examines existing approaches and presents an initial architecture for such a service. The
terms used in this section follow the IETF Spatial Location Working Group notion.

To support location-aware applications, a secure and scalable service is needed that allows such
applicationsto ask for the current positions of a user. The components of such a service can be divided as
follows. The positioning service is responsible for answering location requests of clients about the
position of targets. The location mechanism is responsible to determine the position of targets and to
deliver that information to the positioning service. The components of the positioning service can be
described as follows (see Figure A2-27).

Positionin
(Proxy:) Service ’
Server
Positioning
Target
Target
Positioning .
System Location
Mechanisms

Tracking System

/

Figure A2-27: Components of the Positioning Service
?? TheClient: Thisisthe element that requests the Physical Location of something (called the Target).

?? The Server: Thisis the element that provides the Physical Location of the Target to the requesting
Client. This Server could either be a process on the Target Device, or a Proxy Server representing the
Target.

?? TheTarget: Thisisthe element whose Physical Location the Client requests.

?? The Proxy Server: Is a Server which either aggregates great numbers of Targets for location
requests, or representsitself in place of Targets which do not have their own Server Processes.

The elements of the location mechanism consists can be divided into two types. Positioning systems are
attached to a mobile object; they are able to determine their own position. Tracking systems monitor
distinct areas and are able to determine the position of mobile objects in this area. These two types can
also be subdivided into cellular systems that consists of (overlapping) areas, and non-cellular systems
which determine the exact position within a certain system with a certain accuracy.

A28.1 Application scenarios

The following small application scenarios illustrate different query types that can be answered by a
positioning service.
?? Freetime: Shopping and Hobbies
In this scenario, Sandy enters a shopping mall. At a point, she wants to go to a specific shop. The
navigation component of the shopping mall application determines the current position of Sandy
and presents her aroute to the desired target.
In this scenario, the request is of the type “location-of-an-object-query”. The tracked target itself
isinterested on the location information.

?? Freetime: Shopping and Hobbies||
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Sandy still wants to go to a specific shop. Unfortunately, she takes the wrong lift. As the
navigation component tracked Sandy on her way to the shop, the component reroutes her the
correct way.

Asin the first scenario, the request is of the type “location-of-an-object-query”, and the tracked
target itself is interested on the location information. But as the navigation component knew
about Sandy’s intention to find the shop, the component decided to let the positioning service
send eventsin order to track her route.

?? Medical care
In this scenario, Mr. Pangalos' health is monitored by a small device connected to a BRAIN
network. In case of a medical problem, the hospital is informed about the problem. Then the
hospital supervision application would ask the positioning service for the location of Mr.
Pangalosin order to send help if the problemis severe.
In this scenario, the request is also of the type “location-of-an-object-query”. But now it is not
the tracked target itself that is interested on the location information, but an authorised third

party.

?? Nomadic worker
In this scenario, Stephanie Jones intends to attend a meeting for which she hasto take aplanein
order to get at the meeting place. As the flight had a delay, she's a little bit late, so in the taxi
from the airport she asks the meeting application whether all participants (except her) are already
there. The application asks the positioning service for the objects in the meeting room and
compares the result with the expected list of names.
In this scenario, the request is of the type “ objects-at-a-location-query”.

A28.2 Requirements

We will now describe the requirements needed for an appropriate positioning service. These requirements
are stated in more formal terms in the requirements section of the deliverable.

1) A query asksfor the position of aspecified user.
This is the most basic query and needed for alot of application scenarios, e.g. the ones used in
WP.1.

2) The service should support different locating mechanisms.
As in redlity, a whole number of location mechanisms may exists, that work even in paralel (on
one location, GPS can be used and the location mechanism of the wireless network the user is
currently using, on another location, only a cell-based infrared beacon system exists), the system
should not have a problem with this heterogeneity.

3) The position service should be not tied to any individual network type.
Therefore, it has to be located at the application layer, since no network-specific mechanisms
must be used.

4) The service should conceptually work even when the target is not connected to the access network.
In case a tracking system is used to determine the position of the target, there is no need for a
network connection of the target. Therefore, the service should be able to work also in this case
(if only a positioning system can be used, a connection is of course essential).

5) A central user management cannot be assumed.
In a globa environment like the Internet, there is no central authority that manages or
authenticates users (a key certificate is not that same as managing a user). Therefore, the system
cannot rely on such an assumption, especially not on a“transfer-of-trust” from the system.

6) The service should not have a* Single-Point-of-Failure’
i.e. the service should not depend on the existence of asingle node.

7) Theservice hasto be scalable
in order to be used on aglobal scale.

8) The service hasto be secure
Especialy location information is very sensitive data. If the user does not feel comfortable with
aservice that knows his/her location, nobody will useit. Additionally, there are legal aspects that
require a sensitive treatment of this aspect. The general outline hasto be that the tracked user has
to be able to control the access to the location data.
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A283 Non-Requirements

To start with a simple, manageable positioning service that already allows alot of application scenarios, it
has been decided to omit the following three requirements.

1) Objects-at-a-location-queries
As this requirement would require mechanisms to find all servers, which requires a much more
complex system design.

2) Events
Events add convenience for the programmer to the system, additionally, they can reduce network
load under certain circumstances. As events do not require a change in system design of the
positioning service, we decided to omit them for now, but to re-evaluate this decision later on.

3) Fault-tolerance
It seems acceptable that a small amount of objects cannot be located or the location information
isexpired if anode fails or anetwork partition occurs.

A284 Existing approaches

A284.1 IETF Spatial L ocation BOF

There exists an IETF “Birds-of-a-feather” group [A2.40] that has already started work. Its aim is to
develop a protocol (called “Spatial Location Protocol (SLoP)”) that allows “[...] an application on an IP
network acquire the location of something represented on an IP network, in a reliable, secure, and
scalable manner” [A243]. It is intended to convert the BOF group to a regular IETF Working Group
(WG). By June, 2001, afirst version of the protocol isintended to be finished.

From the current state of the discussion, SLoP would rather well implement the above requirements, even
if some design decisions have not been determined yet (e.g. the question of whether Pull, Push, or both
should be supported).

SLoP isbased on IP, but it is not decided yet whether TCP or UDP will be used. SLoP does explicitly not
define the way a position is determined by the positioning system.

A2.8.4.2 Nexus

Currently being implemented as a part of Nexus [A2.42], a research project that targets an open global
platform for location-aware applications, the “Distributed Universal Location Service” [A2.41] aims at
realising a positioning service as well. As the focus in this project lies on scalability and fault-tolerance,
this work emphasises the replication aspects. So position datais stored not only on primary, but also on a
number of secondary servers, so clients are able to access more local position information (which might
be coarser due to privacy reasons). This positioning service additionally takes into account “ objects-at-
location-queries’ so the design is a little bit more complex than the IETF approach. Finaly, this service
supports events, so aclient does not need to pull every request from a server, but can be actively informed
by a server (push).

A28.4.3 Discussion

Asthe SLoP proposal seemsto fit into the above requirements, and since it can be expected that the IETF
proposal will become a standard in the Internet world, it is therefore suggested to realise a positioning
service that uses the SLoP protocol. The way in which this fits into the overall BRAIN network layer
architecture is shown in Figure A2-28.
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Figure A2-28: SLoP Inthe BRAIN Architecture

As SLoP does not define a location mechanism, the mobility and radio resource management functions of
BRAIN can be used as a base on which a location mechanism (in this case a tracking system) can be
realised. This location mechanism could be located outside of BRAIN Access Network, for example in a
BRAIN core network or at any other authorised node in the Internet. It would probably use information
from the access network. The access network manages the micro mobility of the terminal which can be
used to track the terminal or user position, see picture above. Due to the cell-based nature of BRAIN, the
position information offered by the BRAIN location mechanism could consist of messages for example of
the form (Objectld,Position,Area,” Cellular” , TimeStamp) where Objectld is the id of the tracked object
(e.g. assigned IP address), Position determines a (WGS84-)position, e.g. the centre of the cell, Area
determines the area of the cell, and TimeStamp a time stamp in order to determine the validity of the
message (see [A2.41] for details).

In order to complete the SLoP world, BRAIN could propose a SLoP extension that allows positioning
mechanisms to communicate with servers.

A285 L ocation Based Services References
[A2.40] http://www-nrc.nokia.com/ip-location/

[A2.41] A. Leonhardi, U. Kubach: An Architecture for aUniversal, Distributed L ocation Service,
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Fachbericht, VDE Verlag, 1999.

[A2.42] http://nexus.informatik.uni-stuttgart.de/
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A3 Mobility Management Annex

A3.1 IETF Handover Protocolsand BRAIN Handover Design

A3.1.1 Introduction

This annex examines the existing IETF proposals for support of seamless handover. The handover survey
has been used for extracting requirements and solution ideas to the design of the handover portion of the
overall BRAIN micro-mobility protocol and to the BRAIN wireless convergence layer (“IP to Wireless
Convergence Interface”, 1P,W). The surveyed handover schemes have been suggested for use in the
context of host mobility management based on Mobile IP and its variants for regional mobility. However,
we assume that, although the original context is in proxy agent architectures, the handover schemes can
be adapted to other classes of mobility protocols aswell.

We look into the proposals for fast handover frameworks and specific solutions. The Generalized IP
Handoff proposal [A3.2] has been used as areference architecture because it is one of the few attempts to
investigate the handover procedure at a conceptual level without attaching itself to a specific mobility
protocol and without going into detailed syntax of the protocol messages. The generalised handover
messaging is further elaborated in “EMA Enhanced Mobile 1Pv4/IPv6” [A3.3], which specifies the actual
handover signalling protocol using “Mobile IPv6”-like messages. In the mean time, the Mobile IP
Working Group has assigned design teams for finding a consensus in selecting the most promising
solutions for fast handovers in IPv4 and IPv6, whereas the newly created Seamoby WG investigates
context transfer between access routers (among other things). The focus is on the proposed IPv6
solutions.

Based on the handover protocol investigations, we define the basic functional requirements for the
BRAIN handover protocol and describe the detailed design issues, which need to be solved. Finally, the
proposed protocol isillustrated and briefly compared with the existing solutions.

A3.12 Generalised Handover Framework
The Generalized |P Handoff proposal [A3.2] specifies the signalling between the MN and the old and
new access routers (OAR and NAR, respectively). It is generic in two aspects: it tries to cover many

possible handover scenarios and it leaves the message formats open. The main characteristics of the
framework are:

the handover is mobile controlled — optionally network assisted and constrained

the handover may be planned or unplanned (proactive or reactive)

the connectivity to access routers may be of type make-before-break or break-before-make

the framework enables the MN to be isolated from the mobility routing (horizontal signalling vs.
vertical signalling).

3333

The framework proposal separates the protocol into two parts:

a) handover preparation (forward protocol) and
b) handover compl etion (reverse protocol).

These could be viewed, respectively, as

a) thefirst part of aplanned handover and
b) thelatter part of a planned handover which coincides with an unplanned handover.

However, an unplanned handover consists of negotiations between OAR and NAR that are performed in
the handover preparation phase of the planned handover. Therefore, aplanned handover that fails can be
restarted at the NAR as an unplanned handover. Nevertheless, for clarity we examine complete planned
and unplanned handovers separately (and we do not regard the reverse protocol as a continuation of the
forward protocal).

1% Along with OAR and NAR, this document uses the term CAR to denote a candidate access router that subsequently
may servethe MN asits NAR (aka SAR).
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A3.1.2.1 Planned Handover
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Figure A3-1: A Generalised Planned Handover

The following signal's can be identified in a planned handover (see Figure A 3-1%°):

1. Host Tunnel Initiation (H-TIN)
Request from the MN to OAR to prepare a handover to NAR. If the handover is possible, OAR
builds a forwarding tunnel to NAR. Otherwise it return a Handoff Denial message (not shown in
the figure). The Initiation message may contain arequest for replicated data transfer (bi-casting).

2. Tunnel Initiation (TIN)
Conveys MN's state information to NAR. On arrival of this message NAR establishes the tunnel
for “IP diversity”. This message may be sent to several CARs. The message may convey the
MN'’ s context information (e.g., credentials) to the NAR.

3. Handoff Hint (HH)
An optional indication from NAR to MN of the NAR’s readiness to handover. The MN may
receive these hints from several CARs, and the message may contain performance and
preference information for the MN to assist in ranking the CARSs.

4. Host Handoff Reguest (H-HR)
Request from MN to NAR to initiate handover. The NAR authenticates the request.

7. Handoff Ack (HAcK)
Handover Acknowledgement from the NAR to MN.

5b. Update (UPD)
A vertical path update message of the local mobility protocol.

6. Update Ack (UPDACK)
A vertical path update acknowledgement message of the local mobility protocol.

2 Note that in the figures, path updates are directed to an upstream router. However, depending on the network
topology or the mobility protocol scheme, the path updates may also be addressed to the OAR (for example, if
OAR is the anchor ns or the routing protocol is MER-TORA). Note also that OAR and NAR might not be
physically adjacent (i.e., they do not necessarily share acommon link in the wired network).
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A3.1.2.2 Unplanned Handover
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Figure A3-2: A Generalised Unplanned Handover

The reverse protocol of the unplanned handover (see Figure A3-2) introduces the following additional
messages:

2. Handoff Request (HR)
Conveys MN'’s credentials to be checked at the OAR (unless NAR can perform authentication
locally) and requests for aforwarding tunnel from the OAR.

3. Handoff Initiation (HI)
Conveys MN's state information to NAR. On arrival of this message NAR establishes the tunnel
for “IP diversity”. This message may convey the MN’s context information to the NAR. If the
MN is not authorised, Handoff Denial message is sent instead.

The generalised handover framework has been further developed in [A3.3], which uses enhanced Mobile
IPv6 signalling between the MN and access routers.

A3.13 Proposed Handover Schemes

A3.1.3.1 Introduction

This section introduces several handover schemes that have been proposed in the IETF. The schemes
presented here are:

?? EMA Enhanced Mobile IPv6/1Pv4 [A3.3] <draft-oneill-ema-mip-00.txt>

?? A Framework for Smooth Handovers with Mobile IPv6 [A3.7] <draft-koodili-mobileip-smoothv6-00.txt>
?? Fast Handoversin M obile IPv6 [A3.9] <draft-koodli-mobileip-fastv6-01.txt>

?? Foreign Agent Assisted Hand-off [A3.14] <draft-calhoun-mobilei p-proactive-fa-02.txt>
?? Fast Handoffsin MIPV6[A3.6] <draft-elmaki-handoffsv6-01.txt>

?? Fast Handovers for Mobile IPv6 <draft-designteam-fast-mipv6-00.txt>

Except for [A3.14] , these schemes are designed for IPv6. The [A3.6] scheme has an equivalent |1Pv4
counterpart [(A3.5]), which along with [A3.14] forms the pair of competing proposals for |Pv4. The IPv4
Handoff design team of the Mobile IP Working Group in the IETF has not been able to merge the
proposals or reach consensus on the superiority of the solutions.

Other fast handover proposals that are not considered further in this document include

?? Red-time Mobile IPv6 Framework, which mainly addresses AAA and QoS aspectsin a planned handover but it
also suggests proactive operation using Neighbour Discovery Redirect similarly to [A3.9].

Page 153



BRAIN D22/10

A3.132 EMA Enhanced Mobile IPv6/lPv4 (EMA-MIP)

The EMA Enhanced Mobile IPv6/IPv4 proposal [A3.3] introduces MIPv6-type signaling for the
Generalized |P Handoff framework (that is, Destination Options are used for carrying the messages
during handover). Although TORA is assumed asthe EMA:MER routing protocol, the handover protocol
is largely isolated from TORA specific path updating. The draft is extensive in also describing inter-
domain handover scenarios. However, here we only look into planned and unplanned intra-domein
handovers.

Although the whole idea of EMA is to assign a semi -static co-located CoAs (EMA-CoA) toaMN for its
visit in a domain, EMA-MIP expects the MN to acquire a temporary CoA (nCCoA) at each NAR for
“horizontal” signalling. The need of this temporary address partially ruins the idea of avoiding address
allocations and it may be a disadvantage in terms of performance and protocol complexity.

The path updating protocol is not fully transparent in MER-TORA because the
"tau" value (afactor in the node's "height") is transferred during horizontal signalling.

Unplanned Handover

The signals for an unplanned handover are shown in Figure A 3-3.

7. Update

4. RBU (EHORQ+AAA) 8. Update Ack
‘—

5. RBU Ack

OAR (EHORP+AAA) NAR
3. RBU (EHOR
1. (Router solicitation) // ( Q
2. Router Advertisement  Mobil 6. RBU Ack (EHORP)

Node

Figure A3-3: EMA-MIP Unplanned Handover

The messages are defined as follows:

3. RBU = Reverse Binding Update (Host Handoff Request)
Sent by MN to OAR via NAR and containing EMA Hand-over Request Destination Option
(EHRQ) and a Routing Header. NAR authenticates the request.

4. RBU = Reverse Binding Update (Handoff Request)
RBU sent by MN with AAA Request Option added by NAR. Requests installation of
forwarding from the semi-static EMA-CCoA to MN'’ s temporary nCCoA.

5. RBUACck (Handoff Initiation)
Confirms the binding (EMA-CCoA, nCCoA) and provides NAR with status of the handover in
EMA Handover Response (EHORP) Destination Option and policy information in AAA
Response Destination option. Forwarded to MN via NAR using Routing Header.

6. RBUACck (Handoff Ack)
RBUACk sent by OAR viaNAR to acknowledge the RBU.

Depending on the path updating scheme and OAR’s capability to authenticate MN’s rerouting request,
NAR may send the Update and RBU signals in parallel or NAR may need to wait for an
acknowledgement from OAR before sending the Update.

Planned Handover

The messages sent in a planned handover a shown in Figure A 3-4.
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Figure A3-4: EMA-MIP Planned Handover

In the planned handover, the NAR’s address (and the MN’ s future nCCoA) must be known while the MN
is connected to the OAR. Therefore, the MN must have either L3 or L2 connectivity to NAR if it assists
in the handover.

|
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The MN must be able to form nCCoA at NAR for use as the source address in horizontal signalling.
The messages are defined as follows:

3. FBU = Forward Binding Update (Host Tunnel Initiation)
Sent by MN directly to OAR and containing EMA Hand-over Request Destination Option
(EHRQ) and a Routing Header. Requests installation of forwarding from the semi-static EMA-
CCoA to MN’s temporary nCCoA. The MN may suggest handover to several NARs. OAR
authenticates this message.

4. FBU = Forward Binding Update (Tunnel Initiation)
FBU sent by MN with AAA Response Option added by OAR.

5. FBUACk
Confirms the binding (EMA-CCoA, nCCoA).

6. FBUACk (Handoff Hint)
FBUACck sent by NAR to acknowledge the FBU.

If the MN does not receive FBUACK, it can proceed as in an unplanned handover (i.e., by sending an
RBU message). If the handover is initiated by a network controller, the MN is not aware of the
FBU/FBUACck signalling. Therefore, there should be a meansfor signalling the MN of the handover.

A3.1.3.3 A Framework for Smooth Handover swith M obile | Pv6

This framework [7] specifies envelopes for transferring the MN’s state between OAR and NAR. The
framework supports mobile controlled (unplanned) and network controlled (planned) handovers. The
handover request and unsolicited handover reply messages are authenticated with IPSec and
authentication data. OAR maintains the MN’s state for a while before purging it. Context transfer request
implicitly includes arequest for aforwarding tunnel from OAR to NAR for asmall amount of time.

This framework is used for buffer management in [A3.10] and for transferring header compression state
information in[A3.12].

The signalling in the context transfer framework is shown in Figure A 3-5.

Page 155



BRAIN D22/10
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Figure A3-5: Framework for Smooth Handover s (unplanned MCHO)

The context transfer framework uses the following messages in addition to the standard Router
Solicitations and Advertisements:

3. SHIN (Smooth Handover INitiate)
Used by the MN to request for selected “smooth handover features” (such as buffering or header
compression state transfer). This message has a tailored authentication data (i.e., not using
IPSec). This is also an implicit request for setting Binding Cache entry at OAR for the MN’s
new CoA.

4. SHREQ (Smooth Handover Request)
Therequested featuresin SHIN are forwarded from NAR to OAR.

6. SHREP (Smooth Handover REPly)
Transfers MN’ s context information from OAR to NAR.

7. SHACK (Smooth Handover Ack)
Optionally acknowledges MN’ s context transfer requests.

In proactive operation (NCHO), OAR can send an unsolicited SHREP (without a SHREQ from NAR).

Proactive operation is shown Figure A3-6. If OAR does not know MN’s new CoA, NAR may need to
provide thisinformation by sending a SHREQ.

5. Binding Update

7. Binding Ack

1. SHREP =
Smooth Handover

REPly
2. (Router Solicitation)

/ ‘//' 3. Router Advertisement
0: L2 Handover Trigger ] /1: BU + SHIN = Smooth Handover

MNgggi 6. (SHACK = Smooth Handover ACK)

OAR NAR

Figure A3-6: Framework for Smooth Handovers (planned NCHO)

Recently, this framework has been updated to “Context Transfer Framework for Seamless Mobility”
[A3.8] by removing dependencies from Mobile IPv6 and taking into account the Mobile IPv6 Handoff
Design Team's work (see Section A3.1.3.7). In the new proposal, which is targeted to the IETF Seamoby
WG, aso planned mobile controlled operation is specified by adding a “P-SHIN” (proactive SHIN)
message from the MN to OAR. This revised framework is used for buffer management in [A3.11] and for
transferring header compression state information in[A3.13].
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A3.1.34 Fast Handoversin Mobile | Pv6

The Fast Handovers in Mobile IPv6 proposal [9] aims at reducing latencies in NAR identification,
address acquisition, and packet forwarding in a network controlled handover. It uses the Neighbour
Discovery Redirect message to instruct the MN to move to NAR. The Redirect message contains the link-
local and link-layer address of NAR, and information for the MN to form a new CoA at NAR. Then,
OAR supplies the MN’s Interface Identifier and/or new CoA to NAR and instructs it to act as ND proxy
for the address. This message (either ICMP or unsolicited SHREP) also transfers other context (e.g.,
security keys) and sets up a forwarding tunnel towards NAR. If the proposed new CoA is not unique in
OAR, it returns a Handover Error message to NAR. The MN authenticates itself (e.g., using SHIN
message) and sends a Binding Update in the same packet using encapsulation.

The signalling in this fast handover schemeis shown in Figure A3-7.

1b. Handover 3. Binding Update

(ICMP or SHREP)

OAR NAR

0: L2 Handover Trigger / 2. Authentlcatlon (in SHIN)
1a. Neighbor Discovery Redlrect Mobu Blndmg Update

Node

Figure A3-7: Fast Handoversin Mobile | Pv6

A3.1.35 Foreign Agent Assisted Hand-off

In Foreign Agent Assisted Hand-off [A3.14], which is an IPv4 scheme, NAR registers on behalf of the
MN. To avoid the round trip of agent solicitations/advertisements, this scheme relies on link-layer
indications of imminent handovers. These indications, called triggers, may occur at OAR (source trigger)
or a NAR (target trigger). This scheme is intended for use with Regional Registrations, but it is
independent of the routing topology; that is, it supports regional registrations for both gateway-FAs and
anchor-chained FAs.

To avoid needless registrations when the MN moves back and forth between ARs, this scheme suggests
adding hysteresis to agent advertisements and using bi-casting of downstream traffic from the gateway or
anchor FA viaboth OAR and NAR to the MN.

Source-Triggered Handover

The source-triggered handover can be roughly classified as a network controlled planned handover.
Figure A3-8illustrates a handover that istriggered at OAR.

3. Regional Registration Request

4. Regional Registration Reply

1. Handoff Request
_

AR 2. Handoff Reply NAR

O
/ 5. Agent Advertisement
0: L2 Source Trigger Mob”

Node

Figure A3-8: FA Assisted Source-Triggered Handover

Page 157



BRAIN D22/10

The Handoff Request from OAR to NAR carries MN’s Home Address and its link layer address, Home
Agent’s address, GFA's |IP address (if ay), remaining registration lifetime, and security information.
Using thisinformation NAR proactively registers on behalf of the MN.

Target-Triggered Handover

The target-triggered handover can be roughly classified as a network controlled unplanned handover.
Figure A3-9illustrates a handover that istriggered at NAR.
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2. Handoff Reply
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L
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Mobile 3b. Agent Advertisement
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Figure A3-9: FA Assisted Target-Triggered Handover

If GFA is used, NAR needs to know the GFA’s IP address in order to make the surrogate registration.
The Handoff Reply from OAR to NAR carries MN’s Home Address and its link layer address, Home
Agent’s address, GFA’s address (if any), and security information. A Handoff Request is only needed
unless the link-layer provides the information needed for the registration.

This scheme was one of the MIPv4 Fast Handoff Design Team'’s proposals, which has been merged with
its contender [5] (see Section A3.1.3.6) in[A3.19].

A3.1.3.6 Fast Handoffsin MIPv6

The Fast Handoffs in M1Pv6 proposal [A3.6], which is a straightforward adaptation of the corresponding

IPv4 scheme[A3.5], builds on two key ideas that are orthogonal: a) registering with NAR through OAR
and b) using bi-casting to avoid packet |oss.

The signalling in this fast handover schemeis shown in Figure A 3-10.

6. Binding Update

1. Router Solicitation

—_— >
2. Router Advertisement
—

7. Binding Ack

OAR NAR
5. Binding Update

/ - >
0: L2 Handover Trigger & Binding Update

3. Router Advertisement Mobil
Node

Figure A3-10: Fas Handoffsin M1Pv6

This scheme assumes that the MN is able to perform aregistration via OAR before the L2 connection to
OAR is closed. The OAR solicits NAR for a Router Advertisement, which may need routing between
different subnets. Alternatively, the advertisement could be conveyed using L2 messaging between access
points a&a OAR and NAR. This would need tight coupling to L2 procedures, which is clearly a
disadvantage. The proposal also speculates on MN requesting NAR advertisement via OAR by sending a
Tunnel Initiation message in the Generalized | P Handoff framework.
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The MN may request for its MAP (Mobility Anchor Point) to bi-cast downstream traffic to both OAR and
NAR. In aflat architecture the OAR may be the anchor point (i.e., MAP).

This proposal relies heavily on the availability of the link to OAR in preparing for the handover to NAR,
which makes it vulnerable to an abrupt loss of connection. On the other hand, it is economical in its reuse
of already existing protocol messages.

A3.1.3.7 Fast Handoversfor Mobile | Pv6

The Fast Handovers for Mobile IPv6 proposal [A3.16] is an output of the Maobile IPv6 Handoff Design
Team. It only considers planned handovers without make-before-break capability. There are variations on
the basic scheme depending on whether the handover is network or mobile controlled, what link-layer
capabilities are assumed, and how anew CoA is generated for the MN.

The signalling for anetwork controlled handover is shown in Figure A 3-11.

1b. Handoff Initiate
2b. Handoff Ack
3b. Binding Ack

OAR NAR
0: Handover Trigger /4 Binding Ack
1a. Proxy Router Advert M bile 5. Neighbor Advertisement
2a. Binding Update Node

3a. Binding Ack

Figure A3-11: Fast Handoversfor Mobile IPv6 (Network Controlled)

In the network controlled handover, OAR advertises NAR in a proxy Router Advertisement and assists
the MN in generating a new CoA at NAR. The MN selects NAR based on advertisements that includes
NAR’s prefix (or the new CoA), and sends to OAR a Binding Update, which includes its new CoA. The
MN may request an acknowledgement for the Binding Update. The acknowledgement is bi-casted
through both OAR and NAR and it is mandatory if NAR needs to perform Duplicate Address Detection
on the suggested new CoA. OAR should bi-cast the acknowledgement to NAR.

If stateful address autoconfiguration is used, the Handoff Initiate/Ack handshake is performed before the
Proxy Router Advertisement can be sent.

The scheme supports buffering and bi-casting from OAR to NAR during the handover.

The signalling for a mobile controlled handover is shown in Figure A 3-12.

2b. Handoff Initiate
3b. Handoff Ack
4b. Binding Ack

OAR NAR
1. Router solicitation Proxy \\ /5 Binding Ack
2a. Proxy Router Advert Mob”e 6. Neighbor Advertisement
3a. Binding Update Node

4a. Binding Ack 0: Handover Trigger

Figure A3-12: Fast Handoversfor Mobile 1 Pv6 (M obile Controlled)
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In the mobile controlled handover, the MN first sends a Router Solicitation Proxy message that indicates
a desired new point of attachment. This identifies a link-layer element that may be connected to OAR.
Otherwise the protocol isthe same as in the network controlled handover.

A3.14 Comparison of the Handover Schemes

A3141
Theindividual fast handover schemes can be analysed in terms of whether they

Basic Characteristics

support planned and/or unplanned handovers
support mobile controlled and/or network controlled handovers

3IIIIIS

rely on specific link-layer support (e.g., MBB or link-layer “triggering”)
forward or bi-cast from OAR or an anchor point in order to prevent packet loss
allow for context transfers between OAR and NAR
optimise signalling over the wireless link
are basically independent of the regional mobility protocol

The basic properties of the schemes are summarised in Table A3-1.

Planned/ MCH expected L2 | forwarding/ | context signalsover | coupling
Unplanned | O/ support bicasting transfer wirelesslink | with MIP
NCHO
1) P/U MCHO | concurrent tunnelling tau, (Router none
EMA / connectivity | from OARto | addresses, Solicitation),
Enhanced NCHO | toOARand | NAR AAA (Router
M obile NARIn Advertisement
| Pve/I Pv4 planned MN- ), FBU,
assisted HO FBUACK,
RBU,
RBUACck
2) P(NCHO)/ | MCHO | HO trigger at | tunnelling generic (Router MN sends a
A Framework | UMCHO) |/ NARor MN | from OARto | container Solicitation), BU using
for Smooth NCHO NAR (Router encapsulation
Handovers Advertisement
with Mobile ), SHIN,
IPv6 SHACK
3) P NCHO [ HO trigger at | tunnelling generic ND Discovery | MN sends a
Fast NAR from OARto | container Redirect, BU using
Handoversin NAR BU encapsulation
M obile | Pv6
4) P/U NCHO | Source bi-casting MN+GFA+H Agent NAR register
Foreign Agent Trigger at from OAR or | A addresses, Advertisement | using
Assisted OAR or anchor registration Regional
Hand-off target trigger lifetime Registration
at NAR AAA
5) P NCHO | HOtrigger at | bi-casting - Router MN registers
Fast Handoffs OAR from anchor Advertisement | using aform
in MIPv6 , of Regional
BU Registration
6) Fast P MCHO | optional bi-casting or NAR's prefix | (RtSolPr), BU to OAR
Handoversfor / triggers at tunnelling and L2 PrRtAdv, and BU to
M obile | Pv6 NCHO | OARor MN | from OAR address, BU, Home Agent
MNsold/new | 2*BUACK, may be
CoA, Home BU/NA combined
Address and
L2 address

Table A3-1: Basic Properties of the Handover Schemes

Note that Router Solicitations and Router Advertisements are not necessarily integral parts of the
handover schemes but they are the means for the MN to discover NARs (i.e., they are part of movement
detection). Some schemes do not take these into account but they loosely refer to the corresponding link
layer support (i.e., L2 triggers).

All schemes allow for setting up a forwarding tunnel for downstream packets from OAR to NAR. This
functionality is also part of the MIPv6 base protocol and it is suggested as part of route optimisation for
MIPv4 [[A3.1].
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A3.1.4.2 Protocol M essages

The following tables summarise the messages used in the planned and unplanned handover schemes
(partially adopted from [A3.2]). The number of the handover scheme refers to the scheme numbering in
Table A3-1. The messages are mapped against the message templates specified in Generalized | P Handoff
framework. The messages in parentheses do not semantically correspond to the framework messages but
they could be extended to include the needed semantics.

Scheme TIN H-TIN HH H-HR H UPD UPD
Ack Ack
1 FBUACck FBU (EHORQ) | FBUAck RBU RBUAck | UDU UDUACck
2 SHREP (Router Adv) | SHIN+BU SHACK BU BUAck
3 SHREP or SHIN+BU BU BUAck
ICMP

4 HOReq (Agent Adv) RegReq | RegRep
5 (BU) BU BUAck
6 HI RtSol Pr (NA) BAck BU BUAck

Table A3-2: Messagesin the Handover Schemes mapped to the Handover Framework (Planned)

Scheme H-HR H HR HI UPD UPD
Ack Ack

1 RBU RBUAck RBU RBUAck [ UDU UDUACck
2 SHIN+BU SHACK SHREQ | SHREP BU BUAck
3
4 (Agent Adv) [ HOReq | HO Rep Reg Req | RegRep
5
6

Table A3-3: Messagesin the Handover Schemes mapped to the Handover Framework
(Unplanned)

An acknowledgement message for “Tunnel Initiation” is missing from the Generalized IP Handoff
framework, whereas such message is defined for Foreign Agent Assisted Hand-off and for Fast
Handovers for Mobile | Pv6.

Only EMA-MIP and Fast Handovers for Mobile IPv6 provide a “Host Tunnel Initiation” message from
the MN for kicking off a planned handover. Fast Handoffs in MIPv6 suggest a planned scheme that
significantly deviates from the framework. Fast Handovers in Mobile IPv6 that only considers planned
handovers uses ND Redirect message for informing the MN of the existence of NAR.

A3.143 Solutionsto Design | ssues

All of the examined protocols share the following design patterns that can be used as guidelines for any
handover design:

?? packet lossisavoided by forwarding and/or bi-casting MN’ s downstream datafrom OAR to NAR

?? theurgent downstream path diversion happens at OAR — path updating at routers that reside farther
away from the MN is not time-critical

?? time-critical acquisition procedures (e.g., DAD and AAA) are avoided by pushing or pulling MN’s
state from OAR to NAR (aternatively the MN could convey thisinformation)

?? CAR selectionisout of scope of the handover protocol

For unplanned handovers none of the fast handover schemes adds much value to the smooth handover
feature of basic Mobility Support for I1Pv6, where the previous router may act as a temporary home agent
for the MN. The only addition in the proposed new schemes is the possible provision for transferring
context features between access routers.

With respect to planned handovers the following observations about handover preparation, handover
decision, message authentication, address acquisition, and coupling with path updates, can be made by
looking into the existing proposals:

1. Handover preparation and location of handover control

All schemes except for EMA-MIP lack the network-layer signal from the MN to OAR for suggesting
preparations for handover to CARs (i.e., Host Tunnel Initiation). The existence of this signal alone
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can be viewed as an indication that the handover is “mobile controlled” (or more precisely “mobile
initiated”). However, all schemes that allow the MN to perform the final registration decision can be
claimed to be mobile controlled. Therefore, of these schemes only “Foreign Agent Assisted Hand-
off” is fully network controlled. It does not give the MN any means for controlling the handover at
the network-layer. Nevertheless, it does not force the MN to register with the network-selected NAR
either.

Furthermore, “link-layer triggers’ are hidden from the network layer, which means that any scheme
that relies on “source-triggering” (i.e., triggering at OAR) could alternatively be defined as mobile-
initiated (and possibly network-constrained) by assuming triggering at the MN and the necessary
link-layer messaging by which the MN informs OAR of CARs. However, a generic (network-layer)
solution should not depend on such link-layer messaging.

2. Determination of NAR at OAR and the MN

The Generalized IP Handoff framework emphasises that the MN controls the handover but the
framework does not specify how the MN acquires information about CARs. That is, the framework
lacks the network-layer signal that advertises CARs to the MN. The following approaches can be
recognised for acquiring the address of NAR:

Scheme NAR Determination at OAR or MN

1) EMA Enhanced Mobile | Pv6/I Pv4 MN is simultaneously connected to OAR and NAR, and MN
listensto NAR’s Agent Advertisements. MN sends this
information to OAR in “H-TIN".

2) A Framework for Smooth Handovers | (Refers to the mechanisms of “Fast Handovers in Mobile

with Mobile IPv6 IPv6” )

3) Fast Handoversin Mobile | Pv6 OAR magically getstheidentification of NAR, which OAR
advertises to the MN using ND Redirect message.

4) Foreign Agent Assisted Hand-off OAR magically gets the identification of NAR through link-

layer messaging that is out of scope of the specification. OAR
does not send this information to MN.

5) Fast Handoffsin M1Pv6 MN solicits or gratuitously receives Agent Advertisements
(that OAR has solicited) through OAR. NAR determination at
OAR is out of the scope of the specification.

6) Fast Handoversfor Mobile I Pv6 OAR magically learns about candidate ARs, which OAR
advertises to MN in Proxy Router Advertisements.

All schemes except for EMA-MIP, which assumes the MN's simultaneous connectivity to OAR and
NAR, leave the responsibility of NAR determination to unspecified link-layer procedures. Therefore,
without the availability of a make-before-break connection the MN would not know about available
CARs through network-layer signalling.

Only in EMA-MIP, the MN can explicitly select CARS by sending a message to OAR. The network
controlled schemes assume that MN will move to (one of the) CAR(s) and perform the proactive
inter-AR signalling and path updating anyway.

The Generalized |P Handoff framework, and accordingly also EMA-MIP, defer the final decision on
NAR at the point where CARs advertise their availability and their offered service level to the MN
while other schemes fix the selection of (asingle) NAR earlier or leave the issue open.

3. ldentification of the MN at NAR

In order for NAR to reserve resources, authenticate, or to perform proactive path updating it must
know the IP address or other identification of the MN. The following approaches for conveying the
identification of MN can be recognised:

Scheme MN Determination at NAR
1) EMA Enhanced Mobile | Pv6/I Pv4 MN registers with NAR while still having the connection to
OAR.

2) A Framework for Smooth Handovers | OAR pushes MN's old CoA to NAR in the SHREP message.
with Mobile | Pv6

3) Fast Handoversin Mobile | Pv6 OAR pushes MN’s new CoA to NAR in the Handover
message (either ICMP or SHREP).

4) Foreign Agent Assisted Hand-off OAR pushes MN’s Home Address, link-layer address, and
Home Agent’s address to OAR in the Handover Request
message.

5) Fast Handoffsin MI1Pv6 Thisis NCHO. NAR does not need MN’s CoA before MN
connects to NAR.

6) Fast Handoversfor Mobile I Pv6 OAR sends MN’s old and new CoA, and link-layer addressto

NAR in the Handoff Initiate message.
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Only Foreign Agent Assisted Hand-off and Fast Handovers for Mobile 1Pv6 specify a two-way
handshake between access routers for conveying MN-information.

4. Message authentication

The following key generation and authenti cation mechanisms have been specified:

Scheme Key Generation and M essage Authentication

1) EMA Enhanced Mobile | Pv6/I Pv4 MN is assigned a Mobile ID, which may be IPv6 address or
NAI, for example. MN and the access network share a Private
Authentication Key (PAK)=MD5(MID, network key), and the
MN and NAR share Private Identification Key (PIK)
=MD5(nCCoA, network key)

2) A Framework for Smooth Handovers | Messages between access routers maybe authenticated using

with Mobile | Pv6 IPSEC AH. MN’s messages are authenticated with SHREQ
Authentication
Suboption.

3) Fast Handoversin Mobile | Pv6 OAR pushes MN’s session keys to NAR. The Handover

message contains an ICMP Handover Authentication
Suboption (see 2) above).

4) Foreign Agent Assisted Hand-off Generic Key Reply Extension can be used for distributing
MN'’s session key. FA's have pre-established or dynamic
security associations. FA-FA Authentication extensionisused
between FAs.

5) Fast Handoffsin MI1Pv6 Not specified (but could use IPv6 equivalent of MIPv4
Generalised Key Reply extension for delivering the session
key among routers)

6) Fast Handoversfor Mobile | Pv6 Refers to the case of Mobile IPv6 for security requirements.

EMA-MIP uses akey generation algorithm that has been adopted from Cellular IP[A3.17].
5. Address acquisition

Depending on the micro-mobility protocol, the MN’s CoA may or may not change when the MN
changes an access router within an access network. Each time a new CoA is acquired its uniqueness
in the scope of its use should be verified. Therefore, some means of performing Duplicate Address
Detection (DAD) should be specified. In the various schemes, the following addressing acquisition
procedures can be recognised:

Scheme Address Management

1) EMA Enhanced Mobile | Pv6/I Pv4 The MN retains its Co-located CoA (“EMA CCoA™) across
intra-domain handovers. The MN acquires a new CoA
(“nCCoA™), which isit uses for horizontal signalling with
access routers. OAR can determine the new CoA by knowing
NAR's prefixes and MN’s MAC address. DAD is not

addressed.
2) A Framework for Smooth Handovers | MN performs DAD using Neighbor Discovery or OAR may
with Mobile | Pv6 somehow know the new CoA using a mechanism that is not
specified.
3) Fast Handoversin Mobile | Pv6 OAR informs the MN of NAR’s prefixesin the ND Redirect

message, which allows the MN to construct its new CoA.
Alternatively, OAR may construct a new CoA for the MN.
OAR transfers the new CoA to NAR that starts acting as a
proxy for the address if it is unique.

4) Foreign Agent Assisted Hand-off The MN uses FA-CoAs.

5) Fast Handoffsin MIPv6 The MN can construct the new CoA based on NAR's prefix in
its Router Advertisements received via OAR. InaMAP
domain, MAP takes care of uniqueness of CoAs by notifying
the MN that the Interface Identifier is not unique. In aflat
architecture, the MN may use the new CoA while
simultaneously performing DAD.

6) Fast Handoversfor Mobile | Pv6 OAR may assign anew CoA to MN or MN may generate a
new CoA based on NAR’s prefix. If the new CoA is
statelessly generated NAR may perform DAD on behalf of
MN.

6. Path updating

Coupling with path updating have an impact on how easily a handover scheme can be adapted to
various micro-mobility schemes. Most of the handover schemes are intended for use with MIP v4/v6
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or their extensions for localised operation. Therefore, tight coupling with MIP can be justified. The
schemes have been integrated with path updating as follows:

Scheme Integration with path updates

1) EMA Enhanced Mobile | Pv6/I Pv4 NAR sends UDU to OAR and receives UDUAck from OAR.
This sets a host route at OAR and triggers BUAck to MN.
2) A Framework for Smooth Handovers | MN sends BU with SHIN. NAR forwardsthe BU to HA or to

with Mobile | Pv6 aregiona agent after consulting with OAR (SHREQ/SHREP).
3) Fast Handoversin Mobile | Pv6 MN sends BU with SHIN. NAR forwards the BU.

4) Foreign Agent Assisted Hand-off NAR sends a Regional Registration on behalf of MN.

5) Fast Handoffsin MIPv6 MN sends aBU via OAR and through NAR.

6) Fast Handoversfor Mobile IPv6 MN sends normal MIP binding updates. However, BU to

OAR and BU to HA might be combined in the same | P packet.

Obviously, if several CARs are available, path updates should not be performed before the MN has
selected its NAR and connected to it. In contrast, in network controlled handovers (e.g., in “Foreign
Agent Assisted Hand-off”) with a predetermined NAR, path updates can be performed before the
MN has established alink to NAR.

A3.15 BRAIN Handover Protocol Design

A3.15.1 Scope and Functional Requirements

A handover specification should provide solutions to the high-level functional design issuesidentified in
the previous section. In the following, the design issues are further elaborated in order to contrive the
requirements for the events and information flows that constitute the handover protocol.

The overall mobility support involves the following type of operations:

?? initial access to the network (including AAA procedures, which may involve authorisation with
serversoutsidethe BAN, and address allocation)

?? inter-domain handover (that reducestoinitial registration if there is no specific support for handovers

across domains)

?? intra-domain handover (with accelerated authorisation and address allocation (if any) procedures)

?? de-registration (which isonly needed if resources (such as addresses) have to be explicitly released)

This section only addresses intra-domain handovers between access routers®* by finding answers to the
functional issues. The identified basic functional requirements for the seamless handover protocol are as
follows: the handover

?? isplanned, but can fall back to an unplanned handover. Only proactive operation allows ensuring that
the MN’ s service requirements can be fulfilled during and after a handover. This can be achieved by
contracting with one or more candidate access routers. Also, packet loss can be avoided by buffering
and bi-casting techniques even if link-layer connection set up is slow. A planned handover may not
be possible or it may fail, for example, due to sudden loss of connectivity to OAR. Therefore, a
graceful transition to an unplanned handover phase must be available.

?? is “mobile controlled” (i.e., the network may assist in the handover or constrain it but MN has the
final control of the handover target). Thisis necessary because only the MN user and application may
be aware of their transitory needs.

?? does not assume any special support from the link-layer (e.g., make-before-break connection) but can
make use of specia features. For example, make-before-break is possible if the MN supports several
access technologies. Furthermore, the link layer may be able to give indications of handover-related
events, which should be used to expedite handover initiation and execution.

?? assumes a “semi-static” co-located CoA?? for the MN within an administrative domain. This means
that the MN’s routable IP address does not change at an intra-domain handover, which is a direct
consequence of BRAIN’ s design principles.

2 More precisely, also handovers between interfaces of an AR but for simplicity we mainly discuss inter-AR
handovers here. A handover between access points may happen 1) within an AR but without changing AR’s
interface, 2) within AR but changing AR’ sinterface, and 3) between ARs. Case 1) is not considered here because it
can be solved by link-layer handover mechanisms. Case2) must be considered here, which means that when we are
talking about CARs we actually mean interfaces of CARs. Therefore, the interesting level of granularity in points
of attachment is an interface — not a node.
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Thus, we will not assume that the MN can communicate simultaneously with OAR and CARs. However,
we make the assumption that the MN is ableto listen to CARs' broadcast advertisements while still being
connected to OAR. That is, we don't require multihomed MNs but we assume that the MN can
temporarily tune its receiver to neighbouring channels.

A3.15.2 Detailed Design I ssuesfor a Planned Handover

When planned handovers are assumed and the MN is given some control over the handover, from routing
perspective the essential functional issues are:

How does OAR or the MN know that a handover is needed?

How does the MN and/or OAR determine CARS?

How do the MN and OAR inform each other about CARs?

How doesthe MN inform OAR where it wants to handover?

How is MN’sidentification and other context conveyed to CARS?

How does OAR or a CAR inform the MN that that the handover is possible or has succeeded?
How are IP packets forwarded from OAR during a handover (to avoid packet 10ss)?

How are handover (and path update) messages authenticated?

How does the MN acquire new | P addresses (if any) and how isthe uniqueness verified?
How isthe handover protocol integrated with path updating?

3IIIIIIII

How does OAR or the MN know that a handover is needed?

Traditional network-layer movement detection methods that rely on periodic router advertisements or
monitoring forwarding progress of packet transmission may not be feasible for fast handovers.

The MN may become aware of neighbouring radio cells when listening to their beacons at idle periods of
packet transmission, or the MN may be equipped with radio receivers for different technologies which
allows continuous monitoring of alternative transmitters.

Link-layer triggers at either the MN or at OAR have been suggested for achieving fast handovers. In
unplanned handovers the trigger may happen at NAR. Triggers may be the result of MN’s link quality
monitoring and/or access network’s awareness of alternative radio cells, possibly of different
technologies. Because triggers only involve link-layer signalling or they are local to the MN or the access
network, they will not be further specified here.

Event notifications that can trigger handovers are described in the BRAIN 1P,W documentation.
How dothe MN and OAR deter mine CARs and how they inform each other about them?

Although the MN makes the final decision on a handover, OAR should be able to suggest CARs to the
MN. If OAR advertisesa CAR, it should ensure that the advertised CAR is able to fulfil the MN’s service
requirements. This would entail a contract bidding protocol between OAR and CARs, which is not
specified here. Alternatively or in addition, the MN could select a s& of CARs by listening to their
advertisements.

Consequently, a message is needed from OAR to the MN which advises the MN of candidates. The MN
should be able to solicit this advice, and the MN should also have other means for candidate selection.
Otherwise an operator could capture the MN in the domain of its own access routers.

The message from OAR should identify the viable CARs and the means for accessing them. The latter
may be link-layer information that can be opague to the network-layer. At one extreme it could contain a
program for the software radio at the MN. The idea is that the MN would feed this information to its
wireless device interfaces (using 1P,W control primitives). If the technology supports handover target
selection by similar link-layer messaging between the MN and OAR, this network-layer advertising is not
needed.

When the MN is capable of determining the CARs and the access method, the MN may request proactive
preparations from the OAR for ahandover to one or more CARS.

In the CAR selection process, the set of CARs converges as follows, for example:
1) Atfirst, all OAR's“neighbouring” ARs can be viable candidates

22 \We use the term CoA to denote an |P address that is globally routable. Although this term originates from Mobile
IP, the use of this term does not imply that Mobile |P must be used.
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2) OAR negotiates with the neighbouring CARs based on its knowledge of the MN'’s requirements and
based on the access network’ s policy

3) MN selects aset of CARs from the union of the set of CARs advertised by OAR and the set of CARs
that the MN has determined by itself.

4) OAR acceptsonly asubset of the MN-proposed CARs as its handover peers.

Obvioudly, it would be beneficia if the CAR selection process converges to a single NAR at the first
possible instance.

How isthe MN’sidentification and other context conveyed to CARS?

CARSs need to know the MN’ s IP address, link-layer address, and credentials before the MN registers with
aCAR in order to be able to authorise the MN and to send a confirmation of a successful handover. This
information could be sent from OAR to CARs in a message that is used for conveying other context
information (like QoS, or header compression state). The context to be conveyed may include both link-
layer and network-layer protocol state. Therefore, IP2W has to specify mechanisms for retrieving and
setting up the MN’ s context at access routers. Context features and transfer issues are discussed in[A3.4]
and in[A3.18].

CARs should acknowledge the handover request from OAR. This acknowledgement may not be needed if
context transfer is preceded by a context/contract negotiation procedure between the access routers. If
CARs have to reserve resources for prospective MNs, means for releasing these tentative resource
reservations should be available.

How doesOAR or aCAR inform the M N that thehandover ispossible or has succeeded?

After OAR has built packet forwarding tunnels to CARs, or downstream traffic is diverted to NAR by
other means, the CARs could advertise their availability to the MN by gratuitously sending service
advertisements, which may indicate their service capability. Based on these advertisements, the MN may
select one of the advertising CARs asits NAR.

However, this kind of reactive advertising might not be feasible if only a broadcast channel can be used
because it cannot be synchronised with the MNs solicitations and it wastefully spends radio resources. In
particular with connection-oriented links, it would be advantageous if the selection among CARs
converges to a NAR as early as possible. Then it would be more feasible to send the confirmation of a
successful handover while the MN is still connected to OAR.

The MN should register with the NAR using registration messages of the micro-mobility protocol.
How are | P packets forwarded from OAR during a handover?

To avoid packet loss during a handover OAR should temporarily buffer and/or bi-cast to CARs packets
that are destined to the MN. This requires establishing a tunnel between OAR and CARs because,
generaly, OAR and CARswill not share alink.

To prevent |P packet duplication, the MN should be able to detect duplicates, and both OAR and CARs
should not transmit the same packets on the wireless link. The tunnelling phase must have a short
lifetime, and it should be terminated by a CAR’s or a cross-over node’ s request.

How are handover (and path update) messages authenticated?

A method for authorising the MN'’s access to the network must be specified. Additionally, a method for
authenticating messages between access routers should be specified. Typically a MN acquires a session
key during its initial access to a network using AAA mechanisms, and the access routers in a domain
share a network key, which can be used for encrypting the MN’s session key and for authenticating
messages between routersin the domain. A key shared between the MN and NAR can also been used for
encrypting traffic on the wirelesslink.

How doesthe MN acquire new unique CoAs?

In a mobility protocol that uses semi-static (co-located) CoAs, the MN does not necessarily need to
allocate a new CoA at each intra-domain handover. EMA-MIP is an example of such protocol.
Nevertheless, it allocates anew CoA at each NAR for “horizontal signalling”.

The goal is to avoid any new address assignments if they unnecessarily add to latency or protocol
complexity. However, a handover protocol should incorporate means for efficient address acquisition in
anticipation of extending the protocol to support inter-domain handovers (where the address will change

anyway).
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How is the handover protocol integrated with path updating?

A path update message can be sent either by the MN or an AR. If the path update is destined to a node
that does not share a security association with the access network, the path update must be originated by
the MN. Otherwise, an AR could perform surrogate path updates on behalf of the MN. Especially, in
strictly network controlled local operation, the MN needs not be aware of local path updates.

The message sent by the MN to NAR for registering (i.e., the message “Host-Handoff Request” in the
Generalized 1P Handoff Framework) may or may not be the same message that is used for path updating.
The NAR will relay the message to routing infrastructure of the access network. If separation of handover
and path updating is striven for, different message types should be specified for registrations and path
updates.

A3.1.6 Conclusions about a Generic Handover Protocol

Based on the identification of the functional requirements and detailed design issues, the handover
protocol can be sketched out. We briefly describe the planned and unplanned variation of the handover
protocol at a high level without going into details of the message syntax (such as whether to use ICMP or
IPv6 Destination Options for signalling).

The planned handover is performed when the MN is able to make preparations for the handover while
still being connected to the OAR. The basic idea is to minimise packet re-routing delay by overlapping
the required wired-network signalling with the establishment of the wireless link to NAR. If the MN
abruptly loses its connection to OAR, or the planned handover fails for other reasons, the MN may fall
back to the unplanned handover.

Planned I ntra-domain Handover

In a planned intra-domain handover, the following course of actions can be envisioned (see Figure
A313):

0) A link-layer trigger or another indication that signifies a need for a handover occurs either at OAR or
at the MN.

1) |If the trigger occurs at the MN, the MN may solicit information about CARs from OAR CAR
Solicitation). This trigger should is optional as it may occur when the MN itself identifies a CAR.
Then the MN could directly send a Host Handover Request.

2) OAR responds to the MN’s CAR Solicitation with a CAR Advertisement, which contains
identification of CARs and link-layer specific advice on how to reach them. Before sending the
advertisement OAR may need to perform a context negotiation with ARs in order to identify the set
of CARs that can be advertised to the MN. This negotiation protocol is out of the scope of the
handover protocol.

3) The MN sends a list of CARs to OAR in a Host Handover Request. This list may be the result of
MN’s own radio signal measurements and/or policy decisions, and/or it may be based on OAR’s
advertisement of available CARs.

4) OAR requests for a handover from the CARs that are indicated in the Host Handover Request with
an AR Handover Request. This request contains MN's identification, |P address, link-layer address,
session keys, and other required state information (i.e. the MN’ s context).

5 CARsreply to OAR with an AR Handover Reply, which confirms or denies the request.

6) OAR confirms the availability of CARSs that have acknowledged the OAR’s request by sending a
Host Handover Reply to the MN. OAR also starts tunnelling packets to CARSs.

7) In connection-oriented links the CARs wait for link establishment indications for the attaching MN.
CARs buffer the forwarded packets until the link is established. CAR/NAR sends a Router
Advertisement to the MN to advertise its services. NAR is implicitly selected by link-establishment
with connection-oriented link technologies. In technologies with random access links, the final NAR
selection may be deferred until the MN registers with the access router.

8) The MN registers with the network by sending a Registration Request.

9) NAR generates a Path Update Request of the micro-mobility protocol (or relays the Registration
Request) towards a “cross-over” router.

10) NAR receivesthe Path Update Reply from an uplink router.

11) NAR relaysthe Registration Reply to the MN.

After the downstream routing path has been diverted to NAR, packet forwarding at QAR can be
terminated. This can be achieved by a timeout mechanism at OAR or an explicit signal from a “cross-
over” router or NAR. Thissignal isnot shown in the figure.
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9. Path Update Request

0: IP2W Handover Trigger \ 4. AR Handover 10. Path Update Reply

Request

NAR

1. ((CAR Solicitation)) S ARRI-eIanover 7. Router Advertisement
2. (CAR Advertisement) Py 8. Registration Request
11. Registration Reply
3. Host Handover Request MOb"

Node

6. Host Handover Reply 0: IP2W Handover Trigger

Figure A3-13: BRAIN Planned Handover

Unplanned Intra-domain Handover

In an unplanned intra-domain handover, the following course of actions can be envisioned (see Figure
A3-14):

0)
1
2)
3
4)
5
6)

7)
9)

A link-layer trigger (e.g., loss of connection) or another indication that signifies a need for a
handover occurs at the MN.

The MN establishes alink with NAR and, optionally, sends a Router Solicitation.

NAR responds with a Router Advertisement.

The MN registers with the network by sending a Registration Request. The Request includes the
identification of OAR and indications of the state that should be transferred from OAR.

NAR requests for a handover and solicits for the MN’s context information from OAR by sending an
AR Handover Request message.

OAR responds to NAR with an AR Handover Reply message, which includes the required context
information. OAR starts forwarding downstream traffic to the MN by establishing atunnel to NAR.
NAR generates a Path Update Request of the micro-mobility protocol (or relays the Registration
Request) towards a “cross-over” router.

NAR receives the Path Update Reply from an uplink router.

NAR relays the Path Update Reply (asRegistration Reply) to the MN.

7. Path Update Reply

4. AR Handover 5. Path Update Request
Request

«— NAR

_— >
6. AR Handover 1. (Router Solicitation)
Reply ‘/’//‘ 2. Router Advertisement

3. Registration Request + Host Handover Request
0: IP2W Handover Trigger —» '\,{‘%%'éi g 4 4

OAR

8. Registration Reply

Figure A3-14: BRAIN Unplanned Handover

Note that NAR may perform path updating and consultation with OAR simultaneously if the MN’s
Registration Request can be authenticated without first retrieving the MN’ s session key from OAR.

The overall protocol is similar to “Fast Handovers for Mobile IPv6” [A3.16] proposed by the Mobile IPv6
Handoff Design Team, which on the other hand, is a clear descendant of the Generalized IP Handoff
proposal [A3.2]. Our protocol complements the generalized framework by adding CAR advertisements from OAR

to the MN and completing the context transfer handshake between OAR and NAR. Furthermore, in [A3.2] , the host
handover reply is missing, and in [A3.13], this acknowledgement may be bi-casted through OAR and NAR.
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A3.2 Paging support

A3.21 Basic conclusionsfor a paging mechanism supported in the BAN

Among all, following basic requirements were identified for the idle mode support in [A3.20], that will
be discussed afterwards:

- should page locally to track mobile location in real-time

- should be scalable by pushing paging initiation closer to the "lower" BRAIN router®
- should bereliable by allowing paging initiation to occur at any router inthe BAN.

- should beflexible by allowing for fixed, hierarchical or mobile-specific** paging areas.
- should optimise the intra-domain and inter-domain update frequency

- should minimise the intra-domain and inter-domain update | atency

A3.22 Existing proposals

The following list of existing proposals shall not be thought of as exhaustive. It allows to identify
particular paging scheme characteristics. All the described proposals only specify the idle mode support,
i.e. how the stand-by istriggered is never fully described. Among all, it is possible to distinguish the ones
relying on a layer 2 paging scheme (HAWAII case) and the other ones that only define a layer 3 idle
mode support (Cellular IP, P-MIP, HMIPv6 cases).

A3.221 HAWAII paging scheme [A3.23],[A3.24]
Initsfirst version, the HAWAII paging scheme relies on IPv4 and Mobilel Pv4.

Paging areas are statically defined using multicast 1P addresses, but it should be possible to have
dynamically defined paging areas (e.g. mobile-specific paging areas) as every router having multicast
functionality could dynamically join a multicast group. Each paging area corresponds to a multicast group
and all access routers®, that belong to this area must join the group. The multicast |P address would
generally be configured by a network administrator.

Paging entries are implemented in routing tables of the routers belonging to the path from the mobile
node to the domain root router (DRR). Paging entries for a mobile node give the association between the
Co-located Care-of Address of the mobile node and the multicast |P address identifying the paging area,
where it is. They are created by path set-up messages sent at MN power up and handover procedures as
well as by paging update messages sent by a MN to its domain root router when it detects change of
paging area. They are refreshed by specific paging refresh messages, generated by each intermediate
nodes between the MN and the DRR.

An access network is implicitly informed that an MN switches into the idle mode, as the routing entries
are automatically erased in absence of updates. Then a packet sent to an idle MN is directly routed using
paging entries. When the packet reaches a node, which contains an association for the multicast address
relating to the paging area of theidle MN, the corresponding node stores the packets and sends a paging
request in the paging area defined by the multicast address. These layer 3 paging request messages are not
propagated over the radio link as HAWAII requires relying on layer 2 paging schemes for the air
interface: they are converted by the HAWAII access routers into layer 2 paging messages. Any router,
including access router, having multicast capabilities®® can initiate the paging request. The paged MN
answers by sending a paging response message to its access router which updates its routing table,

2 hereis a compromise between [small paging area and increased location updates| and [large paging area and more
paging packets transmitted]. The extremities would be [one paging area per BAR] and [one paging area per domain
or BAN]. Then no recommendation could be given independently from the network configuration and the mobility
of the MN.

24 User-defined is here replaced with mobile-specific, because “user” could mean the operator or the MN user; and
paging areas that are defined by the operator user should be statically defined, while an MN user should not care
about paging areas.

% the HAWAII draft specifies that all base stations have | P routing functionality. We call then these base stations
"access routers’

% the routers that should have multicast functionality would have to be selected by the network administrator
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including routing and paging entries and sends a paging reply towards theinitiator of the paging request.
Until the MN isin idle mode, it sends periodic paging refreshment messages to the access router which
also sends paging update messages to the domain root router when it detects the MN changes paging area
In this latter case, the DRR has to positively acknowledged the paging update message, that only updates
the paging entries. This detection relies on layer 2 scheme as it is done by analysing beacon signal from
the acc;;ss router, that has to convey the paging area identifier. This beacon signal is periodically
emitted”’.

The following figure gives the state diagram of an HAWAII MN. Let's note that the "null state" is only
mentioned by the HAWAII draft but will be the same state in all paging schemes.

Idlefor agiven period (i.e.
absence of routing refresh)

Emission of Emj ssi.on of
periodically routing periodically
refresh paging refresh

Power down

Paging update to send
Power up after crossing paging area

Data packetsto send or
Response to a paging request

Figure A3-15: HAWAII Node State Diagram

A3222 Cellular IP paging scheme[A3.25],[A3.24]

The Cellular IP scheme is fully handled at the IP layer as it does not require any specific support from the
link level.

Paging caches that define paging areas are implemented in specific Cellular 1P nodes, selected by a
network operator. They are configured independently from the classical IP routing tables similarly to
Cellular IP routing caches with longer lifetime. They are created and updated by route-update packets
when the mobile is in active mode and by paging-update packets periodically sent or sent after a paging
area change when the MH is in stand-by mode. They are refreshed by update packets as well as upstream
data packets. Then a Cellular IP paging entry for an MN associates its home address with the interface of
the neighbour node from which the last update packet has been sent.

A Céllular IP access network is implicitly informed that an MN switches into the idle mode, as the
routing entries are automatically erased in absence of update messages. Then, when a packet sent to an
idle MN reaches a node in the Cellular IP network, its paging cache is consulted. If the node does not
have a paging cache, it broadcasts the packet to all its neighbours. Otherwise, the packet is either
transmitted to the paging area while the node has a paging cache with an entry for the MN, or rejected if
the node has a paging cache without any entry for the mobile host. When the paged MN receives the
packet, it emits a route-update message that allows to create its routing entries and switch into the active
mode. When an idle MN detects it changes paging area, it directly sends an ICMP pagi ng update packet
towards the Cellular IP gateway. Then specific intermediate Cellular 1P nodes®® having paging

27 periodic fixed time slots known by the MN to monitor the beacon signal

2 means intermediate routers in the Cellular IP network between the MN and the Cellular |P gateway
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capabilities, i.e. that are configured with a paging cache, have to monitor these paging update messages to
update their paging cache. Each paging area has a Paging Area Identifier, that is transmitted in periodic
beacon signal by the base stations that belong to the paging area.

The state diagram of aMN isdepicted in figure below.

No datatransmission for agiven period

Emission of aroute update
packet periodically aslong as
there are no data to emit or
following a handover

Emission of apaging update
packet periodically or following
apaging area change

Data packets to send or Receipt of
apacket

Figure A3-16: CIP Node State Diagram

A3.2.2.3 Minimal Paging extensionsfor Mobile P [A3.27]

This paging scheme (P-M1P) fully relies on the Mobile IPv4 and is a pure layer 3 paging scheme.

Paging areas are defined as a group of foreign agents (i.e. generally access routers). They may be
manually or automatically configured by maintaining paging tables in each foreign agent. In the case they
are automatically configured, a paging server could be used alowing each foreign agent to directly
acquire its Paging Area Identifier (PAI) from the server. The RMIP supports non-overlapping paging
areas as well as overlapping paging areas. A paging table of aforeign agent lists all the foreign agents that
belong to its paging area. In the case of overlapping paging areas, the PAI contains all the foreign agent's
IP address that belong to the corresponding paging area and is transmi tted only once to the MN before it
becomes idle*®, whereas in the case of non-overlapping paging areas, the PAI is just a two-octets value
and is broadcast in each foreign agent advertisement. Paging Area ldentifiers are directly broadcasted by
the mobility agentsin specific extension of their ICM P agent advertisement messages.

The paging request initiator is always the registered foreign agent, that is the Maobile IPv4 foreign agent
through which an MN made its latest registration with its home agent before becoming idle. Anidle MN
is then registered with a care-of address related to its registered foreign agent until it performs a new
registration, even if it moves and changes its foreign agent. Then an idle MN moving changes less
frequently its care-of address than if it staysin the active mode.

When a packet is sent to an idle MN, its home agent forwards it towards the last registered foreign agent.
Thisforeign agent then broadcasts a paging request, conveying the home address of the paged MN inside
its own sub-network as well as towards the other foreign agents belonging to the same paging area
(according to its paging table). These foreign agents broadcast themselves the paging request in their own
network. When an idle MN performed a handover and receives a paging request, it has first to register
with its home agent to inform it of its new care-of address before sending its paging reply towards its
former registered foreign agent. When an idle MN detects it changesits paging area, it has to register with
its new foreign agent.

The state diagram of aMN isdepicted in figure below.

2 through the Idle Reply sent by the registered foreign agent
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Monitoring of ICMP
agent advertisements
to detect change of
foreign agent

+

MIP registration after
each HO

After an explicit idle mode
request/reply

Monitoring of ICMF
agent advertisements ta
detect change of paging
area

+

MIP  registration  after
each paging area change

After aregistration through its current FA toitsHA

following the receipt of a paging request from the registered FA
+

After apaging reply sent to the registered FA
following the receipt of aregistration reply

Figure A3-17: MIP Node State Diagram

A3.224 HMIPv6 paging scheme [A3.28]

The HMIPv6 paging scheme is directly deduced from the Mobile IP Regional Paging (MIRP) [A3.30],
that isinspired by Mobile IPv6 extensions. Consequently, as both proposals are very similar, the current
document will only go into details of the HMIPv6 proposal (one of the rare IPv6 proposal) and give the
main differences compared to the Mobile IP Regional Paging.

The HMIPv6 paging mechanism relies on a central point (Paging Mobility Anchor Point*°), that is unique
per domain, b store location information concerning idle mobile nodes belonging to its domain. It
represents the highest MAP (Mobility Anchor Point) in a HMIPv6 domain and may be in charge of
different paging areas that could be defined at a lower level in the domain. A PMAP only is able to
initiate paging request towards an idle MN and buffer data packets destined to idle MN until it receives a
paging reply. The paging request consists of a classical IPv6 packet with a specific destination option®!
that can only be sent by a PMAP into a paging area, when it receives data | P packets destined to an idle
MN. This destination option contains a specific field, called Paged Mobile Node Address, providing one
or several regional care-of addresses®>> of the idle MNs, depending on the number of MNs that need to
be paged. The way how a PMAP chooses the paging area in which it has to send a paging request on
receipt of data packets destined to idle MN is completely implementation specific (i.e. this is not
specified). When a paging request is sent into a paging area, corresponding access routers may store the
received paging information and send specific Paging Router Advertisements®* to the corresponding idle
MN. The destination address of these Paging Router Advertisements is the slicited-node multicast
address®® of the idle MN obtained from its regional care-of address. In absence of paging request, the
different routers below the PMAP also emit periodic Router Advertisements with a specific extension to
advertise the Paging Area | D they belong to.

%0 versus a Paging Foreign Agent, that is a foreign agent at the root of the paging areain MIRP
%L the paging request is an UDP packet in MIRP
32 aregiond care-of address of aMN refersto the MAP it is attached to

%in MIRP, the Paged Mobile Node Addressis the |P Home Address of theidle MN, that is the target of the paging
request

% Router Advertisements with a Paged Mobile Node Address extension

%5 in MIRP, a paging multicast address directly given by the paging foreign agent to an MN before becoming idle is
used
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A paging area is addressed with an IPv6 multicast address that is obtained from the Paging Area 1D,
permanently assigned and of global scope.

An MN informs the domain nodes that it will switch into its idle mode by explicitly sending tothe PMAP
an ldle Mode Request message, that the PMAP itself has to acknowledge before the information is taken
into account by intermediate routers between the PMAP and the MN. In this way, the PMAP updates its
binding caches to localise the idle MN (paging area D and regional care-of address of the idle MN3®) and
the intermediate routers do not maintain any routing information for theidle MN in their routing tables.

During aHO, an idle MN keeps its regiona care-of address, and consequently its solicited-node multicast
address even if it changes its MAP, while it stays in the same paging area. In the case it detects a new
paging area it has to perform a new idle mode registration in order to inform the PMAP of its new
regional care-of address and its new paging area.

Anidle MN has to periodically monitor Router Advertisements to be able to detect a paging request or a
change of paging area. This requirement implies for the MN to maintain a continuous IP connectivity. In
order to reduce the power-on time of idle MN, a fixed paging time slot could be optionally agreed
between a domain and a MN before it switches into its idle mode. This option is a way to synchronise all
access routers belonging to the same paging area for the emission of router advertisements and to trigger
the stand-by mode of idle MN. How the paging time slot is agreed is not currently specified and may be
implementation specific.

It should be noted that the HMIPv6RP paging mechanism strongly relies on solicited-node multicast
address, that is an IPv6 specificity only ; also it completely relies on Mobile IPv6 messages and is a
purely L3 paging mechanism, as it does not rely on any L2 paging functionality. Nevertheless, the
interworking with a standby mode would be facilitated using the optional agreement of the fixed paging
time slot.

Idle Mode Request
acknowledged by the PMAP

monitors Router
Advertisements only

idle mode registration if
new paging area detected
standard home or regional registration, if data or if idle mode registration
packets have to be sent, if a Paging Router lifetime expires
Advertisement isreceived, or even if anew

paging areais detected

Figure A3-18: HMIP Node State Diagram

A3.2.25 Castelluccia paging scheme[A3.29]

This specification only defines a way to have dynamically mobile-specific paging areas. It should be
thought of as a particular characteristic of the paging scheme rather than a complete paging scheme
proposal. It defines how the paging scheme could support adaptive individual paging areas, allowing each
MN to have its own paging area. This proposal implies that all MN have to run a specific algorithm to
determine their paging areas.

% the current draft does not specify how a PMAP decides to use a common multicast address or not to page several
MNs at the sametime
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A3.2.2.6 Comparison of paging scheme characteristics
HAWAII Celular IP P-MIP HMIPv6RP
MobileIPversion |[MIPv4 MIPv4 MIPv4 IPv6 and M1Pv6
Paging scheme L3relyingonlL2 fully L3 fully L3 fully L3
type paging process
Paging area - using static or - using static - using paging - static IPv6
configuration dynamic multicast | paging caches tablesgivenalist | multicast address
group address configured by of foreign agents obtained from the
configured by a network admin - non-overl aopin PAI
network admin abping
- one PAI per area | or overlapping - one PAI per area
-one PAI®" per transmitted in paging areas transmitted in
areatransmitted in | periodic broadcast | one PA| per area router
periodic broadcast | channel by AR Al pe advertisement msg
channel by AR transmitted in
ICMP agent
advertisement msg
Paging information | partially distributed | in specific Cellular | - paging tables centralisedin a
location in selected paging | IP nodes having configured in each | PMAP (unique per
able routers having | paging caches foreign agent domain)

multicast
capability, through
paging and
multicast entriesin
routing tables

- optionally use of
apaging server

Paging request
initiator

every selected
paging able router

no paging request
sent

registered FA

PMAP

How to inform the

implicitly with the

implicitly with the

explicit Idle Mode

explicit Idle Mode

network (_)f the idle absence of refresh absence of update | Request/Reply Request/Reply
mode switching ? m os messages or
essag upstream data
packets
How toinformthe |paging update msg | IP paging update | registration of the
access network of | sent by the nAR msg sent by the MN with the new
anHOcrossinga |towardsthe DRR idle MN towards foreign agent
PA inidlemode? | creating new the Cdllular IP
paging entriesin all | gateway
intermediate
routers
Interworking with | not specified but not defined not defined optional agreed
stand-by mode relies on beacon time slot to emit
support signal monitoring Paging Agent

Advertisement

MN requirements

MIPv4 compliant

MIPv4 compliant

- emission of
specific ICMP
control packetsto
update paging
caches

MIPv4 compliant

MIPv6 compliant

specific IPv6
destination option
and Binding
destination option

AR requirements

- multicast
capability

- emission of
specific refresh,

several specific
extension for router
advertisements

57 Paging Area | dentifier
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update paging msg

destination address | home address or home address of home address of solicited-node

of paging request | CCOA directly theidle MN theidle MN multicast address
acquired by an MN
in aforeign domain
when active

A3.23 Recommendations for a BRAIN paging scheme

According to the study of the existing proposals, a list of paging properties, that are more or less
independent from the MM protocol, is drawn up. Each of these properties is discussed and
recommendations are given to design a BRAIN paging scheme. The different properties may have
different importance levels.

A3231 Support of sandby mode and idle mode

According to the identified requirements for the BRAIN access network [A3.20], it clearly appears that
the BRAIN mobility protocol hasto completely specify a paging mechanism including:

- ontheone hand, the support of the stand-by mode to limit power consumptioninaMN,

- and on the other hand, the support of the idle mode to minimise the radio spectrum use and the
routing update messagesin the BAN, when no | P data packets have to be sent to/from amobile node.

These two aspects are completely different and they may be separated into two independent notions, let's
cal stand-by mode and idle mode respectively.

The stand-by mode is a completely layer 2 function. Its main goal is to save battery by allowing the MN
to turn off its radio for a given time (of course during this sleep period it is completely unreachable), and
after a wake up (e.g. pre-configured with a periodical wake up time), the MN is able to monitor one
broadcast channel in order to find out whether there is pending data or at least a paging request sent to it
or it changes its paging area. Then it may either become active or continue sleeping. (mainly
HIPERLAN/2 approach [A3.21]). This layer-2 functionality is only relative to the wireless link
technology (e.g. between aBAR and an MN) and is out of scope of the current document.

The idle mode is a layer-3 function, that could also rely on layer 2 functionality on the wireless link (e.g.
to forward paging request between a BAR and an MN [A3.22]). Itsmain goal isto reduce location update
signalling in the BAN. It could also allow to speed up routing by maintaining two tables: one table, that
would probably keep a small size, contains entries relating to active MNs (i.e. MNs able to exchange IP
packets with correspondent nodes), and a second table, that would be obviously bigger, contains most of
the MNs that are currently not maintaining IP traffic but still reachable. This last particularity will depend
on the BRAIN MM protocol design, whether it relies on host routing or not. Cellular 1P specifies an
example of idle mode that is a purely layer 3 idle mode in the sense that an idle MN has to directly
monitor |P packets to determine whether it has to switch into the active mode or not. On the contrary,
HAWAII relies on a layer 2 idle mode capability, as an idle MN has only to monitor a specific layer 2
broadcast paging channel to identify a paging request. It was concluded in[A3.20] to focus on a solution
combining paging requests sent through link layer signalling between the BAN and the MN and location
updates sent through network layer signalling. This choice, made at the expense of an universal paging
system only relying on IP layer functionality, appears optimal to minimise overhead in the BAN and radio
spectrum use’®.

It is the role of the IP,W to enable the interworking between the stand-by mode and the idle mode, e.g. to
trigger the standby mode when an MN isidle. The IP,W may indicate:

- tothelayer 3 that the radio systems has stand-by mode capabilities (layer 2 functions),

- tothelayer 2 that the MN switched into its idle mode (i.e. MN is inactive in IP sense) to trigger the
stand-by mode,

When in stand-by mode, the MN then periodically wakes up to monitor a layer 2 broadcast paging
channel, that will mainly consist of beacon signals sent by the access routers conveying for instance
paging area identifier and paging request. It is then required that periodic fixed-time slots are agreed
between all BARs and an MN before the MN becomes idle. And when an idle MN detects it does not

% This choice is a prerequisite for the support of a stand-by mode (or at least it facilitates the support of the stand-by
mode)
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receive any more the paging channel it will have to wake up to be able to synchroniseitsradio transceiver
with the periodic paging fixed-time slots. It is out of the scope of this document to define the IP,W
capabilities as they will be directly defined in the IP,W working document, i.e. broadcast of paging area
identifiers, forwarding of paging request on layer-2...

A3.2.3.2 Paging ar ea configuration

The paging areas could be configured either by an operator or individually by the mobile host itself asitis
suggested in the Castelluccia's proposal [A3.29], for example. In order to keep the simplicity of the
paging scheme and because the added complexity of adaptive individual paging areas may be not well
justified, it is recommended here to let the BRAIN network operator define the different paging areas in
its BRAIN network. That means that the paging areas are more or less statically defined, firstly
configured at the initialisation of the network and eventually reconfigured if the configuration of the
network changes.

A paging area is defined as a set of BARs and the use of an unique multicast |P address per paging area
appears to be the easiest way to identify different paging areas. Two paging areas can eventually>° overlap
in order to reduce excessive signalling in the BAN when idle MNs frequently move between two paging
areas. Using multicast |P address, each BAR belonging to a paging area has to join the multicast group.
Nevertheless if the P multicast capability is not supported by each BAR, an equivalent fashion could
eventually replace the use of multicast |P addresses to identify the different paging areas in a BAN. E.g.
each BAR could maintain a paging table containing the IP address of all BARs belonging to its paging
area. Also to facilitate the configuration of the different paging areas, even if thisleadsto asingle point of
failure problem, a central paging server, that would be updated by the network operator each time the
paging area configuration has to be changed, could be used to automatically diffuse paging information in
the BAN.

A3.23.3 Paging infor mation update/update

How the paging entries are defined, set up, updated and refreshed directly depends on the MM protocaol,
since a paging entry will replace the regular routing entry for an idle MN. We consider here that a paging
entry has the following generic configuration: P: identifier of theidle MN-> multicast IP @ of its paging
area. The number of BRAIN nodes that own this kind of paging entries depends also on the MM protocol
and on the network entity that hasto initiate the paging requests.

Concerning the way to inform the BAN that an MN switches into the idle mode, two solutions are
envisaged:

- either the BAN is explicitly informed, since messages like Idle Mode Request/Reply are exchanged
between an MN and its BAR, as soon asthe MN detects it can switch into the idle mode.

- or the BAN is implicitly informed, maintaining timer in BAN nodes and in the MN ; when the timer
expires in absence of upstream data from the MN, the BAN deduces that the MN becomesidle.

We would suggest here to retain the first solution (explicit messages), since it would facilitate the
synchronization of the paging information relating to an MN kept in the BAN and the states of the MN
(active, idle or off). Also it would be possible to take into account other events apart from timer
expiration to trigger the idle mode of an MN, like for instance the absence of TCP connection. However
in both cases, the event that triggers the idle mode of an MN will also trigger the emission from the MN
of the message responsible for the set-up of the corresponding paging entries in the BAN. Also this
message could be used to trigger the storage of the MN context in the current Access Router, that could
be transferred to a new Access Router when the MN switches back to the ative mode. The message
responsible for the update of the paging entries mainly depends on the MM protocol. For example, in the
BRAIN Candidate Mobility Protocol case (cf.A3.2.4) :

- if the MN detects that it enters for the first time in a new paging area it may just perform a regular
unplanned Handover (HOFF message) between its old Access Router belonging to the old paging
area and the actual Access Router which is belonging to the new paging area. It means that the MN
temporary enters active mode to perform the Handover and it has to re-enter idle mode at its actual
Access Router.

%9 this would be an option of the paging scheme
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- if the MN detects it changes its paging area and gets too far from its old Anchor then it first performs
the above mentioned unplanned Handover to enter the new paging area. Afterwards the MN may
change Anchor by the regular LOGIN procedure (LREQ message).

Concerning the way how the paging entries are maintained in the BAN and the way how the BAN is
informed that theidle MN is still reachable (i.e. it does not switch off), two alternatives are possible :

- either the paging entries are explicitly refreshed by paging refresh messages directly sent by the idle
MN itself ; in absence of refresh message the BAN deduces that theidle MN |eaves the network ; this
process requires use of timersin both BAN and MN,

- or the BAN keeps the paging information unchanged while the idle MN does not send an explicit
LOGOUT message (depends on the MM protocol) to inform the BAN that it leaves the current
paging area. In that case, atimer with along period should be maintained in the network as well asin
the MN, that would indicate when it expires that the MN leaves the network without LOGOUT (e.g.
MN failsor is out of range).

We would suggest here for simplicity to reuse an explicit LOGOUT message defined in the MM protocol.

A3.2.34 Paging request management
The paging mechanism could alternatively imply :

- either an explicit paging request ; in that case, when data packets sent to an idle MN reach the BAN,
these packets are frst buffered and a explicit paging request is multicasted in the paging area to
search the idle MN ; this request requires a reply from the MN to inform the BAN that it switches
back to the active mode and to allow the data packets to be forwarded towards the MN,

- or an implicit paging request in the sense that the data packets are directly multicast in the paging
area, i.e. they aredirectly used to page themselves the idle addressee MN.

According to conclusions drawn in the BRAIN deliverable D2.1, the explicit paging scheme appears
generally as a more efficient scheme, although an implicit paging scheme would facilitate the support of
real time services. E.g. an implicit paging request would not easily allow an idle MN to trigger its standby
mode, as the idle MN should still be able to receive |P data packets. On the contrary, the explicit paging
request could be conveyed in a specific broadcast paging channel that a standby MN would have to
periodically monitor. Also in some cases, the diffusion of data packets to page an idle MN may overload
the BAN. Let's note that this last drawback of an implicit paging request is less significant if it is assumed
that anidle MN cannot receive burst of downstream packets that are not preceded by a specific short data
packet exchange between the correspondent node and the MN.

Considering that an explicit paging request has to be sent to page an idle MN, we would recommend the
following process:

- datapacketssent to anidle MN firstly reach the last BAR, that registered the MN when it was active,

- then the corresponding BAR buffers the data packets and initiates a paging request towards all the
BAR belonging to the same paging area ; all the BAR, including the paging initiator BAR, broadcast
this paging request in their own sub-network in alayer 2 broadcast paging channel.

This proposal is an alternative solution to the one that implies a central paging node (for example the root
node of a paging area), that would be responsible for awhole paging area and would be the only node that
would be able to send paging request in the corresponding paging area. Then this proposal allow to
quickly reach an MN in the case it frequently switches into the idle mode without moving during a
established connection, since data packets directly reach the relevant BAR. Also it avoids on the one hand
asingle node of failure relating to the paging functionality and on the other hand a non-optimal routing of
data packets sent from neighbour corresponding node belonging to the same paging area: in every case,
these data packets would have to firstly reach a central paging node before the paging request is triggered.

Since in the proposed mechanism the BARS are the only entities that are able to send an explicit paging
reguest, al the BARS must be initially configured to have an entry for the multicast 1P address relating to
the paging area they belong to. The way how they are configured depends on the paging area
configuration (see 8A3.2.3.2). Also paging entries relating to idle MN (described before in 8A3.2.3.3)
will only be owned by the BAR that serves them, i.e. none of the other routers in the BAN will have
paging entries.
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A3.235 IdleMN identifier

During the discussions relating to this topic, i.e. how anidle MN should be identified in a paging request,
two kind of suggestions were given:

- either an IP address should be used, asit is performed for active MN ; this | P address depends on the
MM protocol ; at least it should be the address the MN acquired when it was in active mode and
should be static while the MN staysin the same paging area,

- or another kind of identifier like for example an NAI (Network Access Identifier), that would allow
to release an | P address when an MN becomesidle.

We would recommend here to retain the first proposal, asit is more in accordance with the BRAIN design
principles (e.g. layer transparency). Moreover the advantage of releasing an IP address is valid only if the
IP address can be reallocated to another M N, which is not always the case. However thisissue should not
have a strong impact on the whole paging scheme, since it could just be thought of as a parameter of the
paging request.

A3.24 Paging scheme with the BRAIN Candidate M obility Protocol

The following scheme describes how the paging scheme previously retained could be integrated with the
BRAIN Candidate Mobility Protocol, what could define the paging solution for BRAIN. Two scenarios
aregiven:

- first scenario : the MN becomesidle, movesin the same paging area and receives a paging request

- second scenario : the MN becomes idle, changes its paging area and decides to change its Anchor,
and switches off.
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Figure A3-19: Paging with BCMP

Remarks:

- concerning message 6, that should be thought of as a response to the Paging Request at L3 (the
Paging Reply is part of the BCMP protocol, during the regular unplanned Handover, a regular HOFF
is forwarded towards the oBAR1 and the Anchor to install atunnel between the oBAR1 and nBAR1
and between the Anchor and nBARL to start the bi-casting of data packets until the route to reach the
addressee MN is not fully updated.

- if the MN changes its paging area without changing Anchor, a regular HOFF message without
handover preparation (regular unplanned handover) should be sufficient.

- if the MN changes its paging area and detects another Anchor, that is optimal, it should first send a
regular HOFF and then send aLOGIN message towards the new Anchor to acquire anew IP address;

- anidleor active MN should send aregular LOGOUT message to switch into the off mode.
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A3.3 Path Updates

This annex contains a summary of the design issues for path updates within a BRAIN Access Network
(BAN). This includes issues that affect the way that path updates operate and interactions with other
design issues within the BAN.

A3.3.1 General

There are two routing problems to solve within the BAN. The first of these is the fixed routing problem
of traditional IP networks. Nodes within the BAN infrastructure will need to communicate between
themselves. They can do thisin exactly the same way as a they would in a standard, fixed network. The
other, more complex case manages routing to mobile nodes (MNs). Packets need to be routable, via a
BRAIN Access Router (BAR), to an MN and asthis point of attachment can change, the network needs to
track the location of the mobile.

This is also broadly a description of the packet forwarding design issue. The role of the path update
mechanism is to install host-specific state within the BAN to allow the packet forwarding to adapt to the
location of the MN.

A33.1.1 Routing to mobile nodes

In afixed network, | P addresses are allocated and aggregated for efficient routing. The addresses tend to
have an implicit geographical significance. For example, from the core of a network, an aggregate of
networks will be reachable via a particular link. As a packet is routed closer to its destination, the
addresses become increasingly specific until the final subnet is reached.

Allowing a node to move (whilst maintaining the same |IP address) weakens the implied geographical
significance. So conceptualy, for mobile routing, there is a need to maintain location and routing
information for each node.

A3.3.2 Topologies

This section discusses the impact that certain topological features may have upon the path update
mechanism. It is worth noting at this point that it is considered desirable for a BRAIN path update
scheme to be independent of network topology. Whilst the problem may be simplified by choosing a
particular topology, this may not be true for other components of the mobility architecture and does not
help the migration of legacy networks.

A3.3.2.1 Hierarchical

A strictly hierarchical case is the easiest case to consider. Upstream routing is simple, and there is only
one downstream path. Changes to this path always occur at a well-defined cross-over router. This can be
clearly seen in the diagram below (Figure A3-20) — as the MN moves from the oBAR (the old BAR) to
the nBAR (new BAR) the path changes locally at the cross-over router (XOR). It is equaly clear that a
network built on asingle, strict tree has serious robustness issues.

XOR

oBAR | [ nBAR | | BAR | | BAR

MN F———»

Figure A3-20: Hierarchical Path Updates
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A3.3.22 Mesh

In a fully or partially meshed network there is more choice and, therefore, more complexity. The

implications of this are considered in more detail in later sections. However, most obviously, as can be
seen in the diagram (Figure A 3-21), with multiple paths between nodes, the path update mechanism needs
to be selective about what path information isinstalled. (Note, for example, that there need not be a well-
defined cross-over router in this case).

| BAR | | BAR | | BAR | | BAR |

MN ——»

Figure A3-21: Meshed Path Updates

A3.3.2.3 Support for multiple BM Gs

On the assumption that it is desirable to support multiple BRAIN Mobility Gateways (for a number of
reasons) [A3.31], then there may be a need to signal path changes to one or more BMGs. However, since
this possibly depends on decisions regarding the nature of routing and signalling between the BMGs, it is
not being considered at the moment.

It isalso noted that if multiple BMGs are being supported then there is a need both to support and control
the advertisement of routes outside of the BAN. It is not clear where this functionality should be
considered.

A3.33 I ssues

A3.33.1 Address Aggregation

In general, address aggregation is not a direct concern of path updates. Aggregation, by allowing routing
to networks rather than hosts, reduces the information stored in the network. This is enabled, to a first
approximation, by the address allocation strategy and the nature of the packet forwarding method.
Consider the two alternative approaches: a per-host-forwarding, hop-by-hop scheme and a tunnel-based,
gateway-centric scheme.

In the per-host-forwarding scheme the fixed and mobile routing problem are typically combined into one
protocol. Thus for the address of the MN to be aggregatable, it must be allocated based on the BAR to
which the MN attaches. With this model, it is assumed that BARs have a pool of ‘locally owned’
addresses. (Note that in the degenerate case, more commonly considered with ad-hoc networking, BARs
own no addresses and every routeis per-host and installed by path updates).

With the gateway-centric method, the location of each MN will be tracked by at least one gateway. The
fixed and mobile routing are decoupled, so the tunnel runs across the fixed network and takes advantage
of normal fixed network aggregation. Aggregation for the mobile node addresses is achieved by having
the gateways owning pools of addresses. This allows a gateway to only have to advertise asingle route to
the block of addresses that it owns.

In any case, a path update will install per-host state in the network whenever a mobile changes point of
attachment without changing address. Where address aggregation is being used, there may be a need to
control the scope of the path update. Specifically, to control how far ‘into’ the BAN host routes should be
pushed. (Thisisclosely related to theissue of edge-mobility, which is covered in the next section).

Additionally, it is assumed that if address aggregation is being used, there will be a mechanism for an MN
to return an | P address to the pool. When this happens, it is expected that there will be some host specific
state for this address in the network. If this is soft-state, then it may be practical and simplest to let this
state expire before reassigning the address. However, there may also be an argument for using a path-
update message to ‘ poison’ the obsolete path information.
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A3.3.3.2 Edge Mobility

Whether or not address aggregation is assumed, the question of how far ‘into’ the BAN host routes should
be pushed still exists. In the edge-mobility view, path updates tend to be localised, re-routing packets
around the edge of the BAN. This avoids pushing host routes too far into the network, but may result in
sub-optimal routing. The most obvious ways of avoiding this is to reallocate addresses periodically and
to ‘optimise’ the host routes. The first of these may require routing state to be purged from the network
and isintrusive if performed too frequently. However, this can be controlled (for example by giving the
MN some choice over when to return its address). The second alternative would probably involve
flooding messages through a significant subset of the BAN to push per-host state further into the network.
This is considered impractical, as it would have to be performed on a per-destination basis — implying a
high signalling overhead and additional state to be managed. Where edge mobility is considered, it is
assumed that address reallocation is used to control routing inefficiency.

A3.3.3.3 Tunnels

The use of tunnels is not significant to path updates. It is the topology of the nodes in which per-host
state is installed that affects the mechanism that is used. For example, a network built on a per-host
forwarding scheme with a tree topology has identical path update characteristics to a strictly hierarchical
tunnelled network (compare Figure A3-20and Figure A3-22, where the clouds indicate arbitrary numbers
of non-BRAIN aware routers).

X5r ]

| oBAR | [ nBAR | | BAR | | BAR |

MN ——»

Figure A3-22: Hierarchy with Tunnels

Equally, as soon as there is any more complex connectivity between BRAIN forwarding nodes then,
whether these are directly connected or linked by tunnels, the distribution of per-host state involves
choices. For example, in this case it is much nore likely that the dissemination of per-host state should
be localised. This is shown in the diagram below (compare Figure A3-21 and Figure A3-23, again the
clouds represent tunnels across arbitrary numbers of non-BRAIN aware routers).
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MN —»

Figure A3-23: Partial Mesh with Tunnels

Fundamentally, per-host state needs to be installed in a subset of the BRAIN packet-forwarding nodes.
Whether these are linked by tunnels or direct connectionsis unimportant.

A3.3.34 Sour cerouting

There is very little difference between the use of source routing options and tunnels. They essentially
achieve the same effect, one by encapsulation and one by IP options. The implication of using source
routing (particularly with a DSR heritage) is that the BMG choosesall the pinning points of the path and,
therefore, all path updates must be sent to one or more BMGs. (This may also be true of tunnels, but is
less common with, e.g. HMIP). Tunnels may be considered to have a higher overhead, in terms of the
encapsulation header, but are architecturally cleaner.

A3.3.35 M obileto mobilerouting

This appears, at first glance, to be purely an issue for packet forwarding. It islikely that thisis the case,
though this may depend upon the nature of the routing.

For example, if mobile to mobile routing always goes through a BMG (note that in the case of generaly
hierarchical topologies this does not have excessive effects on path length) then there should be no effect
on path updates. If, however, mobile to mobile routing is intended to be optimal (or near optimal) within
the BAN, then this may affect the installation of host routes.

Initially it is assumed that there is no necessity to design the path update mechanism in such away as to
optimise inter-mobile routing. It isworth pointing out that there may be good reasons for having mobile-
to-mobile calls routed in the same way as calls to hosts in other networks (i.e. passing through a fixed
point such as a BMG). These include billing and accounting, and the provision of lawful intercept
facilities.

A334 Interactions

Although the design of the path update mechanism is seen as largely independent in the specific details of
its operation, it cannot be considered in isolation. Therefore, this section considers a number of the
possible interactions between the path-update part of a mobility solution and other aspects.

A334.1 Handover Management

It is assumed that the handover management design issue addresses the use of techniques such as
temporary tunnels to ensure a smooth handover. Given this, the interaction between these design issues
should be only at the level of the triggering of the handover event and requiring some signalling of the
completion of the path update.

It is suggested that the solution of the handover management problem weakens any requirement for the
path update to be highly localised, as the transitional period is covered by the handover. Clearly the path
update must still complete rapidly enough to allow the network to converge when a MN moves. Also,
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localisation of signalling may be useful for other reasons, such as achieving scalability for large numbers
of MNsin awide-areaBAN.

However much the path update solution attempts to localise signalling, there will always be acts of
mobility that will cause signalling to traverse the full ‘depth’ of the BAN. While this may not happen
frequently, if it can occur it must be handled. Given this, the existence of local handover management
implies no strong need for path updates to be highly localised.

A3.34.2 QoS

It is possible that there will be interactions between the path update mechanism and quality of service.
(Generally these also affect packet forwarding; and are discussed below).If the idea of reactive path
updates is considered (for example finding a downlink path for a flow when required), then this could
take advantage of the requested QoS for the flow. The increase in signalling latency for setting up the
guestion would need to be offset against the possible benefitsin efficient resource utilisation.

A3.34.3 Packet forwarding

Packet forwarding covers the ‘routing’ of packets within the BAN. It is assumed that this can only make
use of a priori routing information, or information installed by path updates. There are, therefore,
interactions between these aspects, since packet forwarding would only be able to support mobility
through the use of routing state from path updates.

There are apotentially a number of issues, outlined below:

Multipath Routing

It is anticipated that there will be some degree of meshing in the BAN topology. Given this, there will be
multiple possible routes from an ingress BMG to a BAR/MN and vice versa. Fundamentally the choice
of which path to take is down to the packet forwarding design. However, the forwarding engine can only
make use of routes of whichitisaware. There aretwo extremes for support of multiple paths.

Firstly, the path update scheme can proactively install all possible routes. Practicaly, this would have to
be restricted somehow, to avoid every router containing state for every mobile node.

Secondly, the scheme can install any (suitable) route when a path update is required. If it becomes
necessary, other routes may be reactively discovered. In this case it is not clear how the discovery
process would be triggered, nor how the path update scheme would find and install the route.

QoSRouting

Thisis just an extension of the previous point. There may be advantages in choosing routes through the
BAN based on QoS parameters. To do this, alternative routes must be known (or must be able to be
discovered). Essentially the same comments made above still hold.

Resilience

This is an obvious reason to have multiple paths available. It is less clear that this requires proactive
support. Perhaps the main question is how the failure condition is detected and signalled — it is
reasonable to assume that a new route can beinstalled if initiated in a suitable manner.

Route Symmetry

Generally speaking, most of the issues to do with path updates affect installing state for downstream
routing. The per-host forwarding protocols, certainly, tend to assume the use of default routesto reach an
egress BMG.

In practice, route symmetry is mostly a packet forwarding issue but, since there are interactions between
these two components, it is possible that there might be considerations that need to be applied to path
updates.

A3.34.4 Security

Path updates are an obvious vulnerability — it is easy to conduct a denial of service attack by installing
spurious routes in the network. Perhaps the biggest implication for any proposed solution is the effect
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that such considerations would have on the use of pure data packets to refresh or introduce soft-state
routing information.

A3.3.45 Paging

In the sense that path updates and paging are both concerned with tracking the location of the mobile,
there may be some overlap. Most obviously, taking the example of Cellular 1P, a message that refreshes
soft-state routing information for a destination can equally refresh paging information.

If routing is hard-state, then the connection is less strong (if it exists at all). The strength of the
connection would also depend upon where in the network the information was stored. (For example, if
paging information is stored in a separate, central server then thereis no overlap between paging and path
updates).

A3.35 Solutions

A3.35.1 Attributes of Solutions

Many of these have been discussed in earlier sections, however it is helpful to collate the factors that are
seen as being desirabl e attributes of any path update scheme.

?? Support address aggregation. As a general efficiency issue rather than as a direct function of path
updates, this needsto be supported.

?? Be independent of network topology. It is understood that BANs may be expected to scale over a
wide range. There may also be the possibility of migrating legacy networks. In both cases it is
obvious that ideally the path update mechanism isindependent of the topology.

?? Avoid routing loops. Any paths installed by the path update mechanism must not introduce routing
loops. Certain protocols may introduce transient loops whilst the update is being processed. Thisis
not necessarily a problem, but the network must be able to converge in a short* period of time to a
stable routing configuration.

?? Support multiple paths. As discussed earlier in the annex, there are several reasons why being able to
make use of multiple paths through the BAN is desirable. Most obviously, it makes packet
forwarding more robust. It also allows more efficient use to be made of the network resources in the
BAN.

?? Require limited signalling overhead. This is a relatively obvious attribute, but is more of a
discriminator between otherwise similar solutions. Any protocol that is a sensible candidate for
mobility routing must have a manageabl e and scalable signalling load.

?? Be robust in the presence of link failures. Link failures need to be detected, either by link-layer
messages or an appropriate network layer mechanism and the problem routed around. From a path-
update perspective it is assumed that this relates to the failure of fixed network infrastructure. (If the
wirelesslink failed, it is assumed that this would trigger ahandover).

?? Berobust in the presence of node failures. Essentially the same problem as link failures. Not only
should the protocol be able to detect and avoid failures, but it should also be possible to detect
recovery (or new nodes/links) and take advantage of them.

?? Allow separation of local from global mobility. This is a transparency issue — it is an important
architectural principle that the BAN is transparent. Thus any global mobility mechanism must not
interact with the BAN internal mobility management. It is not directly related to path updates, but it
is important that path updates should not compromise this principle. (For example, HMIP would
provide local mobility within the BAN, but with the assumption that Mobile IP was being used for
global mobility).

?? Install efficient paths. This might initially appear to be a slightly weak statement. However, work on
protocols such as MER-TORA [A3.36] has indicated that optimal routing may be expensive (both
computationally and in terms of signalling). Relaxing the need for optimality allows efficient routes
to be found at a much lower cost. Within the BAN, it is generally desirable to think more abstractly
in terms of ‘least cost’ routes, rather than ‘shortest path’. Even so, it is not anticipated that paths
should necessarily be optimal — only ‘efficient’.

40 |n this sense ‘short’ is relative to the handover rate, otherwise the network routing will be unable to converge
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A3.35.2 Possible Solutions

Where the topology of entities which actively participate in path updates is non-trivial, then it would be
hard to make a definite statement about a suitable strategy. So, if the BAN were intended to make use of
a partially meshed collection of BRAIN-aware routers, it is not clear what scheme should be used.
Cédlular IP and HAWAII are the classic examples of per-host forwarding protocols; more recent work has
considered protocols based on ad-hoc networking, notably AODV (Ad-hoc On-demand Distance V ector)
and MER-TORA [A3.36]. These can only be considered on a case-by-case basis, assessing the both the
protocol and the proposed topology against the criteria outlined above.

We reject any topology based on a strict tree (whether built on tunnels or per-host forwarding) as
essentially unsuitable, asthislacks any inherent robustness.

Ultimately this has lead BRAIN to consider a simple, gateway-centric approach as the most easily
definable. The details are described in the BRAIN Candidate Mobility Protocol annex (section A3.4.8)

A3.3.6 Path Updates References
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A3.4 Scalability and Reslience

Key issues for a BRAIN Access Network (BAN) are those of scalability and resilience. BRAIN is
considering access networks over a wide range of sizes from small, localised BANSs, through campus-
network deployments to large scale networks. Given this, it is important that the implications of
providing a scalable, resilient solution are understood.

In general, this annex considers the distribution of functionality across multiple network elements as a
way of achieving thisgoal.

An example topology is shown (Figure A3-24), which gives the top-level relation of the BAN to other
parts of the overall network.

Another BRAIN
Access
Network

One or more
standard fixed
IP networks,
with user
mobility support

BRAIN Access
Network
(Transport and
Control)

Figure A3-24: BRAIN Network Topology

The key elements of the architecture are listed below with their basic functionalities:

- Mobile Node (MN): IP host with one or more IP addresses and a single interface and possibly more
than one simultaneous radio link with different BARs

- BRAIN Access Router (BAR): an IP router with multiple wireless and wired interfaces

- BRAIN Access Network (BAN): data transmission infrastructure and control entities for routing and
determining user access

- BRAIN Mohility Gateway (BMG): specia purpose IP router hiding any BRAIN-specific routing
functionality

A34.1 Failure of Nodes

This section discusses the implications of failure of various types of nodes. This identifies where
particular support for resilience needsto be engineered into the BRAIN architecture.

In most cases where resilience is required, it may be possible to offer a suitable solution by engineering
an appropriately high-availability element. Given related arguments about scalahility, it is considered that
achieving resilience through distributed functionality is highly desirable. However, it should be made
clear that in some cases a highly-available system may be aviable alternative.

A34.11 Mobile Node

Failure of the MN will clearly prevent communications to and from it. However, there should be no
further impact on the rest of the network. If the network makes any use of hard-state information, then
this disconnection of the MN needs to be detected by the network. Only then can the appropriate actions
be taken to purge this now obsolete information. Alternatively, information may be soft-state, in which
caseit isassumed that it will time-out after a suitable period of time. BRAIN Access Router
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The BAR is the network layer device that mediates between the fixed part of the BAN and the MNs that
are connected to it. Failure of aBAR will effectively disconnect all MNs that are currently attached to it.
This can be overcome by having any MN in this situation perform an unplanned handover to reattach to
an alternative BAR. Thereis a network planning and deployment issue here to ensure that there is always
asuitable alternative BAR that can be used. This also suggests arequirement on the handover functionin
that it should be possible to complete an unplanned handover without having any communication from
the failed BAR (with the attendant security implications). Given that failures of this sort are not expected
to be common, an aternative is to allow the mobile to re-login through a new BAR; some ‘logout’
functionality may need to be triggered by this.

On the BAN intemal side, failure of a BAR should be handled as for any BAN internal routing node.
Since it is expected that any MN attached to the failed BAR will find an alternative point of attachment,
this will cause any per-host state in the network to be updated and consequently implicitly prevent the
BAR from being used.

It may be that some network function requires a BAR to hold information about MNs that are not directly
connected to it (for example, paging information for an idle MN). This has two clear implications: firstly
that there should be some alternative storage in the network; and secondly that there must be away for the
failure of the BAR to be discovered. (Thislast is a more subtle point than the failure being detected by
neighbouring routers, as a distant node may trigger the use of the stored information).

A3.4.12  BRAIN Mobility Gateway

BMG failure would be serious, unless a suitable failover strategy was available. Many proposed micro-
mobility solutions are unclear about ways in which multiple gateways could be supported, and so this has
been afocus of the mobility research within BRAIN. Thisisdiscussed fully in section A3.4.3.

(For the purposes of this discussion, the Anchor Point (ANP) of the BRAIN Candidate Mobility Protocol
istreated in the ssmeway asaBMG).

A3.4.1.3 BAN Internal Node

A BAN internal node is responsible for maintaining routing information both for fixed network and MN
reachability. (This may be maintained by one single or two independent protocols). However this is
managed, it is important that the failure of a single node does not affect the ability of the BAN to forward
packetsto and fromaMN.

For a per-host forwarding (PHF), or hop-by-hop type solution, mobile routing information is typically
distributed across the whole network. The routing protocol that is used to install this information may
handle thisreactively or proactively.

In the reactive case, the failure of a node needs to be detected, initially by its neighbours. This
information will be propagated by whatever method the protocol defines in order to build a path around
the failed node. For the proactive case, multiple routes are found and installed in advance. The failure
still needs to be detected but, when this happens, the alternative path already exists; the network simply
needsto useit.

In a gateway-centric solution, it is assumed that tunnels are built between nodes in the BAN. Only these
nodes are ‘BRAIN-aware’, and only these nodes maintain per-host state information. All other nodes can
be traditional 1P routers. A simplifying assumption is that, in this case, the only BRAIN specific nodes
are the BMGs and the BARs*!. Then, any other internal node is a standard I P router and its failure will be
handled by whatever routing protocol isin operation.

A3.42  Scalability

The concept of scalability can be considered to mean different things in different contexts. The three
issues that are discussed in this section are:

?? MN scaability
The ability of the BAN to manage alarge number of mobile nodes

4 The BRAIN Candidate Mobility Protocol introduces the Anchor Point (ANP) as a BRAIN specific entity. It
essentialy fulfils the definition of BMG as stated later, but without the implication that itisan ‘edge’ device. The
discussion of multiple BMGs discusses thisin more detall.
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?? Throughput scalability
Avoiding bottlenecksin the network to allow a high volume of traffic flow

?? Geographic scalahility
Scaling aBAN to provide coverage over awide area

Many of theseissues are related, but each may have slightly different implications.

A34.21 Terminal Scalability

Ultimately, scalability to a large number of mobile nodes is limited by the amount of per-host state
information in the network. In a per-host-forwarding scheme this can be significantly reduced in general
by making use of address aggregation. This means that only when a mobile is attached to a point other
than its “home’ BAR is there any need to inject host specific state. For a gateway-centric approach, there
will be per-host state for every attached MN at some point in the network. Whatever these elements are
(they are assumed to be BMGs in the BRAIN architecture), multiple instances are required to provide
scalability. As pointed out at the start of the section, scalability issues inter-relate, and scaling to alarge
number of terminals would cause an increase in the amount of mobility signalling in the network. This
could mean that throughput scalability (in the next section) should take account of the increased load on
the network dueto signalling.

A3.4.2.2 Throughput Scalability

Throughput scalability can be achieved by deploying additional elements where there are bottlenecks.
These may not just be for data traffic flows, but may include signalling. This needs to be taken into
account in planning the network and deciding where to add additional capacity. Adding additional fixed
network capacity should be relatively straightforward — this requires suitable support for the fixed-
network routing. Additional BARs should be deployable with little problem as well, since multiple
instances are invariably used. Scalability at the BMG is possible by either deploying multiple instances
or building a highly scalable BMG. Given the additional architectural complexity of building a scalable
BMG and the other reasons for deploying multiple BMGs, then multiple BMGs are considered to be the
preferred solution. (The highly scalable approach is always available should it be appropriate in specific
circumstances).

A3.4.2.3 Geographic Scalability

Geographic scalability, to extend the coverage of the BAN to a large physical area, requires more BARS
and probably more infrastructure. Since any BAN can manage multiple BARs, scaling a network to add
more should not pose any problems. Likewise, scalability of infrastructure should not pose a problem,
providing that the required services (routing, paging, etc.) al scale. With regard to the BMGs, multiple
instances are desirable in this case to improve routing efficiency in the BAN. Consider a country-wide
BAN, and assume that there is only a single BMG. Since al traffic into (and out of) the BAN passes
through this node this architecture can cause serious routing problems. The only practical solution to this
problem isto deploy multiple BMGs.

A34.3 Multiple BRAIN M obility Gateways

A3.4.3.1 Introduction

Effective support for multiple BMGs has been identified as an important aspect for the deployment of
BRAIN Access Networks. This section considers some of the specific issues raised by this support.

There are a number of reasons why it is desirable to have a number of mobility gateways. Perhaps the
most obvious is the avoidance of a single point of failure, although resilience is probably the hardest
problem to solve. However it is also useful to be able to support a number of mobility gateways for
scalability. This applies both to scalability to number of users (by spreading the load across a number of
gateways) and to geographic scalability. In the latter case it is more a means of providing optimal (or
better) routing through multiple peering points.

With the exception of small BANs, support for multiple BMGs is important. Once this has been
accepted, then there are a number of issues raised by having multiple gateways that need to be addressed.

This section addresses the multiple-BMG issue based on the architecture diagram (Figure A3-24). A later
section addresses the implications of the Anchor Point introduced in the BRAIN Candidate Mobility
Protocol.

Page 191



BRAIN D22/10

A3.4.3.2 Basic | ssues

The following sections address more specific issues regarding support for multiple BMGs. For the
purposes of this discussion the following simple architecture (Figure A3-25) is assumed.

Figure A3-25: Examplemulti-BMG BAN

A3.4.33 Addressing

There are at least two distinct models of address assignment to the MN in this example. It is useful to
summarise two obvious alternatives. In the edge-mobility model [A3.39], it is likely that addresses are
allocated by entities co-located with or close to the BAR. This is because the use of aggregation for
routing efficiency is applied across the whole network and the “home BAR’ is identified by the address
block that it owns.

In contrast, with a gateway-centric view, addresses are owned by the gateways. (For this discussion, we
assume the BMG). Thus gateways (there typically being fewer of these than there are BARS) manage
larger blocks of addresses. A gateway stores the mapping between the address of the MN and the BAR
(or some ‘ next hop gateway), so ‘ownership’ of BARs is more of an administrative issue.

A34.34 Gateway to BAR mapping

It is useful to introduce the concept of a BMG ‘owning’ a BAR — packets may only flow betweenaBMG
and a BAR where the BAR is owned by a BMG. Thisis a purely administrative concept that described
how the network is organised. It also allows for the implications of this mapping to be considered.

The mapping between BMG’s and BAR's can be 1:many or many:many. At one extreme a BAR may be
owned by exactly one BMG. In this case, handing-off between BARs may force a change of BMG.
However it means that the ingress/egress point is always known, or at least can be derived from the BAR
to which the mobile is attached. If this constraint is relaxed, then BARs may be ‘owned’ by many BMGs.
Ultimately this can be extended such that every BAR is associated with every BMG. The implications of
these approaches are discussed |ater.

A3.4.35 L ocation updates

When a location or routing update occurs for a mobile node, it may be that one or more BMG needs to be
updated. In the event that an update has propagated to a BMG, it may not necessarily terminate at this
point. (The update cannot be seen ‘outside’ of the BMG — it existsto act as atermination point for BAN
internal mobility signalling). However, it may be that the information should be shared with other BMGs.

Some solutions, most notably those built on per-host forwarding protocols may automatically provide this
functionality. It is more likely to be true in this case as routing information is distributed across a subset
of the nodes as defined by the protocol. If the protocol supports multiple gateway nodes, then updates
should take thisinto account. Inthe event that the protocol does not support multiple gateways, it may be
difficult to extend it — the necessary updates would fall outside of the normal scope of the protocol.
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While there will frequently be situations in which the BM G does not need to be informed at all, thisis not
necessarily always true. Whenever the mobile crosses into a ‘shared’ region (i.e. is attached to a BAR
that is owned by more than one BMG) then it may become desirable to pass location/routing information
tothe BMG.

A3.4.3.6 Handover

The most obvious form of handover within the BAN is where the MN changes BAR. However, if there
are multiple BMGs then it is possible handovers could also occur between BMGs. This may be
correlated with inter-BAR handover, or a separate event.

Thisisdiscussed more fully in section A3.4.5

A3.4.3.7 Resilience

Resilience is one of the key reasons why multiple BMGs need to be supported. However, it is also one of
the more complex issues. Resilience can only be achieved if each BAR is owned by more than one BMG,
in order that a switch can be made in the event of failure.

A344 Data flows

A3.4.4.1 Downlink

For any given downlink flow, it may be desirable for the ingress BMG to be known to the network. This
is particularly true, for example, where RSVP proxies are being used. In order that the correct end-point
is chosen the ingress BMG for the flow should be known. The situation may be relatively clear for a
specific connection, but may be subsequently complicated. For example, new flows may enter the BAN
at the same or possibly a different BMG. Yet more complex is the possibility that the ingress BMG may
change during aflow (this would need to be detected and signalled appropriately).

This example is a specific instance of a general question regarding the routes that are advertised by the
BMG. Specifically, the visibility of addresses through route advertisements is critical in establishing the
downlink behaviour. The question can be formulated as a number of possible options for the
advertisement/ownership of |P addresses used by MNs. They may be:

?? Owned solely by a specific BMG
This does not allow for robustness, other than by reassignment of the MN I P address (which does
potentially offer robustness, but not seamlessly so). It does effectively facilitate scalability.

?? Owned equally by all BMGs
Thisisclearly very robust, but does not easily facilitate scalability. (Thisistrueinthe general
case — if host-specific routes are rarely propagated to this level in the network, then it isless of an
issue).

?? Preferentially owned by one BMG, but known to all (or many)
Thisiscloser to the classical fixed |P method of advertising routes. It allowsthe BAN to control
theingress point for a given destination, but also provides a high degree of robustness.

Any of these models are deployable candidates. However, it isthe last one that offers the most flexibility.

A3442  Uplink

The fundamental issue affecting uplink is whether the packets can exit the network at any BMG, or
whether they are constrained. Whether or how the egress can or may change is essentially the same as for
the downlink case. The network needs to decide on which egress point to use. This may be considered as
an issue of flow-symmetry, or as how routes |earned from outside the BAN are handled.

A3.4.4.3 Flow symmetry

In general, when there is a choice of BMG for ingress and egress, then the possibility of asymmetric
routes through the network exists. If this were considered problematic, then the intra-BAN mnobility
solution would need to address this. With atunnel-based solution, reverse tunnelling provides an obvious
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way of managing this. A per-host-forwarding system is less likely to offer this (since uplink flows and
downlink flows are routed to different destinations and the mobile may be distant from its home location).

A345 Inter-BM G handover

As the mobile node wanders and changes point of attachment to the BAN the optimal ingress point may
change. The sample architecture outlined above (Figure A3-25) and used here can be assumed to have
the following basic mapping between BAR and BMG. That is, each BMG owns the BAR with the same
number. For aconsideration of handover, details of redundancy are not important.

Figure A3-26: BAN with Attached MN

For example, in the diagram above fFigure A3-26), the routing is through BMG1 to BAR-1. If the
mobile changes point-of-attachment, perhaps arriving at BAR-3, the route across the BAN is sub-optimal.
(How this routing might be managed is discussed later). Note that this is primarily a concern of the
routing within the BAN — it may be that the path across the Internet is sufficiently long that the portion
across the BAN makes little difference end-to-end. It also seems reasonable that as a criterion for
establishing the ‘best’ route, that ‘least cost’ isthe goal (rather necessarily than smallest number of hops).

If, by whatever criteria, routing from the BMG to the BAR needs to be optimised, then the mobility
management solution needs to consider how to update the appropriate BMGs with sufficient information
to make this possible. Thisalso needs to happen in away that avoids routing loops.

Theingress point can only be affected by the routes that the BAN advertises. Although theoretically this
means that the routing for a single MN can be fixed by changing the advertisement, this is utterly
impractical. Since it would require leaking per-host information into the Internet it is both architecturally
bad and completely unscalable.

The implication of this is that the only way to manage this situation is to allow (from the BAN’s
perspective, encourage) the MN to change IP address. Thiswill automatically cause packets addressed to
the new IP address to be passed through the most appropriate BMG.

The most logical way to consider a change of address in this form is as a handover between BMGs.

Where handover is required between BMGs, then the characteristics of such a handover should be
considered. Particularly of interest is how smooth the handover is, or needs to be. It should be
recognised that if the boundary between BMGs is hard, i.e. handover between a particular pair of BARS
forces BMG handover, then it is important that the handover is smooth (This is a consequence of a
1:many mapping between BMG and BARS). If, however, there is overlap and the boundary between
BMGs is blurred, then it may be lessimportant that BMG handover is smooth. Since the BMG handovers
can be de-correlated with inter-BAR handover, then the MN has the opportunity to select a better (if not
the best) time to carry it out. Ideally, this would only happen when the MN had no active sessions, so
issues of smoothness are unimportant.
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Figure A3-27: BMG/BAR Boundaries

A3.4.6 Multi-BM G Routing

This section presents some diagrams to clarify options for routing within the BAN where multiple BMGs
are present. Itisnot intended to be exhaustive, merely to illustrate some possible scenarios.

The simple architecture diagram (Figure A3-26) gives the basic concept of a BAN with 3 BMGs and a
number of BARs, 3 of which are shown. (It is assumed that there are many more BARs, but that thisis
sufficient to consider the scenarios).

Initially, where the MN has just attached to BAR-1, it is assumed that BMG-1 will be the natural ingress
and egress point. This meansthat routing initially follows this path:

Figure A3-28: Example Traffic Flow

Note that this is based on the assumption that basis for choosing the BMG is within the BAN (i.e. the
location or, more likely, the address of the MN) rather than of the correspondent node. Otherwise,
assuming that the routing information were available, a correspondent node close to BMG-3 might be
routed through BMG3 (to get packets into the BAN as soon as possible). As the MN moves through
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BAR-2 on towards BAR-3, the route is less obvious. The following diagrams suggest some options for
how this could be managed.

Figure A3-29: Host Movesto BAR-3; case 1

This first case assumes that the BMG remains the same, so implying that the address of the MN (even if
aso ‘owned’ by another BMG) is also advertised through BMG-1. This is the edge-mobility case, where
the packet is forwarded around the (far) edge of the access network. Some route optimisations might
occur and the MN may (eventually) change its care-of address, which will presumably change its
associated BMG.

Figure A3-30: Host Movesto BAR-3; case 2

This second case could also be considered edge mobility, but here the routing is along the ingress edge, to
reach the ‘best’ BMG for the current point of attachment of the mobile node. This clearly means that

routing / location information from the mobile node need to be propagated to (at least a subset of) the
BMGs.
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Figure A3-31: Host Movesto BAR-3; case 3

Finally, this diagram considers the case where the ingress BMG changes to optimise (at least from the
point of view of the BAN) the route. This can only be achieved by changing the CoA of the MN, or by
otherwise changing advertised routes. The latter option is unlikely to be feasible, asit is advertising host
routes outside the BAN. (Thisis clearly possible, but unwise). Essentially, this describes the routing that
would be expected after an inter-BM G handover.

A3.4.7 BMG Routing

As regards routing by the BMG, this may be considered as a special case (potentially with its own
protocol) or as part of the general mobility solution. The characteristics of routing at the BMG level may
be considered quite different from general routing within the BAN.

If BMGs are meshed together at the ‘top’ level of the BAN then routing within this mesh might still be
treated in a number of different ways:

?? Optimal routing requires that the route information is updated whenever aMN crosses a boundary
between BMGs

?? Static routing would allow for some resilience

?? A solution could beintermediate; somewhere between these 2 extremes.
Possible options for routing between BMGs are:

?? Simply handled as part of the general mobility protocol

?? MER-TORA offering some form of edge mobility

?? ‘Truncated’ Cellular-IP or HAWAII

(using a tr4e2e, but considering the nodes that would logically be ‘above the BMGs to be virtual
nodes™)

?? Analternative mobility protocol

A34.8 BRAIN Candidate Mobility Protocol

A significant part of this document discusses some of the issues surrounding the support of multiple
BRAIN Mobility Gateways. The BRAIN Candidate Mobility Protocol [A3.40] introduces the concept of
an Anchor Point (ANP) and treats the BMG as an essentially standard border router.

“2 Rather than specification of arouting protocol, this is more of an abstraction for organising the BMGs. Thusit is
more away of logically thinking about how packets may be exchanged.
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The scalahility and resilience requirements of the BMG in this model are clearly addressed by the use of
standard fixed network routing protocols. The BMG also has no mobility specific functionality. The
ANP then becomes the termination point of the mobility related signalling in the network. That is, it is
the ANP that makesthe BAN look like anormal, wired, |P network.

Thus, to provide continuity between the discussion in this document and the architecture in [A3.40], it
should be assumed that the BCMP ANP is equivalent to the original definition of BMG provided at the
start of the document.

The decoupling of the boundary and mobility specific functionality allows for more flexibility in the
selection and deployment of network components. It also makes an explicit boundary that looks like a
fixed-network boundary. Fundamentally, it does not change the original architecture, other than the
minor re-naming.

A34.9 Scalability and Resilience Refer ences

[A3.39] S. Corson, “Edge Mobility Architecture” draft-oneill-ema-0L.txt

[A3.40] C.Kesze, et a, “Description of the BRAIN ‘ Candidate MM Protocol”, WP2-ER014-0_3-pi
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A3.5 BRAIN Candidate Mobility Protocol Components

The messages of this protocol can be categorised into two groups. The first group includes al the
messaging between the MNs and the BARs representing the edge of the BAN. These messages are always
exchanged using the air interface so with certain radio link layers it might be possible to use existing L2
primitives instead of |P packets to improve performance. Such adoptions of this protocol to certain link
layers are outside of the scope of this document and should be separately defined. It isimportant to note
that such use of L2 primitives are alowed only if it does not affect the semantics and operation of the
protocol.

The second group of messages consists of the messages inside the BAN. Here all messages are IP
messages. The source and destination |P addresses are set according to the senders and receivers of the
message. For example when a BAR forwards a HOFF message to an Anchor, then the source address is
filled according to the BAR’s (uplink) IP address and the destination address is set to the Anchor’s IP
address. The mandatory session id field in the messages identifies the MN that the message refers to.
The fact that signalling messages between one particular BAR and Anchor has fixed source/destination
addresses (i.e., not the MN'’ s address used to identify the originator) helps e.g., the identification and QoS
categorisation of the signalling messages.

In the following sections we give the brief description of the used procedures and protocol phases.

A35.1 Initial Login

A newly arrived MN must log into the BAN. The purpose of the login procedure is to authenticate and
authorise the mobile host, and obtain an IP address. To log in the mobile node sends an LREQ message to
the BAR it has radio connection to. The global id field of this message is used to identify the MN for
AAA purposes. For example, it can be a NAI string, like user@domain. The next field, security infois
provided by the MN and will be used to authenticate it during the global AAA process. The whole
message is formed similar to aDHCP request that is, the source | P addressfield is set to zero.

LREQ

fields: present | remarks
global id A

security info A

The BAR stores the MAC identity and the global id of the MN and forwards the LREQ message to a
selected Anchor. The Anchor is selected according to operator specified policies. This function of the
BAR is similar to that of a DHCP proxy agent. When the Anchor receives the LREQ message it uses an
external AAA protocol or local database to get information about the MN and verify itsidentity.

In response to the LREQ the Anchor generates an LREP message that is sent back to the BAR. If the
authentication was successful, the message contains an IP address, session id and the encrypted
session key for the mobile host and its initial paging area. The session id is used in all further
messages to identify the MN. This is a unique but not permanent identifier, which also identifies the
issuing Anchor. The session key is used to authenticate the MN’ s further messages. If the authentication
failed the LREP message contains the reason in the result field.

LREP

fields: present | remarks

result

global id

session id

session key

IP address

O O] of o »| »

paging area see Section A3.5.6
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When the BAR receives the LREP message it looks up the MAC identity of the MN based on its global

id and forwards the message to it. By receiving an LREP message from the BAR indicating a successful
authentication, the MN islogged in.

AAA
GW GW

LREQ LREP

AP v AP
N N
AP
LREQ ) LREP
]

A35.2 Handover Preparation

This function is used to inform the BAN about a planned handover. This processis not mandatory for all
handovers; it isintended to make handovers seamless.

The MN sends a HPREP message to its old BAR indicating the purposed new BAR in the nBAR field.
The old BAR forwards this message to the candidate BAR which replies with a HPREP_ACK message.
The new BAR indicates its willingness to accept the MN in the result field. If the answer is positive the
old BAR builds a temporary tunnel towards the new one on the reception of the HPREP_ACK message.
Any packet ariving to the MN is also sent to the new BAR through this tunnel. When the old BAR
receives the HPREP_ACK message it forwards it to the MN. If network policy permits the MN can be
allowed to set up tunnels to more than one BAR at the same time. These tunnels are removed after a
timeout or after handover execution. If the MN has been rejected by the new BAR it may try to prepare a
handover to another one.

HPREP

fields: present | remarks

session id A may be implicit between MN and APon L2
nBAR A may be implicit between ARs

L2 parameters O

QoS context O

HPREP_ACK

fields: present | remarks

session id A may be implicit between MN and APon L2
result A
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The L2 parameters and QoS context fields of the HPREP message are not generated by the MN but
rather appended by the old BAR. These fields are used for context transfer from the old BAR to the new

//QGWWGW
} [a] [a] [a]

L
/

...‘l.‘
nAP

HPREP HPREP_ACK

]

A35.3 Handover Execution

This function is used to perform a BAR change (handover) and in practice it means location update rather
than a radio function. The MN sends a HOFF message to the new BAR after a successful L2 handover.
The oBAR field of this message shows the MN's old BAR. After receiving the HOFF message the new
BAR contacts the old BAR by forwarding the HOFF message to it and retrieves all necessary information
about the MN in the HOFF_ACK message. In case of unplanned handovers, this is the first time the two
BARs get in contact and they can start building a temporary tunnel similar to the planned case (see
Section A3.5.2). The HOFF_ACK message between the old and new BARs aso used for QoS context
transfer in case of unplanned handovers.

In case of planned handover the tunnel is already in place. The HOFF message between the two BARs is
only used to release radio resources at the old AP.

In addition to forwarding the HOFF to the old BAR, the new BAR forwards the HOFF message to MN’s
Anchor Point. The identity of the Anchor is determined from the session id (see Section A3.5.1). The
field Anchor info contains information about possibly better Anchors for the MN and is used only if the
BAR has suggestions for the Anchor. In response the Anchor configures a new tunnel toward the new
BAR and replies with HOFF_ACK message. From this point on all traffic addressed to the MN will be
forwarded in the new tunnel towards the new BAR. The new BAR forwards the HOFF_ACK message to
the MN. The IP addr (w) field (filled in by the Anchor) may contain a Anchor change suggestion with a
weight value. The weight indicates Anchor change urgency, i.e., higher values mean higher urgency. The
old BAR also receives a HOFF_ACK message from the Anchor in order to release all resources allocated
to the MN, including the temporary tunnel.

HOFF

fields: present | remarks

session id A

Obar A may be implicit between BARs
paging area A see Section A3.5.6

Anchor info O only between new BAR and Anchor
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HOFF_ACK

fields: present | remarks

session id A

Result
IP addr (w)

L2 parameters

not present between BARs

Ol O] of »

QoS context

~_—
HOFF_AC
HOFF HOFF_ACK

] O]

A354 Change Anchor Point

After a handover the network may suggest the MN to switch to another Anchor to decrease triangular
routing. Such a switch results in the change of MN’s IP address, which breaks ongoing sessions.
Therefore, the MN is left to decide the exact moment of the change and to initiate the procedure. The
Anchor change is very similar to the Initial Login (see Section A3.5.1). The most important difference is
that the MN already has a session id and IP address and is authenticated locally by the BAN, instead of
the AAA infrastructure. The latter is important because global AAA procedures are not needed in this
case.

The MN sends an LREQ message to its actual BAR. This message is the same LREQ message as the one
mentioned at Section A3.5.1, except that the optional session id field is present this time. The BAR
forwardsit to the best Anchor in the current situation. The candidate Anchor then exchanges all necessary
information with the old Anchor, which is determined from the session id. Asaresult, the old | P address
and session id is freed. These resources, especially the session id, should not beimmediately allocated for
another MN. The new Anchor allocates the new session id, new session key, new IP address for the
MN and sends it in an LREP message to the actual BAR. The MN is still identified by its old session id
so the message must contain it too. The BAR updates the MN’ s record and forwards the LREP message
to the MN. If the authentication of the MN failed the new Anchor may reject the re-login request and the
L REP message contains the reason in itsresult field.

LREQ

fields: present | remarks

session id (0] not present in case of Initial Login
global id

security info mandatory in case of Initial Login

o| O] »

challenge
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LREP

fields:

present

remarks

session id

not present in case of Initia Login

result

global id

new session id

new session key

new IP address

paging area

O| O] O| O »| »| O

see Section A3.5.6

AP&\

AP

LREP’
LREQ’

nNAP

AP

LREQ’ ) LREP’

4

]

A355 L ogout

To log out from the BRAIN network the MN sends a LOUT message to its actual BAR. The BAR will
forward it to the MN’s Anchor and it releases al resources. The Anchor will free the MN'’s session id
and IP address. Thisis an unacknowledged message.

This message may be used by the Anchor in order to explicitly remove the MN from the BAN. In this
case the Anchor sends the LOUT message to the MN’s actual BAR and fills in the reason filed of the
message. The BAR may inform the MN by forwarding this message.

LOUT

fields: present | remarks

session id A may beimplicit between MN and AP
reason 0]
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GW
LOUT
AP
AP )\d AP Q
LOUT
[]

A35.6 Paging M echanism

Idle mode means that the MN is allowed to move in the BAN without location signalling while it isinside
a paging area. The paging areas might be overlapping which means one BAR may belong to several

paging areas at the same time. During Initial Login the paging area field of the LREP message tells the
MN itsinitial paging area. During handovers the MN chooses one among the paging areas the new BAR
is belonging to and tells it in the paging area field of the HOFF message. This field is present only in
those messages, which are sent between the MN and the BAR, because inside the BAN thisinformation is
not needed. The BAR at which the MN went idle, is called the last BAR (IBAR). It is the only one device,
which knows about the MN’ s idle state.

If an IP packet arrives to the Anchor for an idle MN, the Anchor forwards it to the BAR where the tunnel
ends, that is the IBAR. The IBAR knows about the idle state of the MN and pages it by sending PAGE
messages to the other BARs in the paging area of the MN. In addition, the IBAR buffers incoming data
packets. When the other BARSs receive the PAGE message they broadcast it over their air interface. At the
reception of the paging the paged MN responds with a HOFF message to its closest BAR and performs an
unplanned handover to it. If the handover does not happen in a specified amount of time, the IBAR might
repeat the PAGE message a couple of times. After several unsuccessful trials the IBAR may give up and
send aLOUT message to the MN’s Anchor indicating the absence of the MN.

When an idle MN has packets to transmit, it resumes active state. This is done by performing an
unplanned handover between the last/old BAR and the actual/new one.

PAGE
fields: present | remarks
session id A
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A3.6 Mobility Management and QoS in BRAIN Access Networks (London
Workshop Paper)

This section presents a paper co-authored by Csaba Keszei, Jukka Manner , Zoltan Turdnyi and Andras
Vaké and was presented at the London BRAIN Workshop.

A36.1 Abstract

The functionality and efficiency of micro mobility schemes in wireless networks has a great impact on the
overall performance of the whole network. In small cell wireless LAN environments, the network must
support both frequent and numerous handovers at the same time. Together with providing fast and
reliable handoffs, the micro mobility scheme must not affect the service perceived by users. This paper
builds on and continues the micro mobility protocol evaluations that have been carried out in the BRAIN
project. We select a small number of key design choices to classify and group existing protocol proposals.
We observe that with appropriate extensions most existing protocols could be adapted for a BRAIN
environment and we make suggestions on these extensions. We also show that some of the extended
protocols show fundamental operational similarities when used in a BRAIN environment. As a second
goal, we present a QoS architecture framework that would be as independent as possible from the micro
mobility scheme used, thus leaving most room for different micro mobility decisions. Having the micro
mobility and QoS mechanisms separated allows the parallel and independent evolution of the protocols.
We conclude that despite the apparent diversity of existing mobility management protocols BRAIN hasa
limited set of applicable protocols to choose from and we outline the most important properties of
aternatives. Some fundamental design decisions can however affect the QoS architecture. These issues
are also identified.

A3.6.2 Introduction

The BRAIN project has investigated a number of 1P based micro mobility proposals from various authors
[A3.58]. These micro mobility proposals define the method of location update and routing in the
environment of a BRAIN Access Network (BAN) that connects the wireless access points to the BRAIN
Mobility Gateway (BMG). In addition to the base functionality, many of these protocols contain

additional features, such as security support or various seamless handover procedures.

Some of these protocol features present in one protocol can be easily ported into another protocol.
Seamless handover support, for example, is implemented in Cellular IP using semi-soft handovers. The
basic idea of semi-soft handovers can be applied, for example, in a multi-level Hierarchical Mobile IP
network. In this case, the protocol messages of Hierarchical Mobile IP may even remain unchanged, as
Mobile IP messages already contain the required flags to support simultaneous bindings. Only the
behaviour of Regional Foreign Agents needs to be modified to respond to such simultaneous registrations
and temporarily perform the multicasting of downlink data packets to both the new and the old points of
attachment.

Many visibly large differences among the candidate protocols result from differing message formats. The
similarities between Hawaii and Cellular IP, for example, would seem more apparent if the format of
Cellular 1P route update packets were similar to Hawaii path set-up messages. This would be possible as
both messages play similar function in their respective protocol. The format of the protocol messages is
somewhat independent of the protocols’ detailed operation and is many times strongly influenced by the
history of the protocol and the standardisation process.

There are, however, protocol properties that are fundamental to a particular protocol. These properties
constitute the “architecture” of the protocol. They determine the basic operation of it and cannot be
“removed” from a protocol or “ported” to another one without fundamentally changing it. When
designing the BRAIN protocol, such fundamental properties needs to be decided first as they have the
largest impact on the resulting protocol. Additional features such as security support, that are somewhat
independent of these properties and can be added to more or less any protocol “architecture”. Similar,
exact message formats can be determined later based on the architecture, compatibility requirements and
the required additional features.

By identifying fundamental properties candidate protocols can be grouped into categories. Protocols
belonging to the same category share the same basic behaviour. Due to this similarity it is usually
possible to add the same features to all the protocols in the category. This leads to protocols that are
essentially the same and can be merged into a single protocol per category. Such merged protocols can
form the base of afuture BRAIN micro mobility protocol.
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From the QoS point of view, the problems of mobility and the mobility-related routing schemes are
related to providing the requested service even though the MN changes network connection points.
Handovers between base stations, change of |P-addresses, and mechanisms for the intra-domain micro
mobility support may create situations where the service assured to the MN cannot be provided, and a
QoS violation may happen. A QoS violation may result from excess delays during handovers, packet
losses, or even total denial of service. In the case where the user did only request some relative priority to
the flows, a short QoS violation may fit within acceptable limits. If the flows were allocated explicit
resources, the new network access point and route from the domain edge should provide the same
resources.

The domain internal micro mobility schemes may use different tunnelling mechanisms, multicast or
adaptable routing algorithms. Tunnels in general can affect the forwarding of QoS-sensitive flows since
the original |IP-packet is encapsulated within another IP-packet. Multicast can have ill effects on the
resource availability, for example, because the multicast group can vary very dynamically; the required
resources for assured packet forwarding may change rapidly inside the domain, triggering different QoS
related resource controlling and reservations.

IP address management can also have an effect on providing QoS. In some micro mobility schemes the
CoA changes at each handover, which affects the routers' ability to identify the same logica flow.
Keeping a steady |P-address within the same domain is therefore an important property of a QoSfriendly
micro mobility scheme. Finally, the ability of the micro mobility scheme to "follow" the MN's path and
preserve an optimal routing can affect the forwarding quality of packets and result in re-reservations of
resources.

The proposed QoS architecture framework aims to define a decoupled architecture in view of micro
mobility and QoS protocols. We aim in defining a QoS architecture that would be as independent as
possible from the micro mobility architecture; it would neither assume anything from the micro mobility
framework and nor would it restrict the implementation and applicability of any of the, possibly modified,
micro mobility protocoals.

The discussion presented in this paper is structured into two main sections. In Section 2 we study micro
mobility management protocols and make suggestions on a BRAIN mobility management protocol. This
isfollowed by a discussion of service quality provision techniquesin a BRAIN access network in Section
3. Finally, in Section 4 we present some concluding remarks.

A3.6.3 Mobility M anagement

In this section we will classify existing micro mobility protocols based on their applicability in BRAIN
and will make suggestions on adapting them to a BRAIN access network. The classification will include
the following protocol proposals:

?? One level (inside BAN) hierarchic Mobile IP. The Regional Registrations (RR) draft defines a
Gateway Foreign Agent (GFA) which plays the role of Foreign Agent (FA) in the macro
mobility protocol. The mobiles are connecting to Leaf Foreign Agents (LFA) so data packets are
tunnelled from the GFA to the LFAs and no intermediate mobility agents are involved.
Signalling information in case of LFA change (handover) reaches the GFA in any case.

?? Multi-level Hierarchical Mobile IP extension introduced by Malinen, Castelluccia, Soliman and
the appendix of the Regional Registration draft. We will collectively refer to these
fundamentally similar protocols as HMIP. In these protocols multiple levels of hierarchy are
described. They are similar to RR, with the important exception that additional mobility agents
are placed between the GFA and the LFAs. Data packets are delivered using subsequent tunnels
between mobility agents of the various hierarchy levels. Signalling information in case of
handovers reaches only the cross-over mobility agent (router) to reduce overhead.

Cdlular IP[A357] (CIP).

Handoff-Aware Wireless Access Internet Infrastructure [A3.62] (HAWAII).
Dynamic Source Routing (DSR).

Ad-hoc On demand Distance Vector [A3.41] (AODV).

Temporary Ordered Routing Algorithm with Edge Mobility support [A3.60], [A3.74] (MER-
TORA).

33 3 3 3
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Figure A3-32: Mobility Protocols Classification

A3.6.3.1 Classification of Micro Mobility protocols

Our analysis is based o two fundamental protocol properties related to micro mobility. These two
properties are consequences of independent design options. In what follows, we describe the selected
properties, followed by a classification of micro mobility protocolsinFigure A 3-32.

The first property used in our classification is the protocol’s proactive or reactive nature. In a proactive
routing protocol the network knows the location of mobile hosts at any time. Thisis ensured by updating
location information upon every movement. In contrast, in a reactive protocol mobile hosts are searched
on demand when there isincoming data. In this case before a new session the Mobile Node (MN) must be
searched using broadcast messages.

The proactive and reactive approaches represent two extremes of a trade-off inherent in mobility
management. Proactive protocols result in very high location update load but they allow immediately
routing data to a destination mobile host. Reactive protocols require little or no signalling and processing
load when there is no data traffic, but they involve large broadcast search |oad upon session start-up.

Our next classification criterion is the protocol’s gateway centric or hop-by-hop nature. Gateway centric
means that the BMGis in the knowledge of the location of all MNs and decides, which BRAIN Access
Router (BAR) packets should be routed to. BARS represents attachment points to which mobile hosts can
connect to using their wireless interfaces. Since other routers in the network do not have per-host location
information, in this case route information must be carried by each packet from the gateway along its path
toward the BAR. Thisimplies that gateway centric protocols must use a modified packet format, typically
using tunnelling or source route options. In hop-by-hop micro mobility protocols, in contrast, devices
aong the downlink path make autonomous decisions on the next hop according to the packet's
destination address and the per-host databases stored in the network nodes. In this case data can be
transported using regular |P packets without optional parameters.

Gateway centric approaches have the advantage that nodes in the access network can be regular routers
without specific BRAIN support. These nodes need not have per-host location entries implying that
gateway centric protocols can be applied on top of existing networks. On the negative side, gateway
centric solutions imply that each location update operation must reach the gateway, which may become a
performance bottleneck. This is unlike hop-by-hop protocols that allow location update messages to be
discarded before reaching the gateway if the route change does not affect the gateway (see Figure A 3-33).

The choice between gateway centric or hop-by-hop nature represents a trade-off between simple,
incremental mobility management on the one side and a customised micro mobility network using
specialised mobility aware routers on the other side. We believe that the proper choice depends on the
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network scenario. In alarge network where a single gateway may not cope with the update load the hop-
by-hop approach is preferable. If reuse of legacy routers in the network is important then the gateway

centric approach should be used.

A3.6.3.2

While al of the mentioned protocols are applicable to a BRAIN access network, we claim that neither can
completely satisfy all of the requirements presented by BRAIN. In what follows, we list a set of protocol
features that we believe a BRAIN access network protocol must have. Next, we look at each protocol

Protocol Adaptationsto BRAIN (Discussion)

separately and determine the features that need to be added.
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Figure A3-33: Mobility Scenarios
Paging Optima Address Seamless No single M N- MIP
support routing aggregation | handovers | p. of failure MN inde
p.

RR - + n.a + - - -
HMIP - + - + - + -
CIP + + - + - - +
HAWAII + - - + - + -
DSR - + n.a - + - +
AODV - + - - + + +
MER- - + + + + + +
TORA

Table A3-4: Properties of Micro Mobility Protocols
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Figure A3-34: Mobile Node M ovement

This step will lead to our most important observation. We claim that by extending existing protocols with
support for the missing features, the differences found in these protocols are becoming smaller and
sometimes negligible. In fact, after making al the necessary modifications, some eisting protocols
effectively collapse into the same BRAIN protocol. This observation will allow us to reduce the number
of alternatives that need to be studied and to relate the choice to well-defined design decisions.

Among others, the targeted BRAIN protocol should have the following features:

?? support for paging to extend idle MN'’s battery lifetime;
efficient routing to find optimal routesin the BAN;
use of address aggregation to decrease the amount of per-host entries necessary;
seamless handover support to decrease service degradation of frequently moving MNs;
no single point of failure;

optimised MN-to-MN routing; and

¥ ¥ 3 3 33

independence of global MIP. The BRAIN protocol should not depend on any macro mobility
protocol. (MIP is currently not the exclusive way to handle macro mobility problems other
protocols e.g. SIP are existing)

Table A3-4 summarises the above principles for each protocol.

Let us first investigate the differences between CIP and HAWAII. While the two protocols are largely
similar in philosophy, there are numerous differences in the implementation. The most apparent
difference is that CIP uses data packets for paging and to update location information, while HAWAII
uses explicit signalling messages. CIP nodes must snoop each packet to extract location information of
MNs similar to Ethernet switches, while HAWAII routers can be legacy |P routers with enhanced control
software. To alow easy design of nodes of a BRAIN network, CIP can be modified to use explicit
signalling messages without changing the basic operation of the protocol.

Another difference between HAWAII and CIP lies in the routing of location update messages, which, in
turn, determine the path taken by downlink data packets. CIP nodes address their location update packets
to the gateway, and the resulting reverse downlink path will always be the shortest path from the gateway
to the current BAR the MN is attached to. In contrast, HAWAII path set-up messages are addressed to
the previous BAR. This may result in sub-optimal routing in HAWAII if the network topology is not a
tree. Figure 3 shows migrations of a HAWAII mobile node. The blue arrows indicate the path taken by
downlink data packets before the handover, while the red arrows correspond to the path taken by the path
set-up message.

The first node that has a per-host entry for the migrating MN encountered by the path set-up message on
its way toward the previous BAR will be the cross-over node. The part of the downlink path between the
BMG and the cross-over node will remain untouched and will be the part of the new route as well. The
new path is not the result of a shortest path calculation, but merely a concatenation of two independent
segments. Oneis part of the old path from the BMG to the cross-over node, the other is the shortest path
from the new BAR to the cross-over node. The combination of these two segments can lead to sub-
optimal routing as shown in the next figure.
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Figure A3-35: BRAIN Proposals

This shortcoming of HAWAII routing can be overcome by directing the update message toward the
gateway instead of the previous BAR. The operation of this modified HAWAII protocol would be
fundamentally identical to the qeration of CIP with explicit signaling messages. We will term this
envisioned common protocol CIP-HAWAII.

Let us now assume that a BRAIN access network is using AODV routing. Due to the fact, that the
BRAIN access network is not a real ad-hoc network, each session starts either from the mobile host or
from the gateway. On session start-up either the mobile host broadcasts a search for the gateway or vice-
versa. In the former case the search will be very limited in scope, as the access points that first receive the
search know the location of the gateway precisely. Therefore this case is not discussed further. In case of
the gateway querying the MN the search message will be propagated in the entire network. When the MN
is found at its current BAR a route reply message will be sent back to the gateway. As this message
travels toward the gateway, it will configure the next hop information referring to the MN in each router
along the way. The series of these next hop information elements constitute the route to the mobile node.

Since broadcast messaging is not acceptable for BRAIN, we need to limit the scope of the search
performed by the gateway. That is, we have to introduce loose location tracking of mobile hosts that are
not involved in communication. This can be achieved by maintaining proactive information about the MN
in selected nodes of the BAN. Idle MNs occasionally report their whereabouts to these nodes in a
proactive fashion. Such location updates can happen, for example, when the MN moves between
administratively defined (paging) areas. In this case the broadcast search of the gateway can be by these
nodes based on the proactive location information.

The operation of the AODV protocol with the above extension will become very similar to that of
CIP-HAWAII. Upon session start-up a limited broadcast search message is used to find the host. The
reply to this message builds up a per-host route to the mobile host in the form of next hop entries. This
route is used to send packets to the host. Uplink control packets update this path.

The similarity of CIP-HAWAII and AODV shows a fundamental principle of micro mobility protocol
design. Both fully proactive and reactive protocols have serious drawbacks. Proactive protocols require
frequent location updates, while reactive protocols result in extensive searching. An intermediate solution
is preferable that balances the two. The location of active nodes should be updated frequently to make
communication possible. In contrast, the location of idle mobile nodes need not be tracked exactly, rather
they need to be searched (paged). This intermediate solution can be reached from both proactive and
reactive protocols by adding paging support or loose location tracking respectively. By adding loose
location tracking to AODV, it naturally becomes similar to CIP and HAWAII, which are proactive
protocols with paging support.
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Let us now investigate, how the DSR protocol could be applied in a BRAIN access network. Due to the
source routing nature of the protocol, the gateway has the full path to each mobile node the network
serves, including the BAR. In the BRAIN scenario, it is unnecessary to include the full path in the source
routing header. It is enough to place the address of the current BAR and use loose source routing. In this
way only the BARs and the gateway need to run the DSR routing protocol, intermediate nodes may run
any legacy routing protocol. The protocol operation then becomes very simple. The source routing option
in uplink data packets updates the location information in the gateway. The gateway adds a loose source
routing option to downlink data packets with the address of the current BAR. This network essentially
represents a single level of hierarchy, as only the gateway maintains location information about mobile
nodes.

The DSR protocol is a reactive protocol. Therefore, when location information in the gateway times out,
it uses broadcast messages to find MNs. Similar to AODV the scope of such broadcast messaging should
be limited. This is possible by introducing loose location tracking. MNs are required to occasionally
report their location to the gateway. (E.g., when moving between administratively defined (paging)
areas.) In addition, broadcast search operations are limited to the BARs belonging to the areathe MN last
reported from.

The RR proposal implements a single level of hierarchy similar to DSR applied to the BRAIN
environment. However, RR is a fully proactive protocol, where MNs send regional registration messages
on each move. To save power, paging areas similar to CIP or HAWAII can be defined, so idle mobile
nodes have to report their location only when moving between such paging areas. This extension makes
RR fundamentally similar to DSR in a BRAIN environment. Upon session start-up a limited broadcast
search message is used to find the host. The reply to this message is sent directly from the BAR to the
gateway, which learns the location of the MN from that message. This location is then used on tunnelling
or source routing the downlink data packets addressed to the MNs. Note that the similarities between the
extended RR and DSR protocols closely resemble to the similarities between the CIP-HAWAII and
AODV protocols.

Address aggregation is a feature available only in the MER-TORA protocol, but is applicable to all hop-
by-hop protocols. In MER-TORA, each BAR has a dedicated block of addresses assigned to it. A newly
arriving MN can pick its IP address from the address block of that BAR where it has appeared. (This
address can be used as either native or co-located care-of address.) This|P addressis reachable by prefix
based routing present in the network so the MN is addressable without per-host entries until it remains
connected to its initial BAR. When the MN changes to a new BAR per-host entries will appear in a
limited set of nodes. The further the MN moves from the initial BAR, the larger this set will be. Nodes
high in the hierarchy will have per-host entries only for MNs far away from their initial BAR. In short,
this solution decreases the number of needed per-host entries in the BAN and is beneficial in large
networks.

Seamless handover support is present in all proposals, except AODV and DSR. However, using the ideas
implemented in other proposals seamless handover support could be added to AODV and DSR as well.
This task should be performed during the design of the BRAIN protocol design if one of these protocols
is selected as the basis for the BRAIN protocol.

Each BRAIN access network that has only one gateway has an inherent single point of failure. Therefore
the BRAIN protocol must allow support for multiple gateways. Moreover it must provide the protocol
mechanisms that detect the loss of a gateway (or its connectivity to the Internet) and redirect traffic to
other gateways. This is currently present only in the ad-hoc protocols, but appropriate extensions can
solve the problem for other proposals as well. Having multiple gateways is beneficial in case of both
gateway centric and hop-by-hop protocols. In this case, the networks

Finaly, we note that the RR, HMIP and HAWAII protocols are coupled to Mobile IP and cannot work
without it. However, none of them are transparent to Mobile IP, that is mobile nodes must implement
additional micro mobility specific processing besides basic Mobile IP. Dependence on global mobility
limits the applicability of the protocol, therefore we suggest that the final BRAIN protocol be
independent, but interoperable with global Mobile IP.

A3.6.3.3 Possible" BRAIN" protocols

In the previous sections we have identified two important mobility protocol design decisions and have
used these to classify existing micro mobility protocols. Next, we have listed a set of protocol features
and have shown that all existing protocols support some of these features, but none of them supports
everything. We have made suggestions on adding support for the missing features and have seen that by
adding these features, we effectively carry ideas and solutions to each protocol from alternative protocols.
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We claim that by applying the above mentioned changes the differences between particular protocols are
becoming marginal (limited to e.g., message formats, etc) and protocol groups are being formed. In other
words, by selecting one or another original micro mobility protocol we may arrive to fundamentally the
same BRAIN protocol after adapting it to our requirements. We further claim that the differences that still
remain between the protocol groups can be attributed to the design decisions that we used for our protocol
classification.

The modifications applied to each protocol and the resulting grouping are shown in Figure A3-35. The
figure shows that both proactive and reactive protocols must move toward the centre, that is, toward a
combined approach. Thisisneeded to avoid both frequent location update messages and broadcast search.

By using explicit signalling messages in CIP, correcting the sub-optimality in the routing of HAWAII
and adding loose location tracking to AODV we essentially arrive to similar protocols. Any of these
delivers unmodified I P packets in a hop-by-hop manner according to per-host location entries found in the
nodes along the downlink path. Any of these allow multiple levels of hierarchy to be built. Location of
idle nodesistracked only approximately and searching (paging or route requests) are used to |ocate them.

The combined CIP-AODV-HAWAII protocol can be extended with features present in MER-TORA
(al'so in the “hop-by-hop” category in Figure 1), such as address aggregation or the lack of single point of
failure. This extended protocol would have most major advantages of MER-TORA but would still be
simpler than MER-TORA, due to the lack of a complex, fully ad-hoc protocol, like TORA. Therefore,
we suggest excluding MER-TORA and using the extended CIP-AODV-HAWAII protocol. This
protocol istermed “BRAIN 17, as shown in Figure A 3-35.

The BRAIN 1 protocol hasthe following properties.
?? Standard IP packet format (no tunnelling, no source routing option).
No central entity, the location database is distributed along the downlink path.
Optimal route selection between MN and the BMG.
All'IP network nodes must be BRAIN aware.
Works without global Mabile IP.
Uses address aggregation to decrease the number of per-host entries.
Uses explicit signalling messages to update |ocation information and for paging.
L ocation updates may be stopped at crossover routers and do not have to reach the BMG.
Paging support for idle nodes.
Seamless handover support.

N3 33 33 3 3 3 3

No single point of failure.
??  Optimised MN-to-MN routing.

This protocol group suits large BANs, where a single gateway could not process the mobility related
signalling of all nodes. It uses unmodified |P packets. Its mgjor disadvantage is that all nodes in the
network must be BRAIN aware, thus the protocol cannot be applied to an existing IP network without
upgrading most of the equipment.

Another group of proposals leading to similar protocols consists of RR and DSR. The combined and
enhanced RR-DSR protocol is gateway centric and keeps location only in the gateway. All location
updates are sent to the gateway, which uses tunnelling or loose source routing optionsto transmit packets
to the appropriate BAR over arouted | P network. On Figure A 3-35 4 this protocol istermed “BRAIN 2.

The BRAIN 2 protocol hasthe following properties.
?? Packetsaretunnelled or contain source route option.
?? Location of MNsistracked by asingle entity.

?? Only aminor part of the nodes should be BRAIN specific. Packets are forwarded using standard
IP protocols.

?? Workswithout global MobileIP.

?? Paging support for idle nodes.
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?? Seamless handover support.
?? Multiple gateway support, including mechanisms to ensure resilience to gateway failures.

This protocol group suits a smaller BAN where a single entity is enough to keep track of all mobile
nodes. This prevents the optimisation of MN-to-MN routing; all such packets have to go through the
gateway. The major advantage of the protocol is the ability to run over legacy IP networks. (Optionaly
source route support is needed.) The gateway and BARs can be connected to an existing network and are
readily operational. Naturally, it is possible to include more than one gateway into a BRAIN 2 network
both to increase robustness and performance.

The HMIP protocol combines elements from both protocol groups. First, it is similar to BRAIN 1
protocol in that it supports multiple levels of hierarchies. It can benefit from address aggregation and can
limit the signalling load on the gateway by stopping location updates in the crossover node. Second it is
similar to BRAIN 2 protocaols, in that it uses tunnelling. In fact, using the HMIP protocol with only one
level of hierarchy we can come back to BRAIN 2, more specifically to RR. By adding the appropriate
functions to MAILINEN, an in-between protocol, BRAIN 3 could be developed besides BRAIN 1 and
BRAIN 2.

The BRAIN 3 protocol hasthe following properties.
?? Packetsaretunnelled or contain source route option.
?? No central entity, the location database is distributed along the downlink path.
(Near) optimal route selection between MN and the BMG.
There might be BRAIN unaware | P routersin the network.
Works without global Mobile IP.
Uses address aggregation to decrease the number of per-host tunnelling entries.
L ocation updates may be stopped at crossover routers and do not have to reach the BMG.
Paging support for idle nodes.

Seamless handover support.

N3 3 3 33 3 3

No single point of failure.
??  (Partly) optimised MN-to-MN routing.

The magjor advantage of BRAIN 3is in the deployment. Mobility can be added to a small existing
network by implementing only one level of hierarchy. This would essentially be a BRAIN 2 network.
Then later, as the network grows, more levels may be added to enjoy the benefits of multiple levels, such
as decreased signalling load and tunnelling entries. The resulting network, however, will work only with
tunnelling.

A3.6.4 Micro mobility and QoS

In this section we propose a QoS architecture framework as the basis for the BRAIN QoS architecture.
We give some overview of the proposed architecture and try to eval uate the proposed architecture and the
mobility aspects. Finally, we give some thoughts about the overall operation of this architecture and the
inter-working with micro mobility schemes.

Looking at the different types of applications for multimedia transfers, we can identify two main types:
applications that are aware of their exact resource needs and applications, which do not expect special
treatment from the network, even though these applications would benefit from better than best-effort
QoS. An example of the former would be a RSVP-aware application, and an RTP-aware application
would fit the latter type. Both applications should be supported by a QoS architecture. The issues raised
by the Internet Architecture Board ((A3.64]) and general user requirements have also driven the design of
this architecture.

A3.6.4.1 The framework

The IETF Integrated Services over Specific Link Layers working group (ISSLL) has come up with a
framework for sending RSVP-controlled traffic ([A3.46], [A3.53], [A3.76]) through Differentiated
Services (DiffServ, [A3.42], [A3.51]) networks while giving QoS assurances to user flows (A3.48]).
Thisframework provides powerful mechanisms for allowing both per-application resource
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requests through RSVP but aggregation of flows within the DiffServ network. Resource states, or
knowledge of resource availability, need only be kept at network edge routers and a central Bandwidth
Broker (BB).

Py
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Figure A3-36: The QoS-aware Nodes and QoS-signalling

In addition to the per-application signalled reservation, the presented architecture also allows direct
DiffServ Code Point (DSCP) marking for applications that are not QoS and RSVP aware, but the user
would want to receive some better service for these data exchanges, the RTP-based VolP flows, for
example. The direct marking can indicate some relative priority, for example, Assured Forwarding (AF,
[A3.49]) classes, but nothing forbids the network operator to provide direct DSCP values for predefined
services, like valuesfor 64, 128, and 256 kbit per second low latency assured bandwidths.
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In a way, for unicast flows, the RSVP-signalled transfers get a circuit-switched (CS) connection, while
the direct-mapped flows get a priority-enhanced packet-switched (PS) service. In a CS connection, there
is always some connection setting up phase prior to the data transfer. With RSV P, the default virtual CS
connection is however unidirectional, two set up phases are required for a duplex connection. The direct-
mapped transfer islessreliable due to the lack of setting up a dedicated reservation, but faster to initiate.

From these viewpoints the issue of micro mobility and QoS interoperability is fundamentally a question
of providing mobile CS connections, the PS connections should then provide no further problems.

The BAR component is the first IP-based node to which a flow originated by a MN arrives to (or the last
IP-based node before the MN for downlink transfers). A BAR can be the common first |P-based node for
several base stations, and is therefore in charge of resource co-ordination for the base stations under it.
The BAR could have an interface for each of its base station, and could do per-base station resource
alocation — for example, tothe BAR, abase station isjust one of itsinterfaces on the downlink direction.

The BAR node has much of the same functionality as a DiffServ ingress node upgraded with functionality
needed to support RSVP signalling and Service Level Agreement (SLA) management. A DiffServ ingress
node is in charge of admission control, service negotiation, and adding the proper DiffServ Code Point
(DSCP) to the IP header in order to produce proper forwarding behaviour in network routers. The
mapping is based on the SLAs regotiated between the subscriber and the ISP and can be varying
according to the present time and date and network load. The BAR gets the information for the SLAs
from the Bandwidth Broker using the Common Open Policy Service (COPS, [A3.59], [A3.55]) protocol.
The SLASs can be changed dynamically.

The Brain Mobility Gateway (BMG) has much the same functionality as the BAR, but for flows arriving
from the external networks. Admission control functionality controls the load arriving from the external
ISPs, dropping or remarking packets if they do not conform to the SLAs or Tspec for the mobile being
reached (for which the information is updated by the BB and RSV P-reservations).

The internal routers forward packets according to the destination and the Behaviour Aggregate (BA).
DiffServ policing and shaping can be performed if the load exceeds the amount of resources allocated to
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Type Origi nat or Avai lability

RSVP-based Mobile Node Y es, enhanced with the DCLASS object

RSVP-based Correspondent Node Y es, the BMG does the classification

Non-RSVP-based Mobile Node Y es, through direct DSCP marking

Non-RSVP-based Correspondent Node No, MN would need to providethe BMG
with some indications of QoS, possibly
with the same DCLASS object

Table A3-5: Forwarding Assurancesfor Flows

different PHB aggregates. By default this should only happen to best-effort traffic if the BAR and BMG
do a proper shaping of flows admitted into the network.

In order to allow for accurate resources utilisation and better overall service, the AR and MG nodes need
to keep state of the overall resources availability and the utilisation of the different forwarding classes. A
central Bandwidth Broker (BB) is in charge of the overall admission control and service provision. The
BB stores, and propagates to the BAR and BMG nodes, the |SPs policies on admission control (who,
when, what service, etc.). Depending on the usage model, the SLA management can be handled by
periodic broadcasts of the available SLAs to the network nodes or the BAR/BMG can ask for the
admission control decisions each time there is an incoming explicit QoS request or smply a new flow,
either from the inner or the outer network (A3.71]). Either way, the SLA management can be very
dynamic. The BB could also store, or request from the home network, the SLA information of each
visiting MN.

By default the Mobile Node (MN) interacts with the QoS-structure of the BRAIN network with RSVP.
The set of allowed QoS parameters must be quite limited to allow for more simple and direct mapping of
RSVP to DiffServ behaviour aggregates. Additionally, the MN must be configured to understand what
types of service it can request through direct DSCP marking in the IP packets and what are the charging
issues of those services.

A key point in forwarding RSVP-reserved flows is how to map the RSVP reservations into proper
DiffServ forwarding aggregates. The natural way would be to use the EF behaviour aggregate ([A3.65]),
since the application signalled a specific request with probably bandwidth and delay parameters. The
mapping is however not only based on the Per-Hop behaviours (PHB) but more like on Per-Domain
behaviours (PDB, [A3.72],[A3.66]). The forwarding treatment must provide a constant service across the
whole domain, thus the forwarding treatment of PHB dedicated to RSVP must take into account the
whol e path between the BAR and BMG nodes.

An important decision in this architecture would be to leave the flow marking to the MN. This has two
main advantages. First it takes part of the packet handling from the BAR away, since the BAR does not
need to check for the IP- and transport headers for information for multifield flow classification, but can
rather rely on BA classification. Second, it allows the MN to use IPSec payload encryption (ESP,
[A3.67]) @nd any IP-within-IP tunnelling). If the payload was encrypted, the BAR might not have
enough information to do multifield classification.

The RSVP DCLASS object (A3.47], [A3.73]) which allows an RSVP message to include information
about the suitable DSCP for this flow, can provide for some help in this. When the MN requests some
defined resources for an uplink transfer, the BAR node could add a DCLASS object to the returning
RESV-message. When the MN receives the RESV with the DCLASS object, it would use the presented
DSCPfor thistransfer.

The use of the RSVP DCLASS object is only applicable for uplink transfers, since the CN may not be
able to handle the DCLASS object. Even if the DCLASS object is used end-to-end the proposed DSCP
may not persist al the way from the CN to the BMG. Therefore, the BMG must do the muiltifield
classification for downlink packets aswell asit can, evenin the presence of |P-tunnelling.

For non-RSVP application, a QoS control tool could allow the user to request better-than-best-effort
service to certain flows by marking packets of chosen flows with proper DSCPs. The triggered services
per DSCP could be configured through the normal MN dynamic configuration when entering a domain.
These still leaves out non-RSVP based flows arriving to the MN. The MN would also need some
mechanism to trigger proper DSCP marking and PHB at the BMG. In case of resources outage in a
certain non-RSVP service class, the MN would need to be informed about the congestion. This could be
done with an ICMP message, preferable during the admission control phase before a new flow is even
admitted into the network.
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Type QS flows invol ved Description

Intra-BAR Both RSV P and non RSVP flows Handover within the same BAR, so the routing
does not change. Sameto all flows.

Inter-BAR Both RSV P and non RSVP flows Handover between two BARs, wherethe BMG
remainsthe same. Affects RSV P-flowsa
fraction more than non-RSV P flows.
Inter-BMG Both RSVP and non RSVPflows Handover, where the BMG changes for some
flows. Thisisthe most troublesome handover,
since the most control signalling is needed,
possible even end-to-end. Greatly affectsthe
RSVP-flows.

Table A3-6: Handover Typesfor Independent Flows

A further benefit of having the MN mark by itself the IP packets with some DSCP values is that these
values could also be used for link layer scheduling purposes. The protocol stack below IP isin charge of
scheduling the proper packets to be sent on the wireless link. By having a field in the IP-header to mark a
priority of each packet, the link layer scheduler could more straightforwardly and effectively deliver IP
packetsin the right order to the wireless interface for transmission.

A question can rise as to how the mobile can be trusted to do the marking by itself. If we add charging
issues within the context of QoS, we can allow the MN to do the marking. If the MN tries to trigger better
service, or to send more data, than it has requested resources for, the DiffServ flow shaping will drop or
remark the packets which do not conform to the indicated traffic specification ([A3.43]), or the MN user
will be charged more due to better service.

Another central implementation issue is the co-ordination of radio resources. The availability of radio
resources in different cells and the admission control to these resources is a difficult inter-layer
communication issue. From the point of view of aBAR, and IP, an interface to a cell can be though to be
a "single link" with certain resource availability. This abstraction can simplify the design on the QoS
entities and their interworking. However, the link and physical layers see the (radio) resource availability
and co-ordination totally differently. Problems will arise when the capacity of a given cell changes, as for
example, in wide band CDMA, due to the fading and distance between MNs and the base station antenna.
These changes would be needed on the IP layer to properly calculate the capacity available to MNs.
These issues, among others, are tackled by the IP2W (IP to Wireless) group of the project (A3.58],
[A3.69)]).

A3.6.4.2 Handoversand mobility

Handovers in this architecture can be divided into two classes, whether the resources were reserved with
RSVP or not. When the MN moves, depending on the implementation, the MN or network needsto find a
new cell, which can support

1. theradio resource context of the MN, in terms of DSCPs and PHBs from which some may be
part of RSV P reservations,

2. access network resources for the same marked flows, and
3. thesameresources on the link from the BMG to the external network.

The different handover scenarios can be further divided depending on whether the BAR or the BMG
nodes change. If asuitable cell is found and the MN does a handover, the routing of packets to and from
the MN change. For the QoS-query during handovers, we need to define an internal signalling protocol,
which allows the MN or network to query and reserve resources from all three logical areas mentioned
above. This mechanism could be based on both RSV P and COPS, for example.

All in al, we can identify six types of handover situations, which create different amounts of control
signalling between different entities. The same physical handover can create different logical handover
situationsto different flows (Table A 3-6).

If the BAR node does not change during a handover, the handover control therefore only need to check
for radio resource availability, since the flows will still use the same routing paths between the BAR and
BMG nodes. Even the admission control part may be left out, since the admission control has already
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been done for this BAR when the MN initiated the transfers. This applies for both RSVP-signalled and
non RSVP-signalled flows.

If for a given RSV P-reserved uplink flow the BAR changes, but the BMG stays the same due to similar
routing, the handover ontrol need to check the radio resource availability and the access network
resources from the central bandwidth broker. Also, the BAR may need to check for admission control at
the same time. This type of handovers need, together with other information, some knowledge of the old
and new BARs routing structure, in order to limit the handover related signalling.

With RSVP, the MN needs to send periodic RESV or PATH messages for each flow, depending on
whether the MN is areceiver or sender, to refresh the end-to-end reservations. In order to enable a shorter
period where there is no reservation, the refresh messages should be sent immediately after a handover to
trigger at the BMG an update of the MN’s location.

The resource co-ordination due to mobility is much more affected by the change of BMGs. If the BMG
changes, the MN may either need to re-reserve the resources end-to-end or wait until a scheduled refresh
message reaches a router which has the state of the reservation, and can thus initiate an update in the
reservation states on the path.

If the BMG changes, resource co-ordination and allocation become more complex, since prior to the
handover the handover control need to check for resource availability on all three links, the radio link, the
access network (which is seen as a single link) and the network edge link. Therefore having a steady
routing path between the mobile’s location and the external network is important. More specifically we
would need to keep the same BMG during handovers if possible. However, due to scalability
considerations, the BMG should not be tied to MN on a permanent basis.

For flows that have initiated without RSV P, the handover control and subsequent resource signalling is
similar to the RSVP-reserved flows. The difference is that there should be no “empty period” during
which the BAR/BMG nodes refresh their RSV P-related routing tables and resource allocations. The MN
should therefore get a more straightforward service for these flows. The same resource availability
signalling is required for checking the resources on the mentioned three links. If resources are available,
the BB, BAR and BMG only need to update their resource states. If the BMG changes the resource
alocation is also faster since an end-to-end RSVP signalling is not needed.

If resources are not available, the MN will need to be signalled about the condition. With RSV P reserved
flows, the RSVP error reporting applies directly and with the direct-mapped flows, the MN could get an
ICMP error message. It should be noted that, in order to minimise the needed error signalling, the
network should perform the resource negotiations with the BB prior to the handover in order to check
beforehand that resources are available in the new cell after the handover.

Assuring the resources when a MN changes cells is also one of the key problem areas. Several research
projects have discussed making advance reservations in neighbouring cells (A3.56], [A3.75]). These
resources nainly cover the radio resources, but we would also take into account the resources of the
access network between the network edges and the resources of the interface between our domain and the
next operator.

The MN could make tentative reservations in neighbouring cells and actually take the resources if it
moves into the neighbouring cell. When several MNs make those tentative reservations, resources can be
unnecessarily removed from actual use. The way these pre-reserved resources are used is an important
guestion. For example, allocating the tentative resources for best-effort traffic, while the roaming MNs
are making use of them is not a good solution. Macro-diversity, sending or receiving data through two
separate base stations needs also be studied.

A3.6.4.3 Discussion

The presented architecture framework is, as we see it, very much independent of the underlying micro
mobility scheme. By using aggregate packet forwarding and no explicit reservations in intermediate
routers we can provide the most flexible base, from the point of view of QoS, for micro mobility
techniques.

The DiffServ QoS architecture, which constitutes the core of our access network, is still very much
affected by the operation of the chosen micro mobility protocol, not taking into account whether it is one
of the proposed schemes or a totally new one. Especially the following design decisions need to be
considered:

?? Useof tunnelling,
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?? changing the end-point IP-address the CN will use for communications with the MN during the
lifetime of a connection,

?? multicasting packets to several base stations consumes resources,
?? having afixed route to the outer network (always through the same BMG), and
?? adaptability and techniques (speed and reliability) to changing routing paths.

Using only BA classification in intermediate routing can alleviate tunnelling considerations. This requires
the DSCP to be copied from the inner |P-header to the outer one. DiffServ operation with tunnels is
discussed in (A3.51]). Multicast considerations with DiffServ are discussed in [A3.42] and [A3.54].
Keeping a constant IP address for a MN and the adaptation to routing changes are implementation
specific and not related to the DiffServ architecture itself. However, as Figure A3-34 clearly presented,
the ability of the micro mobility protocol to track the new location of a MN can create very problematic
situations in view of QoS resource allocation. The route between the BMG and BAR may not be based on
the shortest path, but rather the packets will flow through several needless routers.

Other less mobility-related advantages of this architecture include a broad and flexible support of
different QoS needs, both the application-driven RSVP and a transport layer option as DSCP marking.
Scalability is not hindered even though RSVP is used, since the access network is still purely DiffServ-
based and the RSVP-like states are kept only at the edges of the network. Resource co-ordination
allocation can also be performed efficiently, and use of open IETF protocols leaves much room for
concentrating on studying different implementation issues.

Security issues, among others, related to the proposed framework still need to be evaluated. One key
issue, which also requires some studying, is the possibility to perform Constraint Based Routing
(JA3.68]), routing that is based on resource availability, allowing to route flows between the same
network edges through different paths. A requirement is however that flows enter and emerge from the
same network edge nodes, but the internal routing path between these nodes could be dynamically
varying according to resource availability. This helps both the MN’s user in getting better overall service
and the network operator in having amore even utilisation of the network.

A3.65 Conclusion

In the MM part of the paper we selected key properties of existing micro mobility protocols. Based on
these properties we grouped the protocols into categories. By identifying required features of existing
micro mobility protocols, we arrived to three protocol outlines that can form the base of the future
BRAIN protocol.

The BRAIN 1 protocol is a multilevel protocol with distributed location tracking that uses standard 1P
packets without tunnelling or source routing.

The BRAIN 2 protocol is a single-level protocol in which a central gateway keeps track of the mobile
nodes and uses tunnelling or source routing to deliver packets to the actual point of attachment.

The BRAIN 3 protocol isahybrid that uses multiple levels of hierarchy and tunnelling at the sametime.

All three protocol types above represent a trade-off between desirable protocol properties, such as easy
deployment, scalability, ability to support QoS, etc. The selection of the appropriate protocol type for use
inaBRAIN Access Network highly depends on the exact scenario and on the preferred trade-off.

In the QoS part of this paper the presented architecture provides both direct (RSVP) and indirect
(DiffServ) QoS reservations in order to support different applications. It is a scalable architecture and
provides end-to-end guarantees, together with guarantees within a single BAN, between two MNs. The
use of DiffServ in the access network should leave most room for independent evolution of micro
mobility schemes, although some micro mobility design issues, that were raised, can have a negative
effect on the overall QoS performance. The presented architecture only requires a new protocol for
handling the QoS queries during handover, other protocols needed are already defined by the IETF.
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A3.7 A Framework for the Evaluation of P Mobility Protocols (PIMRC paper)

This section presents a paper that was written by Philip Eardley, Andrej Mihailovic and Tapio Suihko and
presented at PIMRC 2000

A3.7.1 Abstract

In this paper we suggest a classification scheme for IP mobility protocols and propose a framework for
comparing them. We then use the framework to provide an initial comparison of recent proposals for
supporting micro-mobility. The authors are part of Project BRAIN (Broadband Radio Access for | P based
Networks) — a European collaborative project under the IST (Information Societies Technology)
progranme. One aim of the project is to propose an open architecture for wireless broadband Internet
access, concentrating on issues in the access network.

A3.7.2 Introduction
Theinterest of this paper is host mobility (also known asterminal mobility) in an IP network.

The principal problem that mobility presents to a network is- when a mobile host*® (MH) moves onto a
new base station (BS), how do we route packets to its new destination? We would like a solution that also
(amongst other things) ensures that:-

?? the break in communications during the handover is as short as possible and that no (or only a few)
packets arelost. Hence all applications, including real-time ones, will be supported.

?? The overheads from the messaging to achieve the re-routing are as low as possible. Included hereis
minimising the signalling load and latency, and also the storage and processing requirements at each
router.

?? Thesolution isscalable, e.g. we can apply it whether we have asmall or large number of MHs.

?? The solution is compatible with other Internet protocols, e.g. it does not interact adversely with
Quiality of Service (QoS) protocols.

Solutions to the basic mobility problem involve establishing some sort of dynamic mapping between the
MH'’ s identifier and its location (i.e. what the correspondent host (CH) wants to talk to vs. how to route
packets through the network between the CH and MH). The best known proposal is Mobile IP (MIP)
[A3.77], which solves the problem through using two IP addresses per MH — one acts as its permanent
identifier, whilst the other acts as its temporary routable address (termed the Care-of-address, CoA) and
the mapping between the two is stored at its Home Agent (HA). However, MIP* is along way from the
ideal solution outlined earlier, for example:-

?? Handovers may not be fast and smooth, because the MH must signal its change of CoA to the HA.
Thismay take along timeif the HA isfar away, perhapsin adifferent country.

?? The messaging overhead may be significant particularly if the HA is distant, as this will induce
signalling load in the core of the Internet

?? MIP may interact with QoS protocols (DiffServ, IntServ), so making QoS implementation
problematic. For example, MIP utilises tunnels and so packet headers — which may contain QoS
information — become invisible.

However, MIP isrelatively simple and robust and is likely to be ubiquitous. It thus appears to be a good
way of handling global mobility and mobility between different operators. Meanwhile, more optimised
solutions can be developed for regional®® mobility. These exploit the significant ‘localisation’ of aMH's
movement - typically, route updates travel to the nearest cross-over router*® (as opposed to M 1P where the
HA is informed), thus reducing the signalling load in the core of the network and improving the re-

43 also called amobile termina or node

44 Some (but not all) of the problems are reduced by Route Optimisation of Mobile |P; there is not space to discuss it
here.

45 We use the rather vague term ‘ regional mobility’, since an IP regional mobility protocol could (depending on its
scalability) be suitable for asingle IP domain up to the whole of an Autonomous System.

46 | e the last one common to the route from the CH to the old BS and the route from the CH to the new BS.
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routing latency. Our overall solution therefore consists of MIP, to handle global*” mobility, bolted onto a
specialised regional*® mobility scheme (Figure A 3-37). The latter are the concern of this paper.

7 ', , Mobile Host
01— 1
Regional mobility . )
protocol used if MH Mobile IP used if MH
moves within region movesto another region

Figure A3-37: Global vs. Regional M obility Management

In this paper we compare various regional mobility proposals (A3.7.5). In order to make this analysis
more effective, we have developed an Evaluation Framework (A3.7.4) — which formalises the functions a
protocol must do and what criteria to use to assess how well it does them. We also believe that the
evaluation will be more effective if we first classify different IP mobility protocols @A3.7.3), to make
more sense of the already very extensive research on IP mobility. The eventual objective of our work in
the BRAIN project is to contribute improved IP regional mobility protocols. However, in this paper our
main aim is to present our Evaluation Framework. In order to show that the Evaluation Framework can be
useful (e.g. to identify key differences between protocols), we also present a preliminary application of it.

A3.7.3 Classification of IP Mobility protocols
Thetwo major categories of Regional Mability protocols are:
??Proxy-Agent Architectures (PAA)
??Localised Enhanced-Routing Schemes (LERS)
A Proxy Agents Architecture Schemes (PAA)

These schemes extend the idea of Mobile IP into a hierarchy of Mobility Agents (which are extensions of
MIP’ s Foreign Agents (FAs) and/or HAs). A MH registerswith itslocal Agent (‘a’) at the bottom level of
the hierarchy (“MH is & Care-of-Address (CoA)”), which in turn registers with its nearest Agent at the
next hierarchy-level (“MH is at Agent &'), and so on up the hierarchy towards the HA. This way, when
the MH changes its CoA, the registration request does not have to travel up to the HA but remains
‘regionalised’ . Packets from a CH travel down the hierarchy, being tunnelled from one level to the next.

Examples include the initial Hierarchicd Mobile IP [A3.81] and its alternatives, which place and
interconnect Mobility Agents more efficiently: Mobile IP Regional Registration [A3.82], Transparent
Hierarchical Mobility Agents (THEMA) [A3.83], Fast Handoff Methods [A3.84] and Hierarchical
Mobile IPv6 [A3.85].

B Localised Enhanced-Routing Schemes (LERS)

These schemes introduce a new, dynamic Layer 3 routing protocol in a ‘localised’ area. There are several
distinctive approaches:

B1 - Per host Forwarding Schemes: Inside a domain, a specialised path set-up protocol is used to install
soft-state host-specific forwarding entries for each MH. The domain, which appears as a subnet to routers
outside the domain, is connected to the Internet via a special gateway, which must be pointed to by the
default gateway of the routers (or packet forwarding nodes) inside the domain. Examples include Cellular
IP[A3.87] and Handoff-Aware Wireless Access Internet Infrastructure (HAWAII) [A3.88],[A3.89].

4" There are non-Layer 3 solutions for “global” mobility, eg SIP [4], dynamic DNS,
8 There are also Layer 2 solutions for “local” mobility, eg IAPP, L2TP.
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B2 - Multicast-based Schemes. Multicast protocols are designed to support point-to-multipoint
connections. So they share with |P mobility the same design goals of |ocation independent addressing and
routing and thus multicast-based mobility solutions have been proposed. A multicast-CoA isassignedto a
single MH which can then be used to instruct neighbouring multicast-enabled routers to join the MH’s
virtual multicast group, either prior to or during handovers. This can be visualised as a multicast cloud
centred on the MH’s current location but also covering where it may move to. Examples include Dense
mode multicast-based [A3.91],[A3.92],[A3.93] and the recent Sparse-mode multicast-based [A3.90].

B3 - MANET-based Schemes. MANET protocols were originaly designed for Mobile Adhoc
NETworks, where both hosts and routers are mobile, i.e. there is no fixed infrastructure. The routing is
multi-hop and adapts as the MHs move and connectivity in the network changes. MANET protocols can
be modified for our scenario, where there is a fixed infrastructure and only hosts can be mobile. Currently
thereisonly one proposal in this category: MER-TORA [A3.94].

Figure A3-38 2 shows some of the many IP mobility protocols, which category they fall into and very
roughly how they relate to each other.

A3.74 Evaluation Framework

In the Introduction, we listed some of the features we would like an IP mobility solution to have. In this
Section, we expand on these and break them down into a more formal structure- an Evaluation
Framework. It has two dimensions:

A. Protocol Design Issues— the functional requirements for any IP-mobility protocol

B. Evauation criteria — against which the effectiveness of a particular Solution to the Issues can be
assessed.

In other words, we first decide what things a protocol must be able to do, and then how to assesshow well
the protocol does them.

A3.74.1 Protocol Design | ssues
Herewelist the Protocol Design Issues, along with a short explanation / discussion of each.

Packet Forwarding: Packet forwarding refers to the delivery of packets to and from the MH. In the
‘traditional’ Internet, this is based on shortest path routing (e.g. OSPF), where the aggregation of
addresses means that routing can be prefix-based. However, this must be modified in order to cope with
host mohility. Typically, the solution is based on host routes, with or without tunnelling. Tunnelling
presents problems, e.g. its complicated interaction with some IP QoS protocols. Path Updates: This
refers to the mechanism for installing information in the fixed network so that packets can be successfully
forwarded to the MH at its new point of attachment. It can consist of the intelligent transmission of
specific update messages or the use of modified Mobile I P registration messages.

Handover Management: This Issue looks at the impact of handovers on the MH (whereas the previous
Issue took a network-centric view). Handovers should be fast and smooth, i.e. they should be performed
without significant delays and without loss of packets. Also, soft handover may be allowed, i.e. aMH can
simultaneously communicate with more than one BS at atime.

Support for Idle Mobile Hosts: Paging reduces the frequency of refreshments/updates for an idie MH in
order to achieve two goals: reduce the protocol overhead (signalling, route lookups and memory
requirements) in the network and minimise aMH’ s power consumption.
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» Mobile-IPv6[3]
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: Agents [5] N — TEP E DREMIP Distributed mobile agents !
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Figure A3-38: Classification of | P Mobility Proposals

Requirements for Mobile Hosts: An important decision is to what extent MHs are required to participate
in the establishment and updating of the routing structure that enables mobility. A reference example can
be Mobile IP where a MH is required to perform minimal operations. registering addresses, detecting
movement and refreshing registrations.

Requirements for Core Network Interface: This issue defines the functionality in the gateway router of
the access network. The Gateway is the transition point between the global and regional mobility and can
include functions such as interworking between regional and global mobility, mapping of addresses,
tunnel management, central control of mobility protocol mechanisms.

Address Management: A MH typically has to be provided with an IP address in a visited network. The
way this is done can have an important impact on, for example, handover performance, scalability
(because IPv4 addresses are a scarce resource), and deployability (private Home Addresses may need to
be supported in corporate networks).

Routing Topology: This refers to a general static view of the access network nodes, whilst the other
issues above more or less cover dynamic protocol operation. It refers to the arrangement of these nodes
(e.g. whether they must form a tree hierarchy) and their required capabilities (e.g. whether they can act as
normal |P routers and/or BSs). The routing topology has implications on the scalability and robustness of
the system, e.g. robustness may be a problem if the access network hinges on asingle gateway node. This
Issue also relates to the reaction upon any failure of links or routers.

Security: Mobility, and wireless access in particular, introduce intricate security issues: the user’s access
to avisited network need to be authorised and the requests for path changes have to be authenticated; the
user’s privacy should be preserved; the access network’s topology should be hidden from MHs;
interworking of 1PSec is required. The majority of IP-mobility schemes include security features or a
framework for their realisation.

A3.7.4.2 Evaluation Criteria

In the second part of our Evaluation Framework we identify the evaluation criteria. Initially we have
grouped them into 3 broad topics:

a) Efficiency
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?? minimal packet delays and handover latency

?? no significant packet loss, reordering or duplication, e.g. during a handover

?? good throughput

?? optimised routing (including MH to MH case)

?? small signalling load over wired and wireless links

Scalability and robustness

support of alarge number of fast moving MHs

support of alarge number of serving nodesin adomain

support of alarge amount of traffic per MH

resistance to extreme cases such aslink or node failures, i.e. no single points of failures

resistance to errors e.g. over wirelesslinks

NN 3 3 3 3 &

resistance to routing loops and race conditions

o

) Applicability/Ease of deployment

simplicity

compatibility with the standard I nternet protocols

ability to support int-serv/diff-serv QoS protocols

ability to support dumb MHsthat are Mobile P compliant
ability to adapt to changesin the network topology

¥ 3 3 3 3 3

applicability of the same basic approach to both 1Pv4 and IPv6

A3.75 Initial comparison of |P-mobility proposals using our Evaluation Framewor k

We have made an initial application of our Evaluation Framework to compare the different classes of IP-
mobility protocol described in Section 2. We decided it was easier to do this through a representative
protocol from each of the different categories (Table A3-7), rather than to deal abstractly with the general
characteristics of each category. Theintention isto draw out the strengths and weaknesses of the various
approaches, rather than to find the “best” in one particular class. A detailed description of how each of the
selected protocols works can be found in the appropriate reference; in this paper we assume that the
reader is reasonably familiar with them. Figure A 3-39 outlines how MER-TORA operates.

Category Exemplar protocol

Proxy Agents Architecture | Regiona Registration [6]

Per Host Forwarding HAWAII [12]
Multicast-based MMP[14]
MANET -based MER-TORA [18]

Table A3-7: Example Protocol for Each Category
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Info at cross-over router:

x.y.z.1; Interface B

New BSS [prefix address x.y.zZ]
/ /
Ij -— d Mobile Host
[assigned addressx.y.z.1]
Prefix-based routing

e Host-specific routing to MH when it movesto new BS
(modifies prefix-based route)

Optional temporary tunnel
(carriers packetsin flight whilst new route installed)

Figure A3-39: Mobile Enhanced Routed TORA

Table A3-8 summarises how our representative protocols tackle each Protocol Design Issue. This is
followed by adiscussion.

Page 227



BRAIN

D22/10

Regional
Registration

Multicast for
M obility Protocol

HAWAII

MER-TORA

Packet forwarding

sequential tunnels

multicast forwarding

(multicast encapsulation)

host routes for end-to-end
encapsul ated packets

prefix -based route to cross-
over router; host-specific

(downstream) route below
Path updates MIP + regional CBT Join/Ack + ICMP UDP Path Updates UNICAST-UPDATE
r(Lngli-)sltDrati on extensions | (Instruct) message from old-

( ) AR to new-AR for
installing hard state,
host-specific routes

Handover MIP, multicast join, Forwarding/Non- localisad at the edge of
F i h -
management Route Optimisation advance registration, orwarding schemes the network; inter-

simultaneous bindings

AR* tunnelling

Support for idleMHs No reduced signallinginwired | paging using IP multicast | No
network
| flag, registration keys | MIP Route Optim., FA-NAI, MN-NAI, TORA, address

Requirementsfor
MHs (in addition to
basic MIP support)

asin MIP Route Optim.,
multiple level
registrations

multicast CoA

Challenge/Response,
Route Optimisation

acquisition, tunnel
initiation, address return

Requirementsfor
cor e network

HA must be able to
handle the GFA IP

HA must accept
registrations generated

HA must accept
registrations generated

no distinction between
‘global’ and ‘micro’

. Address extension without an MN-HA without an MN-HA mobility

interface authentication extension | authentication extension

Addr ess management Co-located CoA MH retains amulticast IP | static Co-located CoA in | AR allocates an IP address
(bypasses address within the domain. from set it ‘owns'. De-

the domain hierarchy), or
FA-CoA

Ingress router seen as FA.

foreign domain, Home
Address in home domain

allocated at session end.

Routing topology

static configuration of
enhanced MIP FAsin a
tree structure

all nodes must support
CBT IP multicast (sparse
mode)

al nodes must be
HAWAII-aware; standard

routing protocols keep the
default route up to date

al rotersinatreeorina
mesh implement TORA
(proactive prefix-routing +
reactive host-routing)

Security

MIP + key distribution
and authentication
according to MIP-RO
(FA-Key Reply
extension) / DIAMETER

assumes Security
Association between FA
and HA

MIP + Chalenge/
Response or M| P-
RO, password for
path update
messages, MN-FA
and FA-HA
authentication

use of existing
mechanisms (RADIUS /
shared keys/ MIP+AAA)

(* The Access Router (AR) isthefirst IP-aware ‘box’. For simplicity it is assumed thisis the BS in the discussion below.)

Table A3-8: Summary of How Exemplar Protocols Tackle each Protocol Design Issue

We now discuss each Protocol Design Issue in turn, comparing our four exemplar protocols and drawing
out points of interest. Our analysis is qualitative — thus we say only alittle about the “efficiency” criteria,
whichislargely quantitative. We plan to remedy thislater in the BRAIN project.

A3.75.1.1

Packet Forwarding

The main contrast here is between, on the one hand, Regional Registration and MMP which extensively
use tunnels, and on the other hand HAWAII and MER-TORA which do not. Regional Registration
forwards downstream data within the domain using sequential tunnels between FAs. This may be
inefficient, although packet de-capsulation and encapsul ation can be avoided by changing the IP addresses
in the encapsulating header. With MMP packets are encapsulated by the ingress router into multicast
packets and are forwarded using CBT interface-based routing. However, the major concern with
tunnelling is that it obscures the original header, so making applicability of capabilities that depend on
header fields more difficult (e.g. QoS). For Regional Registration, HAWAII and MMP, upstream packets
can be forwarded with the same mechanisms that are defined for basic Mobile IP (e.g. using reverse
tunnelling). On the other hand, MER-TORA uses the MER-TORA protocol for up and down-stream
packets. In MMP packets destined for another MH within the domain are sent up to the ingress router,
which reverses them back to the target MH.
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A3.7.5.1.2 Path Updates

There are some interesting contrasts here. HAWAII and MMP both use soft-state path updates that are
aggregated / merged as they travel up the tree, whilst MER-TORA uses hard state path updates*®. Both
methods aim to improve scalability. A quantitative comparison between them will be carried out later.
Next, compare what happens as a MH changes its point of attachment: in MER-TORA it results in more
host-specific state being installed (which ‘over-rides' the prefix-based routes); whilst thisis not so for the
other schemes, essentially because their routing is entirely host-specific. Again, this will impact on the
scalability, and the comparison may depend on how frequently the MH moves o another BS (for
example). For both Regiona Registration and HAWAII, a raceless (robust) and yet simple path
management scheme is difficult to achieve if handoffs occur quickly [A3.82],[A3.101]. Because Regional
Registration reuses the existing Mobile | P protocol messages, it can leverage on the recent enhancements
to Mobile IP (e.g., for authenticating path updates), making its deployment easier. On the other hand, the
scheme does not directly fit into the IPv6 mobility framework.

A3.75.1.3 Handover Management

All the protocols suggest conceptually very similar mechanisms for supporting fast and smooth

handovers. Essentially, packets are forwarded from the old to the new base station after a handover and/or
aroute is set up to the new BS before the connection via the old one is lost. There is no obvious reason
why one class of protocol should inherently perform better than another class. MMP hasinherent support
for simultaneous bindings through its advance registration feature, which may prevent packet loss during
handovers; whilst HAWAII can optionally use dual-casting from the cross-over router, and it appears that
this capability could also be added to MER-TORA if required. Regional Registration uses standard MIP
move detection mechanisms, extended if necessary with fast handover support [A3.97] [A3.103]
[A3.104], and smooth handovers as specified in MIP Route Optimisation [A3.78]. Similarly, both
HAWAII and MER-TORA can optionally deliver, from the old to the new BS, packets that would

otherwise be lost during handover. There are differences, however: in the Single Stream Forwarding sub-
scheme HAWAII uses what it calls ‘interface-based forwarding’ which means that the outgoing interface
(on which to forward the packet) is determined by both the IP address and the incoming interface, whilst
MER-TORA uses a temporary tunnel. However, in MER-TORA if there is no tunnel when the link to the
MH islost (e.g. because handover is not predicted), then a virtual link is constructed to the MH from the
old BS. It retains this for some time in the hope that it will be notified of the MH’s new location. This
virtual link should improve robustness, compared to the routing loops that can transiently appear in some
HAWAII sub-schemes. There has been some work to try and quantify the efficiency of handover schemes,
e.g. [A3.101] compared HAWAII to basic and route optimised MIP. However, there are no similar papers
comparing all four of our protocol classes. We hope to address this within the BRAIN project.

A3.7514 Support for Idle Mobile Hosts

Apart from HAWAII, paging seems to have received relatively little attention. Its proposal uses
administratively scoped IP multicast [A3.89] to distribute paging requests to BSs. This should push
paging to the edge of the access network, which assists in scalability and robustness. A similar schemeis
probably widely applicable to other IP mobility protocols. MMP naturally tracks MHs as they move,
through the standard messages to join to / prune from the multicast tree. It is suggested that the location
management overhead may be able to be reduced for idle hosts by reducing the refresh frequency of the
CBT “soft state” mechanism. A paging protocol has also been proposed for Regional Registration
[A3.104]. The protocol aims at independence of link layer technologies; the MH agrees a ‘ sleep pattern’
with the network, which requires synchronised sending of Paging Agent Advertisements from FAs
belonging to the same Paging Area.

A3.75.15 Requirements for Mobile Hosts

HAWAII and MMP appear to have the simplest requirements on MHSs, i.e. only MIP capability with
extensions. However, a dumb MH might not be able to accept a multicast IP address as a CoA. In
HAWAII the MH must be able to acquire a co-located CoA in a foreign network; in MER-TORA,
suggests that a FA -CoA must be acquired. In Regional Registration the leaf FAs support basic MIP which
guarantees the compatibility with dumb MHs.

4 more accurately, hard state updates for the mobility related changesin topology, and both hard and soft state
updates for non-mobility related changes.
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A3.7.5.1.6 Requirements for Core Network Interface

The objective is to minimise changes to the standard IP protocols (e.g. at MIP HAS). All schemes seem to
make some additional requirements on HA operation (limiting applicability); for instance, a HAWAII BS
refreshes registrations with the HA on behalf of the MH, and these registrations do not contain a‘ mobile
home authentication extension’, which might not be acceptable to a HA. MER-TORA can have several
gateways (aiding robustness and scalability), whereas the others appear to be able only to have one.
However, a deployment issue is that the backward compatibility of MER-TORA with MIP has only
received limited consideration so far.

A3.75.1.7 Address Management

Address management is a key issue and a significant contrast between the protocols. With HAWAII,
MMP and MER-TORA a MH keeps its | P address throughout the lifetime of the session (or longer), at
least while it isin the same domain. This would (for example) ease the applicability of RSVP-based QoS
support. By contrast, in Regional Registration the CoA changes at each handover. HAWAII requires that
in aforeign network a MH acquires a publicly routable co-located CoA. Given the scarcity of public IPv4
addresses, thisis a major drawback from the point of view of scalability. Also, because the CoA must be
unique within a domain, a co-ordinated address allocation mechanism must be available. Regional

Registration can also use a co-located CoA, and then similar comments would apply. But it can also use a
FA-CoA and then IPv4 address exhaustion is not a problem. Within the domain, private CoAs can be
used since they are not visible outside the domain. In MER-TORA, a MH is allocated an IP address by
the BS (more accurately, the Access Router) where it starts a‘ session’, from the IP address block that the
BS ‘owns'. The pros are: fully prefix-based routing until the MH moves so minimising host-specific
routing, and consistent address allocation across domain is simple since each AR owns its own address
block. The cons are: more addresses are probably needed than for a IP mobility scheme with flat
addressing across the domain, and more frequent address de-allocation is required (for scalability the IP
address should be returned as soon as possible, e.g. at the end of an active session and not just when the
MH powers down). If the number of MHs is large and their sessions short, then clearly a good, scalable
DHCP implementation is needed. In MMP, the MH acquires a multicast CoA, so the shortage of 1Pv4
multicast addresses appears to be a major deployment problem. This should be lessso in IPv6.

A3.7.5.1.8 Routing Topology

Clearly, the relevant routing protocol capability needs to be deployed in the nodes in the network. The
effort is probably greatest for MER-TORA, because standard unicast routing (e.g. OSPF) is replaced by
TORA. However, [A3.95] argues that it will give scalability advantages. Robustness is probably best for
MER-TORA, since TORA was originaly designed for mobile ad hoc networks (MANETS) so it will
react immediately to any failure of links or routers. HAWAII relies on standard routing protocols for
detecting failures; by integrating HAWAII with a routing daemon, a change in default route can trigger
soft-state refreshes to HAWAII paths. Regional Registration and MMP would also rely on standard
protocol recovery mechanisms to adopt to changes and failures. Regional Registration uses a central
routing tree, whilst the others can have a tree or mesh topology.

A3.7.5.1.9 Security

Security has received limited consideration, especialy for MMP and MER-TORA. In generd, it is
suggested that existing mechanisms can be used; for example, Regional Registration mostly refers to the
existing Mobile IP related security infrastructure (A3.98],[A3.99],[A3.100]). In MMP and HAWAII, the
access network sends Registration Requests on behalf of the MH. These requests do not contain a Mobile-
Home Authentication extension.

A3.7.6 Conclusions

In this paper we have proposed a Framework for the evaluation of 1P mobility protocols, including the
identification of Protocol Design Issues (which are the basic functional requirements) and the
identification of Evaluation Criteria (against which the Issues can be assessed). We have suggested a
classification scheme for IP mobility protocols, in order to recognise common characteristics of a
particular Category and hence its strengths and weaknesses. Also, we assume it will allow a new protocol
to be easily assigned to a Category.

We have presented an initial application of our Evaluation Framework. Rather than dealing abstractly
with the general characteristics of each Category, we chose a representative protocol from each Category:
Regional Registration, HAWAII, Mobile Multicast Protocol, and Mobile Enhanced Routing TORA. The
results presented are only an initial examination using the Framework, due to early stage of our work. In
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particular, quantitative criteria are mostly out of the scope of this study. For example, efficiency is
difficult to evaluate because it should involve quantitative measures or simulation. We plan to deal with
thislater in our work.

From the discussion of the Protocol Design Issues it can be deduced that some bear more importance and
complexity than others. Handover mechanisms and the interface between the mobile host and the access
network entities appear surprisingly similar, whilst address management is akey differentiator.

Our goal is to use the Evaluation Framework to extract the best protocol mechanisms from all the
investigated mobility protocols and to produce a clear perspective of the functionalities that need to be
achieved by a new (or evolved) IP-mobility protocol, which we plan to propose at the final stage of our
project. Another possible future direction could be designing a standard interface, or a standard
architectural approach to IP micro-mobility. Already there is some effort in this direction: the Edge
Mobility Architecture (EMA) [A3.95] and Open Base Station Architecture (OBAST) [A3.101], both of
which aim to create acommon approach to IP mobility whatever the wireless link technology.
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A4 Quality of Service Annex

A4.1 Introduction

The following annex provides a detailed overview of the QoS baseline architecture and the extensions
proposed in section 4. The annex starts by outlining the interactions of QoS and the higher level
protocols, mobility and the link layer, followed by an overview of the requirements and assumptions that
were used when proposing the BRAIN QoS architecture. The evaluation criteria used to assess the
architecture are then described, followed by a detailed description of each the extensions proposed to
rectify weaknesses in the baseline architecture.

A4.2 Summary of QoS Interactions

QoS provisioning in the Internet involves protocol stack layers from the application right down to the link
layer. Therefore, any network layer QoS architecture must consider the interactions with the layers both
above and below it. The network environment through which QoS is being provisioned must also be
taken into account. The following sections attempt to highlight these issues and interactions.

A4.2.1 QoS and Higher Level Protocols

The transport protocols provide some levels of end-to-end feedback concerning the QoS received by the
application. This information can be used by applications to re-negotiate QoS within the network, and
also by adaptive applications to modify their transmission rates etc. The following sections provide an
overview of these mechanismsthat are currently available in the Internet.

A4211 Real Time Transport Protocol

The Real-time Transport Protocol was developed by the “Audio-Video Transport Working Group" and
has recently become an Internet standard. RTP is described in the IETF's RFC 1889 specification as being
a protocol providing end-to-end delivery services, such as payload type identification, time stamping and
sequence numbering, for data with real-time characteristics, e.g. interactive audio and video. It can be
used over unicast or multicast networks. RTP itself however, does not provide all of the functionality
required for the transport of data and therefore applications usually run it ““on top" of atransport protocol
such as UDP.

RTP usually works in conjunction with a control protocol, the Real Time Control Protocol (RTCP), which
provides minimal control over the delivery and quality of the data. RTCP provides support for real-time
conferencing of groups of any size within an Internet. This support includes source identification and
support for gateways like audio and video bridges as well as multicast-to-unicast translators. It offers
quality-of-service feedback from receivers to the multicast group as well as support for the
synchronization of different mediastreams. RTCP performs four main functions:

1. Feedback Information. This is used to check the quality of the data distribution. During an RTP
session, RTCP control packets are periodically sent by each participant to all the other participants. These
packets contain information such as the number of RTP packets sent, the number of packets lost etc.,
which the receiving application or any other third party program can use to monitor network problems.
The application might then change the transmission rate of the RTP packets to help reduce any problems.

2. Transport-level identification. This is used to keep track of each of the participantsin a session. It is
also used to associate multiple data streams from a given participant in a set of related RTP sessions, e.g.
the synchronization of audio and video.

3. Transmission Interval Control. This ensures that the control traffic will not overwhelm network
resources. Control trafficislimited to at most 5% of the overall session traffic.

4. Minimal Session Control. This is an optional function which can be used to convey a minimal amount
of information to al session participants, e.g. to display the name of a new user joining an informal
session.

When an RTP session isinitiated, an application defines one network address and two ports for RTP and
RTCP. If there are several media formats such as video and audio, a separate RTP session with its own
RTCP packets is required for each one. Other participants can then decide which particular session and
hence medium they want to receive.

Overall RTP provides a way in which real-time information can be transmitted over existing transport and
underlying network protocols. With the use of a control protocol, RTCP, it provides a minima amount of

Page 233



BRAIN D22/10

control over the delivery of the data. To ensure however, that the real-time datawill be delivered on-time,
if a al, RTP must be used in conjunction with other mechanisms and / or protocols that will provide a
reliable service, RTP itself does not make any assumptions about the underlying network service. RTP
does not address the issue of resource reservation or quality of service control; instead, it relies on
resource reservation protocols such as RSVP.

A4.21.2 TCP and QoS

A congestion-managed rate-adaptive traffic flow (such as used by TCP) uses the feedback from the ACK
packet stream to time subsequent data transmissions. The resultant traffic flow rate is an outcome of the
service quality provided to both the forward data packets and the reverse ACK packets. If the ACK
stream is treated by the network with a different service profile to the outgoing data packets, it remains an
open question as to what extent will the data forwarding service be compromised in terms of achievable
throughput. High rates of jitter on the ACK stream can cause ACK compression, that in turn will cause
high burst rates on the subsequent data send. Such bursts will stress the service capacity of the network
and will compromise TCP throughput rates.

One way to address this is to use some form of symmetric service, where the ACK packets are handled
using the same service class as the forward data packets. If symmetric service profiles are important for
TCP sessions, how can this be structured in afashion that does not incorrectly account for service usage?
In other words, how can both directions of a TCP flow be accurately accounted to one party?

Additionaly, thereis the interaction between the routing system and the two TCP data flows. The Internet
routing architecture does not intrinsically preserve TCP flow symmetry, and the network path taken by
the forward packets of a TCP session may not exactly correspond to the path used by the reverse packet
flow.

TCP also exposes an additional performance constraint in the manner of the traffic conditioning elements
in a QoS-enabled network. Traffic conditioners within QoS architectures are typically specified using a
rate enforcement mechanism of token buckets. Token bucket traffic conditioners behave in a manner that
isanalogousto aFirst In First Out queue. Such traffic conditioning systemsimpose tail drop behaviour on
TCP streams. This tail drop behaviour can produce TCP timeout retransmission, unduly penalizing the
average TCP throughput rate to a level that may be well below the level specified by the token bucket
traffic conditioner. Token buckets can be considered as TCP-hostile network elements.

The larger issue exposed in this consideration is that provision of some form of assured service to
congestion-managed traffic flows requires traffic conditioning elements that operate using weighted
RED-like control behaviours within the network, with less deterministic traffic patterns as an outcome. A
requirement to manage TCP burst behaviour through token bucket control mechanisms is most
appropriately managed in the sender's TCP stack.

A4.2.2 Possible I nteraction between L2 and L3 QoS mechanisms

Schedulers are required at both L2 and L3 in order to provision the correct levels of QoS to applications.
The number of queues available at the air interface is limited, while there can be many more at L3, e.g.
one or more per application. Therefore, some scheduling is required at L3 to multiplex the data in the
gueues at L3 to the queues at L2, while ensuring the QoS for the data flows is met. Where a link-layer
offers QoS support, it is desirable to take advantage of this. For example, if the link-layer can provision a
number of logical channels, it is natural to map network layer flows onto these. These would clearly be
expected to provide their own scheduling, and this would be used to maximisethe delivered quality of
service.

These schedulers must interact with each other in order to correctly control the amount of data passed to
the link layer, e.g. in the form of queue size feedback. For example, if the queue at L2 is filling up
because of a sudden drop in the availability of resources at the air interface, it is useful for this
information to be fed back to L3, where the L3 scheduling can be modified to compensate and provide
feedback to the appropriate application(s) provided.

The interaction between the schedulers at L2 and L3 is best controlled through the definition of service
classes. This de-couples the implementations at each layer, which is important. The service classes
provide a clean way for the network layer to request QoS from the link-layer, whilst keeping the network
layer QoS transparent to the lower layers. Conversely it avoids the link-layer having to expose details of
its own QoS implementation.
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A4.23 Wireless | ssues

Wireless networks have a number of significant differences to wired networks. Physically, wireless
terminals have power restrictions as a result of battery operation. Wireless networks tend to have more
jitter, more transmission delays, less bandwidth, and higher error rates compared to wired networks.
These are al features that we would like to control within a QoS provisioned network. These features
may change randomly, for example as a result of traffic or atmospheric disturbance. These features also
change when a handover occurs. Additionally, may wireless networks are relatively expensive. A number
of techniques have been developed to overcome some of these problems. However, in an IP network the
interaction between the link layer and the higher layers should be minimised. Higher layers should not be
communicating with the link layers, and protocols should not be designed to the requirements or
capabilities of the link layer [A4.44]. Applications and transport layer protocols should not have "wireless
aware" releases. Current implementations of wireless networks, including mobile phone networks and the
wireless Internet (WAP) have all the above features[A4.45].

The large delays of wireless networks can lead to inefficient use of the network by higher layer protocols
specifically with the transmission control protocol (TCP). The problems with TCP and wireless networks
have been thoroughly studied [A4.46]. The focus of this study is on real-time applications that will

typically use UDP transport.

A4.23.1 Memory in Mobile Terminals

There is no explicit control of jitter within the network, all jitter control is expected to be managed at the
terminal through suitable use of buffers. This might be a problem as mobile terminas will have
(relatively) restricted memory capabilities. However, simple analysis suggests that this is not a problem
for the system described above. The maximum jitter comes from variations in the queuing delays. Thus
the maximum jitter for the rea-time service will be 120ms (See Section 4.) For a voice service at
9.6khit/s this requires a buffer of 144 bytes. For a video service at 2Mbit/s, this requires a buffer of
30kbytes.

A4.2.3.2 Wireless efficiency

Wireless networks often have very restricted bandwidths, so there is a requirement to minimise the
signalling overhead. However, as the project is focussed on the relatively cheap HIPERLAN/2
bandwidth, bandwidth optimisations are not considered as important as in traditional (regulated, restricted
spectrum) mobile networks.

Wherever possible, hard state signalling protocols should be used. This minimises bandwidth
requirements rather than processing requirements at the mobile and other nodes. Since network
transmission is also a large drain on the mobile node battery, thisis likely to be a good solution from the
point of view of the mobile terminal.

Any reservation protocol, when used in hard state mode needs some modifications to ensure the safety of
the network. One mechanism could be to use the data in a session to act as a refresh indicator for the
session -an implicit signal that the reservation is still required. Additionally, nodes should monitor for
ICMP "host unreachable" messages.

A further optimisation is to use one signalling message for several purposes - for example a suitably
designed session initiation protocol could carry sufficient information to enable both the link and network
layer QoS to be established. Thistype of protocol overloading and layer merging has been avoided in this
solution. The reason for this is that HIPERLAN/2, and indeed other wireless LAN technologies, are not
bandwidth limited unlike traditional mobile systems such as GSM or UMTS. It is further assumed that
future wireless LAN technologies will be a significant mechanism for users accessing the Internet due to
their use of unregulated spectrum. A further reason is that such a solution would lead to restrictions on
how mobile terminals accessed the network, and would lead to complex processing within the network..

A4.2.3.3 Error Correction

Wireless networks have high losses. As well as random bit errors, they may suffer from complete packet
losses — this is particularly likely during handover. This study assumes that preventing packet |osses
during handover is a responsibility of the handover mechanism. Wireless network manufacturers have
developed mechanisms that provide error correction. Adding link layer error correction increases the
delay experienced by traffic. The error rate on wireless links is so bad that it is afair assumption that error
correction techniques should be used wherever possible. As observed in[A4.46] this means that forward
error correction techniques should always be used — this add redundancy to every transmitted frame in
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order to enable data recovery and improve the bit error rate. Other techniques, such as automatic request
repeat, can give much more accurate data transmission but only at the expense of much greater
transmission delays. To enable any of these techniques to be used, network providers should assume that
asignificant proportion of any delay budget should be reserved for use within awirelesslink.

Mechanisms also exist so that the wireless transmitters can control to some extent how the errors appear
to the terminal. For example, some traffic (such as voice) prefers an even selection of bit errors to whole
packet losses. If the link layer knows the type of traffic carried, it can control the loss environment by
using different error correction schemes. In accordance with the principles outlined above, the solution
proposed does not attempt © communicate wireless specific information from the application layer.
However, the wireless base station could monitor traffic and provide optimisations as it sees fit. For
examplevideo isunlikely to be transmitted with less than 10kbit/s of bandwidth.

A4.2.34 Compressible Flows

The amount of bandwidth that a wireless layer needs to allocate to traffic can be drastically reduced if it
can use header compression [A4.47]. This is particularly important for Voice over IP traffic using
RTP/UDP/IP transport. There are three options to support this:

?? Passapplication layer information to the link layer when making the QoS request

?? Allocate the full bandwidth request initially, but reduce this on detection of compressible (usually
RTP) traffic. This may lead to reservations being refused unnecessarily.

?? Assume RTP will be used and under-allocate bandwidth for delay sensitive traffic. Since the vast
majority of real-time traffic will use RTP, this may be a suitable solution -although the traffic will
need to be monitored to detect and correct when this assumption fails.

A4.2.35 QoSlink Layer Protocol

When QoS has been established at the network layer, once the traffic reaches the first router it is
scheduled in order to achieve the required service. However in the wireless world huge problems could
occur getting the data to the first router. Thus there needs to be a link layer mechanism that ensures that
QoS is controlled across the first link into the Internet (an QoS MAC). This QoS protocol is link layer
specific, and transparent to this study. One way to think about this link layer issueisto consider the base
station and mobile terminals as elements within a distributed router. This then allows us to implement a
link layer probethat isrequired by WP1 without breaking the transport network layered principles.

A4.24 Mobility Issues

The following section provides a discussion of the issues associated with provisioning and maintaining
QoS in the mobile environment.

A4.24.1 Seamless Handover

Mobility procedures imply that the route taken by data will change. Any QoS that has been established
for that data, and particularly any reservation, will therefore be disrupted. To ensure minimal disruption
during handover, a number of alternative mechanisms could be used. These are discussed in order of
increasing complexity.

For prioritisation QoS, little needs to be done to manage QoS during or after handover, as al class
descriptions arerelative.

The problem is more complex for reservation based QoS, where some service guarantees have been
made. A reservation-based handover is described as seamless if the application or end user cannot
identify that a mobility event has taken place. To some extent, this could be managed through careful
descriptions of the service classes — for example by stating that traffic will be delivered within a certain
time bound only 90% of the time! One improvement is that each node simply reserves a portion of its
available bandwidth to be used solely for traffic that enters the node as a result of handover. This is
known as a“ static guard band”. There needs to be a mechanism to enable nodes to identify the handover
traffic and also the requirements of that traffic. One way to manage this in the ISSLL and DiffServ
environments, where each packet in a QoS flow carries an explicit QoS class marking, is to assume that
reservation-marked traffic entering anode in which it has no reservation is probably handover traffic.

This system can be improved upon when a centralised admission control systemis used, as the size of this
guard band can be adjusted dynamically. The nature of these policies, their complexity and the
assumptions they make about user mobility are all areas under current research.
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Without including specific QoS handover procedures, it is thus possible to engineer the network such that
there is a high probability that, if the new route can support the handover, the handover itself will be
seamless. However, it is also possible that 6 sessions simultaneously handover, of which 5 can be
supported through reservation once handover is completed, but during handoverall 6 suffer degradation.
To avoid this situation, either the nodes involved in handover must communicate context information.

The alternative is for each session to make reservations for itself in nearby cells in preparation for likely
handover. To ensure that this does not waste resources, these reservations are "passive" - the space can be
used by best-effort traffic until the reservation is made "active". Since the mobile node should not know
the network topology, pre-reservation isimproved by making the base stations responsible for the passive
reservations rather than the mobile node. Such pre-reservation schemes are difficult in the hop-by-hop
admission control schemes, as the route through the network is not usually identified until handover has
taken place. Therefore, such schemes couple the mobility management and QoS reservation process.

Specific implementations of these approaches are described in section A4.2.4.

Whilst temporary measures may suffice, there may be a requirement to repeat the call admission process,
for example to establish a full reservation for traffic once route has stabilised. Ideally, this process should
be confined to the region impacted by mobility. The RSV P local path repair process is an example of how
this could be achieved. However, there the process has some weaknesses for the mobile and wireless
environments, so a number of modifications are discussed in section A4.4.4.

A4.24.2 Micro Mobility mechanismsand IntServ

This section discusses the interaction between the micro-mobility mechanisms and IntServ. IntServ
essentially implies the use of IntServ service descriptions and hop-by-hop call admission. Within the
ISSLL framework, it is assumed that under-resourced regions of the network will be IntServ based. The
areas where interaction is reguired between the micro mobility mechanisms and IntServ have been
identified, and the following issues raised:

?? Session creation: when a new session isinitiated, the resources must be reserved for the connection
according to the requirements of the micro-mobility scheme. Associated issuesinclude:

- How are the RSVP messages addressed to or by the mobile, tunnelled RSVP messages are not
interpreted by intermediate routers

- How many reservations are required by the micro-mobility mechanism e.g. when a multicast based
micro-mobility mechanismis used

- How are flows identified; RSVP cannot handle reservations for tunnels and the CoA for a mobile
may change rapidly

?? Session maintenance: once the session has been created, any soft-state information in the routers
must be maintained. The following issues need to be resolved:

- How often are refresh messages generated for both the RSV P reservations and any soft-state routing
information, and how do they interact

- Can RSVPflowswithin the Access Network be aggregated to reduce signalling overhead
- How areerrors handled within the Access Network

?? Handover: during handover, resources to the new base station must be available, preferably with the
same QoS characteristics as the connection to the old base station. Associated issues are:

- Aretheresources pre-allocated during session creation

- How istheold reservation released

- Howfar do reservation updates need to propagate back

- How can QoS be guaranteed after handover and doesit interact with routing decisions

?? Session termination: when the connection is terminated the resources must be released, either
explicitly or by waiting for them to timeout.

There are also issues concerning RSVP that may have an impact on the micro-mobility mechanisms,
whilst having no direct interaction. These issues may be resolved by other tasksin Activity 2.2.

- How are duplex sessions handled
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- Isthere always an RSVP path to the host to handle signalling traffic, and how are non-RSV P enabled
hosts handled at either end

- How areresourcesin the BAN managed if anew reservation to a base station is required
- Does QoS re-negotiation need to be supported, and how are changes signalled

Which scheduling mechanisms need to be supported within the network nodes to ensure QoS e.g.
weighted fair queuing etc. Figure A4-1 shows a simplified BRAIN network containing a fixed host, A,
and amobile node, MN B. The grey boxesindicate areas where tunnelling maybe required.

N N

.| Home ey I MN

A | Agent BMG BAR | g B
N— N——

Figure A4-1: Overview of RSVP usage within BRAIN
IntServ may be used in the BRAIN architecturein any of the following ways:

1. End-to-end by applications to negotiate QoS across the network. In this scenario, A and MN B send
RSVP signalling messages to each other using the home address of the mobile. The RSVP messages
are transmitted transparently through the BAN and any tunnel between the Home Agent and the CoA
node for the mobile. By itself, this approach guarantees no QoS treatment within the BAN because
the RSV P messages are hidden within the tunnel.

2. End-to-end with mappings being carried out at the home agent, and possibly within the BAN, to
alocate resources for the tunnel. This mapping of RSV P messages is not trivial because many of the
objects within the RSV P message, such as the session and policy objects, will contain references to
the home address.

3. Across the BAN only, so resources are allocated between the MN/BAR and the BMG in a manner
transparent to the application on the mobile. In this scenario, the ingress network nodes must decide
what QoS the data streams require by identifying the types of traffic in the streams and possibly
using policy and user subscription information to allocate the appropriate QoS level. If an alternative
signalling protocol is available and used by the MN to signal QoS requirements for the air interface,
this information can be used by the BAR to determine the QoS requirements of the mobile. For
reservations originating in an external network, the QoS might be indicated by an alternative
mechanism, such as DiffServ, which can be mapped to RSV P reservations.

If optimal routing is used, the RSVP messages will not travel via the home agent, and will therefore not
be tunnelled in the external network. Therefore, the reservation can be made end-to-end, as long as the
RSV P messages are mapped appropriately by the end-points.

There are many architectural options for the use of IntServ in the BAN and one or more of these scenarios
may bein use in the network. For the purposes of the following discussion, it is assumed that the events
that trigger the creation of an RSV P reservation across the BAN are in place, and that messages that are
intended for processing within the BAN routers have been mapped by an external entity.

IntServ can be thought of as consisting of two functions through which applications can choose among
multiple, controlled levels of delivery service for data. The first function requires support from the
individual network elements along the data path to control the QoS delivered to those packets, and is
provided by the IntServ services such as Controlled Load and Guaranteed QoS. These are the QoS
Control Services and describe how the network nodes along the route will treat each traffic flow. The
second function provides a way to communicate the application’s requirements and the QoS Control
Service parameters to these network elements and can be referred to as QoS Signalling. In this discussion
the QoS Signalling is provided by RSVP.

Ad.2.4.2.1 QoS Control Services

The QoS Control Services relate to how different types of traffic should be treated by network devices.
IntServ currently defines two types of service specifications: Controlled Load and Guaranteed QoS.
RSV P messages transparently transmit information along the data path that is required by each network
node to correctly invoke the QoS control services. The following section discusses the interaction of
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micro-mobility mechanisms with the IntServ control services. The control service interaction issues
discussed are common to all of the micro-mobility mechanisms.

Session Creation

When a reservation PATH message is sent from the sender to the receiver, each router along the path
indicates the QoS control service that they can support, and to what extent. The receiver then uses this
information to request a reservation that can be supported by the network that most closely matches the
requirements of the application. The control information describing the QoS that can be supported by the
reservation path includes:

?? adescription of the traffic generated by the sender, the SENDER_TSPEC, which cannot be modified
by intermediate routers.

?? datagenerated or modified by intermediate routers to indicate the services that are available along the
data path from the sender to the receiver, and operating parameters used by specific QoS control
services. Thisinformation is used by the receiver to make reservation decisions, and is carried in the
ADSPEC object.

?? adescription of the desired QoS control service, including parameters to define the traffic flow to
which the reservation applies and how the service isinvoked . This information is carried in the
FLOWSPEC object, which is generated by the receiver and can be modified by intermediate routers.

This information is specific to the path via which the data will travel and will be routed through the BAN
according to the micro-mobility protocol in use. For reservations to be successfully created across the
BAN, hop-by-hop routing must be supported.

Session Maintenance

Once the QoS control service has been established, no session maintenance is required. When using
RSV P as the signalling protocol, the reservations are soft state and need to be refreshed, but this is an
issue associated with the QoS signalling protocol used by IntServ.

In the event of network node failure, the path from sender to receiver hasto be modified, and there can be
no guarantee that the QoS control service supported along the new route will be the same as the original.
For example, the path may now pass through a router that does not support Guaranteed QoS, which will
be indicated to the receiver by the information in the ADSPEC object. As a result, the reservation
requested by the receiver will be modified to suit the new path, and the new reservation information will
be propagated back towards the sender. Effectively, the reservation has been re-negotiated end-to-end.

Handover

On handover, the data path across the BAN is altered so that data is transmitted to the new base station.
The QoS parameters can be installed along the new path in one of two ways.

1. The RSVP refresh messages will follow the new route across the BAN, and install the reservation
along the new path. This method is simple, but does not guarantee that the QoS control service will
be in place before data is transmitted along the new path, for example if a refresh message was
generated just before handover and the time interval between refresh messages is quite long. This
may adversely effect the data service that may already have suffered data loss during handover. The
old reservation must also be removed and in some cases reservation overlap may occur.

2. If the QoS and micro-mobility mechanism is tightly integrated then the network entities within the
BAN that are aware of the handover, and are able to route to both the old and the new base stations
e.g. the crossover router in HAWAII, can set-up reservations to the new base station. The signalling
required to set-up the new reservation can be contained within the BAN.

The problem of how to maintain the level of QoS is the same for both of the mechanisms above. The data
is no longer traversing the same path and the services supported along the new route, either functionally
or in terms of performance, may not be equivalent to the services along the old path. If the new path
cannot support the same QoS as the previous route, then the QoS must be re-negotiated end-to-end, and
the signalling cannot be restricted to the BAN.

A possible solution to the problem would be to have either QoS aware routing in the BAN so that
bottlenecks can be avoided and routes that have plenty of free resources can be chosen. Also, if the
mobile has a choice of base stations to which it can handover, the choice could be made according to
which base station had the most resources available across the BAN. Thisinformation could be retrieved
from aresource manager.
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Session Termination

Session termination is handled by the QoS signalling protocol and the control service for the traffic flow
isremoved from the routers along the path.

A42422 QoS Signalling

For IntServ QoS control services to be available along a data path there must be some mechanism by
which the QoS information can be transmitted along the route. This discussion focuses on the use of
RSVP as the signalling protocol used across the BAN and its interaction with micro-mobility
mechanisms. In the following discussions, reservations set up from the external network or the BMG to
the MN are referred to as downlink reservations, and reservations from the mobile to the BMG or the
external network are referred to as uplink reservations. RSVP RESV messages will not reserve resources
in anetwork node unlessit is RSV P enabled and a PATH message has already been processed.

A4.24221 Proxy Agent Architectures

Proxy Agent Architectures use a hierarchy of mobility agents to reduce the amount of signalling between
the MN and the home agent. When the CoA of aMN is changed, the registration request does not need to
travel all the way back to the home agent. The change in CoA need only propagate up the hierarchy as
far asthe changein route.

The mechanisms that will be considered in the following section are Regional Registration, Hierarchical
Mobile P (HMIP), and Fast Handoffs for M1Pv4.

Regional Registration uses a proxy agent, the Gateway Foreign Agent (GFA), at the edge of a foreign
domain, which is registered as the CoA of the MN. This CoA will not change when the mobile moves
foreign agent under the GFA. There is a hierarchy of foreign agents beneath the GFA and the MN is
alocated a CCoA. Each foreign agent in the hierarchy has a CoA and tunnels data to the next hop in the
hierarchy determined by a mapping between the home address of the MN and the next CoA. Thisis
shown in Figure A4-2,

BAN
CoA

IP Routing and
nnelled packets

Figure A4-2: Regional Registration within the BAN

Hierarchical Mobile IP works in a similar manner to Regional Registration, but includes the concept of
Private CoAs (PCoA) and Virtual CoAs (VCoA). The VCoAs are allocated to successive foreign agents
within the hierarchy, and the PCoA identifies the link to which the mobile is attached. In Mobile IPv6,
only the PCoA isrequired. Thisisshown inFigure A4-3.

IP Routing and
nnelled packets

Figure A4-3: HMIP within the BAN

Fast Handoffs are a mechanism to support seamless handover when a MN moves between foreign agents.
The traffic is bicasted to the previous base station and the new base station while the MN is moving
between them. Simultaneous bindings are used to achieve bicasting of data.

Session Creation

For reservations in the downlink direction, the PATH messages will be generated or forwarded by the
BMG towards the MN. At each mobility agent that the reservation passes through, the PATH message
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must be altered so that resources are reserved for the next tunnel in the hierarchy. This process will occur
iteratively down the hierarchy from the BMG to the BAR. The messages are routed using standard |P
routing protocols and the CoA of the mobility agent at the destination end-point of the tunnel is used to
identify the flow. The header of the tunnelled packets must also provide extra information so that the
flow can be identified, e.g. include UDP header information so that the port numbers are visible [A4.4].
RESV messages generated in response to the PATH message will be routed hop-by-hop back towards the
BMG, with mappings occurring in the mobility agents.

End-to-end uplink PATH messages are transmitted directly to the correspondent node. The source
address is the home address of the mobile host in IPv4. In IPv6, the source addressis the CoA of the MN,
and the home address is indicated by the home address option in the packet. For reservations across the
BAN only, which are invisible to the application, the BAR can generate the PATH messages but it must
either know the IP address of the BMG that the traffic stream will travel via, or the BMG must intercept
the RSV P messages so that the reservation remains local. RESV messages generated in response to the
PATH will be routed hop-by-hop back towards the BAR.

For mobile-to-mobile reservations, where both mobile stations are within the same BAN, the reservation
messages can be turned back by a mobility agent, if it has both MNSs registered with it. Otherwise, the
reservation will go viathe destination home agent.

Session Maintenance

Refresh messages must be generated periodically to maintain the reservation across the network. The
refresh messages will need to be mapped for each tunnel in the BAN. The frequency of the refresh
messages is a configuration issue. ASSOC objects can be used to associate the refresh messages with the
same session. Otherwise, reservation overlap may occur with multiple reservations for the same data
flow.

The RSVP reservations between mobility agents can be aggregated to minimise the refresh messages
required for maintenance. Aggregate reservations [A4.6] are implemented by sending the origina RSVP
messages transparently between the aggregation end-points and creating a separate reservation over
which the aggregated data can be sent. This concept is similar to allocating resources for a tunnel and
sending data transparently through it. Therefore, for each reservation between two mobility agents, the
reservations can be aggregated to allocate resources for a tunnel over which all data passing from the
source mobility agent to the destination mobility agent can pass. This concept is illustrated in Figure
A4-4. In the first diagram, the two mobility agents have four tunnels between them, each with its own
RSVP reservation. In the second diagram, the reservation has been merged to create one tunnel between
the two agents.

4
Mobility [¢ Mobility
Agent [t Agent
[¢
€
Mobility Mobility
Agent Agent

Figure A4-4: Aggregation of RSVP flows

To distinguish between QoS of the traffic flows within an aggregate reservation, it is suggested that
DiffServ code points could be used to ensure that background traffic travelling through the RSV P tunnel
does not interfere with real-time data. Alternatively, a set of tunnels could be used, each with a different
QoS. This approach would be suitable for use with a QoS routing protocol where different types of traffic
traverse different routes.

The routing protocols and the soft state nature of the reservations allow the BAN to recover from network
node failure. However, the service might be disrupted while the recovery takes place.

Handover

When handover occurs, the CCoA/PCoA of the MN changes. The notification of the change in CoA will
propagate up the hierarchy as far as the first mobility agent that already has a forwarding entry for the
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mobile host. This node must be aware that it is the point where the reservations to the old and new base
station for the MN converges, and must terminate the RSV P messages accordingly.

For downlink connections, a new reservation must be set-up as soon as the network becomes aware that
the handover is about to occur. The network node that generates the PATH message will be the highest
mobility agent in the hierarchy that is aware of the change in CoA. If fast handoffs are being used, then
the reservation to the old base station must be left in place while the data is bicasted to the mobile. As
soon asthe old reservation is no longer required, it can be explicitly removed, or |eft to timeout.

In the uplink direction, the MN or BAR will set-up the new reservation as soon as either the mobile can
signal its requirements, or the BAR knows that handover is going to occur. To minimise latency, it is
preferable for the BAR to make reservations in advance of the handover, however the BAR must know or
discover the reservations and QoS required by the applications on the mobile host.

Session Termination

The resources can either be explicitly removed or left to time out. The former option releases the network
resources as soon as they are available and the admission control entity can be informed that the resources
are available. The latter option reduces signalling in the network, but ties up resources for longer than
necessary.

A4.24222 Per Host Forwarding Schemes

The per-host forwarding schemes use path set-up protocols to install soft-state host specific forwarding
information in the routers within the BAN. Each router has a default entry over which data can be
forwarded to the BMG. The two protocols that will be considered in the following sections are Cellular
IPand HAWAII.

Cdlular IP maintains routing and paging caches in the routers via which packets can be routed across the
access network. The caches map the MN’s |P address to a route through the BAN in a hop-by-hop
manner. The IP address of the BMG is the CoA of the MNs within the Cellular IP domain. The mobile
host can only be associated with one BMG at any one time. Data and route-update packets maintain the
entriesin the caches.

HAWAII also maintains soft state, explicit routes across the BAN over which packets can be routed to the
MN. HAWAII works in conjunction with Mobile IP, and the path set-up messages are triggered by
Mobile IP registrations at a base station. Refresh messages are generated periodically to maintain the
path information in the routers. It is recommended that the CoA is co-located to support QoS. Packets
must therefore be tunnelled across the BAN. [P routing protocols are required in HAWAII-based BANs
to build routing table entries, and to aid in recovery in the event of network node failure.

Home Address CoA

Explicit Routing
a. Cellular IP

BAN

Explicit Routing
of tunnelled
packets

Home Address

b. HAWAII

Figure A4-5: (a) Cdlular IP within the BAN, (b): HAWAII within the BAN

Figure A4-5 summarises the use of Cellular IP and HAWAII within the BAN and shows the location of
the CoAs.

Session Creation

In Cellular IP, the BMG is the terminating point for any tunnelled data from the external network for a
MN. Therefore, PATH messages generated by an external node to initiate a reservation in the downlink
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direction will be visible to the BAN routers as well. However, in HAWAII, downlink PATH messages
must be addressed to the CCoA in order to reserve resources across the BAN.

Whenever a RSVP reservation is requested, the BMG or BAR must perform admission control on the
request. If the network can support the reservation, the reservation is permitted. For reservationsin the
upstream direction, PATH messages are routed toward the BMG using the default route configured within
the BAN routers. For end-to-end reservations in both mechanisms, the source IP address is set to the
home address of the MN, and the corresponding RESV message is routed hop-by-hop back along the
route followed by the PATH message. In Cellular IP, the routers within the BAN may not be addressed
using the 1P addressing scheme. If thisis the case, RSVP will not function correctly unless hop-by-hop
routing is supported and RSV P is able to associate previous and next hop routers with atraffic flow.

For mobile-to-mobile reservations where both mobile stations are in the same BAN, the PATH messages
will propagate up to the BMG where they can be ‘turned back’ and treated as a downlink packet. If the
BMG is not able to turn back packets, or the policy decisions prevent it, the reservation must go via the
destination home agent, which would result in the reservation and use of resources in the external network
when it isnot required.

The RSVP reservation must follow the same route across the BAN as the explicit path set-up by the
micro-mobility mechanism. One RSVP reservation is required per data session between the MN and the
corresponding end-point.

In HAWAII, the CCoA of the mobile host remains constant while it stays within the domain so the RSVP
flow can be identified using the CCoA plus other standard header information. In Cellular IP, the home
address of the MN can be used.

Session Maintenance

For both Cellular IP and HAWALII, the forwarding entries are soft state and periodically need refreshing.
Since the RSVP reservation is only valid while the forwarding path trough the BAN is valid, the
reservation should timeout when the route does. If the route is not maintained, the RSVP refresh
messages cannot propagate across the BAN, and the reservation will timeout.

In Cellular IP, al data and route update packets that are sent by the MN refresh the forwarding entries
within the routing cache. If the mobile has no datato transmit, it must send periodic route-update packets
to maintain the cache entries. For end-to-end reservations, the mobile needs to generate periodic refresh
messages to maintain the reservation across the network. In a tightly integrated solution, the RSVP
messages can be sent with a frequency that will ensure that the routing cache entries do not timeout, so
the route cache and the RSVP reservation can be refreshed by the same data packet. For reservations
across the BAN only, where the reservation is transparent to the application in the MN, route-update
packets from the mobile can be used to trigger RSV P refresh messages from the BAR towards the BMG.
RSVP refresh messages must be generated periodically when the mobile is transmitting data as well.
Note that RSV P sessions and route-update packets are only generated when there are active sessions on
the MN.

In HAWALII, the soft state path information is maintained by path refresh messages generated by the MN.
RSV P refresh messages should be sent at intervals no greater than those used to maintain the soft state
route across the BAN, otherwise changes in the route will not beimmediately reflected by the reservation.

The RSVP reservations can be aggregated from the base stations up to the BMG. A router within the
BAN might detect that there are two reservations passing through it towards the BMG. Since both
reservations will follow the same uplink route, it is possible to aggregate both reservations onto a single
uplink reservation. This decreases the amount of signalling required in the network to maintain
reservation by reducing the level of isolation between individual flows. Allocating DiffServ code points
to different types of traffic could be used identify the QoS required by individual flows within an
aggregate. However, the aggregation of RSVP flows, as proposed in [A4.6] requires the origina RSVP
messages to pass transparently through the aggregated path, and for a second RSV P reservation to be set-
up to allocate resources for the aggregated traffic. This mechanism adds complexity to the routers within
the BAN.

In the event of network node failure, HAWAII recovers using the | P routing protocols that will update the
routing tables. The soft state nature of both RSV P and HAWAII ensures that path changes can occur in
the BAN, but the time taken to re-route the data path may cause delays in the traffic stream and a
reduction in QoS. In Cellular IP, network node failures destroy the explicit routes across the network,
and there are no means by which data can be re-routed around the failed node.
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Handover

On handover, a new reservation must be created to the new base station. The tightness of the integration
of the per host forwarding scheme and RSV P has an impact on the amount of signalling and time required
to set up the new reservations.

In Cellular IP, handover is triggered when a MN sends a route-update packet to the new base station. The
route-update packet is forwarded to the BMG. For downlink reservations when the protocols are tightly
integrated, the crossover router detects that the route towards the mobile has been changed and generates
a PATH message accordingly. This will have the effect of gathering QoS information along the new
route and triggering the generation of a corresponding a RESV from either the MN, for end-to-end
reservations, or from the BAR for reservations across the BAN that are transparent to the applications on
the MN. If thereis no integration between the mobility protocol and RSV P, the resources along the new
path will not be allocated until the sending node generates the PATH refresh message. This could
introduce a high latency for the traffic if the reservation is not allocated immediately. In the uplink
direction, the mobile host or BAR will generate a PATH message that will travel to the receiving node for
loosely integrated or end-to-end reservations. Alternatively, the PATH message is intercepted by the
BMG for reservations across the BAN only and possibly for tightly integrated solutions if the signalling is
not required to refresh the reservation across the external network. The BMG will generate the
corresponding RESV message to reserve the resources along the new route.

In HAWAIL, if it is closely integrated with RSV P, the new reservation need only be made between the
MN/BAR and the crossover router. For downlink reservations, the crossover router generates a PATH
message along the new route. This will trigger the generation of a corresponding RESV message from
the mobile or BAR. If the reservation was made in the uplink direction, the mobile or BAR will generate
the PATH message that is intercepted by the crossover router, which generates a RESV in response.  If
thereis only aloose integration between the protocols, then the reservation must be re-negotiated end-to-
end. If the forwarding path set-up scheme is used, a temporary reservation must be created from the old
base station to the crossover router. This temporary reservation lasts only as long as data is being
forwarded from the old base station to the new base station and can be removed as soon as data from the
external network is diverted to the new base gation. The reservation must be made to ensure that
forwarded data is received at the MN without significant additional delays, but has a high signalling
overhead and requires extra complexity in the BAN routers.

Reservation overlap will not occur becausethe CoA of the MN does not change on handover.

If explicit tear down is used to remove the reservation to the old base station, then crossover router is
responsible for issuing the required messages.

Session Termination

Once a session has been terminated, the resources allocated to the traffic flow can either be left to time
out or explicitly removed. The former option means that network resources are allocated for longer than
necessary and that the admission control entity must be informed by some network entity when the
reservation has timed out.

When explicit call tear down is used, the gateway can inform the admission control entity when the call is
released.

A4.2.4.22.3 M ulticast-based Schemes

Multicast schemes use multicast addressing to forward data to one or nore base stations to which the
mobile may handover. They allow for location independent addressing and routing, and each mobile is
alocated a multicast-CoA. The MN instructs neighbouring base stations to join or leave its multicast
group, and data is forwarded to all of them. Only one base station forwards data to the mobile at any one
time, while the rest buffer data for the MN. When handover occurs the old base station starts to buffer
data while the new base station begins forwarding it to the mobile. This scheme aims to minimise
latency and packet loss on handover for traffic sent in the downlink direction.

The Daedalus multicast proposal and MMP will be considered in the following sections. In the Daedalus
scheme, the home agent is responsible for forwarding data to the multicast address, whereas MMP uses
multicast purely within the BAN. In MMP, MIP is used for inter-domain mobility, and the home agent
forwards data to a CoA, the address of the BMG, and the BMG forwards the data on to the multicast
address that includes relevant base stations within the BAN.
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Figure A4-6: Multicast Scheme acrossthe BAN

Figure A4-6 summarises how multicast schemes may work in the BAN. One BAR is forwarding data to
the MN, while the other is buffering the most recent data sent to the mobile. These schemes require the
support for multicast routing protocols within the BAN.

Session Creation

Reservations can either be made to all base stations within the multicast group, or just to the base station
that is actively forwarding data to the mobile node. Admission control must be performed before

reservations are permitted in the BAN. The first case creates reservations to multiple base stations, and
allocates resources to base stations that are not actively passing data to the mobile. It may be the case that
the mobile station never attaches to a particular BAR that is buffering data for it, rendering the resource
allocations to this base station unnecessary. The second case eliminates the reservations to base stations
that are buffering data but has the consequence that the data arriving at these base stations may suffer a
greater latency than the data being forwarded to the mobile. Therefore, when the mobile changes base
station the buffered data may beinvalid.

In the scenario where only one reservation is created to the MN, the PATH message can be sent to the
multicast group but only the base station that is actively forwarding data will send back a corresponding
RESV. In the scenario where there is a reservation to every base station, each base station generates a
RESV in response to the multicast PATH message.

The RSVP PATH messages may be forwarded onto the MN if RSVP is being used end-to-end.
Otherwise, the base station can terminate them and an alternative mechanism to reserve resources over
the air interfaceisrequired.

The traffic flow in the downlink direction can be classified on multiple fields using the multicast-CoA as
the destination address and the address of the home agent or BM G as the source address.

End-to-end reservations in the uplink direction are unicast from the MN to the correspondent node and
the source address is set to the home address of the mobile. For reservations across the BAN that are
transparent to the applications on the MN, the BAR will send a PATH message that is intercepted by a
BMG. The BMG will then generate a corresponding RESV message, which will be forwarded hop-by-
hop back to the BAR.

Session Maintenance

The reservation must be periodically refreshed to prevent it from timing out. In the uplink direction,
refreshes are periodically generated and transmitted in the same manner as for any unicast reservation. In
the downlink direction, the PATH refresh messages will be sent to all base stations in the multicast group
where either all base stations, or just the base station that is forwarding data to the MN, will generate a
corresponding RESV. The frequency with which the PATH refresh messages are transmitted in the
downlink direction can be integrated with the generation of the IGMP/MLD query messages.

When a new base station enters the multicast group, the IGMP/MLD messages can trigger the sending of
a PATH message to ensure that the new base station can reserve resources if desired. In the case where
all base stations set up reservation across the network, it is possible to merge the reservations to improve
scalability. Merging occurs when the RESV messages for the same multicast flow meet within the same
network node.

Network node failures are handled by the standard IP routing protocols and the soft-state nature of the
RSV P reservations.

Handover

On handover, the base station to which the mobile is attached changes. In the uplink direction, this means
that the reservation across the BAN will be routed via a different path. The reservation along the new
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route will be created by the refresh messages generated by both end-points. The mobile could generate a
PATH message as soon asit is attached to the new base station, or the base station could generate one as
soon as it knows the mobile is going to hand-off to it. However, the base station needs to know the
reservations required by the mobile. The reservation from the new base station may not be in place
before the mobile wishesto transmit data.

In the downlink direction, if all base stations aready have a reservation set-up, then the mobile can
change base stations without having to create a new reservation and the QoS should remain consistent, as
long as all base stations in the multicast group requested the same level of QoS. The reservation from the
old base station must be removed, either explicitly, or by leaving the reservation to timeout. Otherwise,
the base station must generate a RESV as soon as it becomes aware that the MN is going to hand-off to it.
However, there are no guarantees that this reservation will provide the same level of QoS as the previous
reservation.

Session Termination

The reservation can either be removed explicitly, freeing resources as soon as they are available, or left to
timeout. Leaving the reservation to timeout reduces the signalling in the network, but allocates resources
for longer than necessary. For explicit removal in the downlink direction, the teardown message can be
multicasted to all members of the multicast group. If the reservation is end-to-end, the message is
forwarded to the MN. In the uplink direction, the release of the reservation is the same for any unicast
reservation.

A4.24.22.4 MANET -based Schemes

MANET -based schemes use routing algorithms that are able to adapt to changes is network topology as
MNs move around the network. The protocol that will be considered in the following section is MER-
TORA, and its suggested usage within the EMA.

MER-TORA creates and maintains a Directed Acyclic Graph rooted at the destination node. Each node
within the graph is assigned a height and data can only travel ‘downhill’ towards the destination. When
the MN attaches to a base station, it is allocated a CCoA, which it retains for the duration of the session
while it remains in the same foreign domain. Each base station has a range of 1P addresses that it can
assign to MNs.

Session Creation

The RSVP PATH messages will follow the route through the network that was constructed by the MER-
TORA protocol. For end-to-end reservations in the uplink direction, the mobile will generate the PATH
message and send it directly to the correspondent node, setting the source address to its home address.
For uplink reservations across the BAN, the BAR will generate the PATH message on behalf of the
application on the mobile using information about the type of data to determine the required QoS.

For reservations in the downlink direction, the PATH message will follow the route to the MN/BAR, and
the destination address must be set to the CoA of the MN.

The responding RESV messages are sent hop-by-hop back towards the source of the reservation. The
asymmetric routing in MER-TORA is no different to the routing in standard IP networks, so the RESV
packets must be addressed to the next hop node that has a corresponding PATH state installed on it.
Therefore, while the packet may not travel directly to the next hop in the reverse direction, it will aways
arrive at the required next hop all the way back to the source, reserving resources along the uplink route.
Intermediate hops that have not received the PATH message will ignore the RESV.
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Figure A4-7: Simplified RSVP messagesin a MER-TORA routed BAN

Figure A4-7 illustrates this concept. The PATH message is sent from node 1 to node 2. In the reverse
direction, ¢ knows that to send a packet to b, it must go viad. Therefore, the RESV will berouted by d to
b, but d will ignore the RESV message because the original PATH message did not travel through it.

Session Maintenance

MER-TORA includes features that allow the routes to be optimised so that the shortest route to the
network nodes are used. Two mechanisms that are used to optimise routes are:

1. Reregistration of the mobile: when the MN is idle, and attached to a BAR that did not allocate its
CoA, the MN can hand back its original CoA and request a new one from the BAR to which it is
currently connected. This will not effect RSVP reservations as it is only done when there are no
active sessions on the mobile.

2. Use the optimisation (OPT) packet: this packet is periodically propagated outwards from the
destination and, when received, resets the reference levels of all nodes to zero. Until the routing
tables have been re-built, the reservations cannot be routed across the network. However, as soon as
arouteisavailable, the RSVP PATH and RESV messages will install the reservation state.

It is proposed in [A4.6] that the frequency of the RSVP refresh messages can be significantly reduced
because of the hard state nature of the MER-TORA protocol. To achieve this, the MER-TORA and
RSV P protocols must be tightly integrated. As long as the QoS along the path is not being altered, the
refreshes within the BAN can be generated only when MER-TORA path update messages are received.
However, if the QoS signalled by the PATH and RESV messages is different, e.g. after a handover, then
the refresh messages must travel end-to-end in order to install the new QoS information across the
network.

If a network node fails within the BAN, the MER-TORA protocol will re-build the routing tables
according to the new network topology. The RSVP refresh messages will traverse the new route and
install the reservations in each network node. The recovery from network node failure may disrupt the
data service while the network nodes discover the new network topology. The reservation for the traffic
flow, which may need to be modified from the original reservation, must be re-installed along the new
path.

Handover

For downlink connections, when a mobile station moves base stations, a temporary tunnel is set-up
between the old base station and the new base station over which traffic is forwarded until the routing
tables have been updated with the new location of the MN. Unless the there are plenty of available
resources in the BAN between the two base stations, the tunnel will need to have resources allocated to it,
even though it is only temporary. This ensures that the traffic travelling between the two base stations
meets the required QoS specification. As the routing tables are updated across the BAN the PATH

messages, and their corresponding RESV messages, will traverse the new route and reserve the resources.
However, these changes will take a finite time to take effect across the BAN and this could lead to a
disruption in service. The new route will travel via the old base station, so none of the original

reservations need to be removed. Only the resources allocated to the temporary tunnel need to be released
once the routing table updates have occurred in the network.
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In the uplink direction, the MN or the BAR, must generate the PATH as soon as possible in order to
reserve the resources along the new route. If the BAR is reserving resources on behalf of the mobilein
advance it must know the reservations and QoS required by the applications on the mobile. Before
handing over, the MN or the old base station must explicitly remove the old reservation, or else leave it to
timeout. |f the reservation cannot be created in advance, there may be some disruption to the service
while the new reservation is created.

Session Termination

Once a session has been terminated, the resources allocated to the traffic flow can either be left to time
out or explicitly removed. The former option means that network resources are allocated for longer than
necessary, and that the admission control entity must be informed by some network entity when the
reservation hastimed out.

When explicit call tear down is used, the gateway can inform the admission control entity when the call is
rel eased.

A4.2.4.2.3 Conclusions
?? QoS Control Services

The QoS control services relate to how different types of traffic are treated by network devices. These
services were defined for fixed network environments, where routes across the network remain relatively
stable. These control services do not include parameters to indicate the QoS required across the air
interface, such as drop tolerance or bit error rate, and, therefore cannot take the quality of the air interface
into account when setting up the reservation. One possible solution to this would be to define a new
control service that would provide parameters about the quality of the air interface to the application.

This would be carried opaquely in the RSVP message. Alternatively, RSV P could be deployed up to the
base stations, and a proprietary protocol could be used to allocate the resources to the mobile host. This
protocol, and a means of mapping from it to RSV P parameters, would need to be devel oped.

In the fixed network environment, once the control service for a traffic flow has been installed in the
network nodes along the route, it is unlikely that the route will change for the duration of the session.
This means that the QoS provided to the application will not be disrupted by a path re-establishment
along a new route. In the mobile environment, however, handovers can occur frequently, which alters the
route that the traffic traverses. This means that there is a period of time where the reservation for the
traffic flow must be re-negotiated and re-established, during which traffic will receive a default best-effort
QoS. This can lead to unacceptable delays for real-time traffic flows, with packets arriving late and out-
of-sequence.

?? QoS Signalling
- Proxy Agent Architecture

The proxy agent architecture uses tunnels between levels in the hierarchy. RSV P reservations must
be mapped at each level to reserve the resources for each level. This leads to additional complexity
within the network nodes in the BAN, and an increase in the signalling required to create the
reservations. The tunnel reservations can be aggregated to reduce the signalling required, but this
adds extra complexity to the routers and is not yet widely supported in commercia routers.
Alterations to the reservation will disrupt the QoS for a traffic flow while the reservation is re-
established. The severity of the disruption will depend on how many of the tunnel reservations need
to be altered.

- Per Host Forwarding

RSVP can be loosely or tightly integrated with the routing mechanisms of these protocols. If tight
integration is used, the reservation can be updated at the same time as the route and the changes need
only propagate as far as the crossover router unless the QoS is re-negotiated. Otherwise, the
reservation will not be installed until a refresh message is generated. The tightly coupled approach
ensures that the reservation is in place as soon as the route is installed, and minimises the disruption
to the application data. In the loosely coupled approach, there will be a period of time during which
there is no reservation along the new route, which means that the application data will receive a best
effort service until the reservation has been installed. Thiswill introduce unacceptable delaysto real-
timetraffic.

- Multicast
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The multicast mechanisms require network nodes to support the multicast routing protocols, IGMP or
MLD. If reservations are set-up by each base station when it joins the multicast group, a QoS for the
traffic flow can be guaranteed after handover, but at the cost of using more resources than are
required. Otherwise, the base station can issue a RESV when it requires a reservation, but this may
introduce a latency for the traffic until the reservation state is installed across the network. The
RSVP PATH and RESV refresh messages can be integrated with the IGMP/MLD protocol query
messages so valid members of the multicast group set up the reservations.

- MANET-based

The MER-TORA and RSVP protocols can be tightly integrated so that the RSVP PATH and RESV
refresh messages are only generated when there is a route change in the network. However, if the
QoS needs to be re-negotiated for the new route, the reservation must be updated end-to-end. If the
protocols are not tightly integrated, the reservation across the new route will only occur when refresh
message is generated. This delay in setting up the reservation can impact the QoS for a session,
because, until the reservation is in place, the traffic will receive only a best effort service. Another
source of disruption to the service is the route optimisation feature of MER-TORA, which resets al
the routing table entries and then re-builds them. The reservations will have to be re-negotiated and
re-installed for every traffic flow, which will place additional load on the BAN and will delay the
application data.

If RSVP is tightly integrated with the micro-mobility protocol, the QoS for the traffic flows is less
disrupted than if they are only loosely integrated. To minimise the disruption further, it is desirable for
the reservation to be set up in advance of handover. For thisto occur, either the mobile must have some
mechanism by which it can inform the new base station of its QoS requirements, or the base station must
have a means to determine this information. To set-up or modify reservations with a minimum delay, the
QoS signalling messages can be prioritised so that they traverse the network more quickly.
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A4.3 Base Line Architecture

The following section provides an overview of the design choices made within the QoS group, and goes
on to provide a detailed description of the chosen baseline architecture.

A431 Basic Design Choices

A43.11 End-to-end principle.

QoS is only useful, and therefore most likely to be paid for, if it exists on an end-to-end basis. This does
not mean that the QoS mechanismsto provide a particular guarantee are the same across the network.

However in an increasing range of contexts, the end-to-end principle is being questioned. Certain large
providers claim that they are able to charge their peer network providers for guarantees, without concern
for the end customer leading to quality of service mechanisms that are being developed in ways that are
inconsistent with end-to-end design. These changes are often justified as necessary for the supply of
particular network services, such avirtual private networks. However, this is regarded as a short sighted
which could restrict the future development of innovative services on the Internet.

A4.3.1.2 Classes of Service.

Different applications generate different types of traffic, and have different requirements on its handling
in the network. There needsto be away for the user to request service, and to understand what serviceis
being offered. This is known as the class of services. Experience has proved that complete and flexible
parameters sets, as provided by the Integrated Services architecture, are so complex that they are rejected
by users. Additionally, complex classes may make network admission control and router scheduling
management difficult, and sometimes inefficient. Alternatively, classes can be defined that are simpler to
understand and met obvious application requirements.

Study of the wireless environment suggests that class definitions may not be the same in the fixed and
wireless environments. For example, within the fixed environment loss and delay can both be controlled
together, whereas there is a (non-deterministic) inverse relationship between delay and lossin the wireless
environment.

QoS class definitions should define time periods for QoS measurements such that excess error messages
are not triggered to the application. The definition of these classesis considered out of scope for BRAIN.

A4.3.1.3 Per Flow or Aggregation scheduling

Per-flow traffic management means that the application's traffic is granted resources completely
independent of the effects of traffic from other traffic in the network. This enhances the quality of the
service experienced by the application, but also imposes a burden on the network which needs to maintain
state for each flow and to apply independent processing for each one. In the core of large networks, where
it is possible to support millions of flows simultaneously, this traffic handling may not be practical.

When traffic is handled in aggregate the state maintenance and processing burden on devicesin the core
of alarge network is reduced significantly. However, the quality of service is no longer independent of
the effects of traffic. Allocating excess resources to the aggregate traffic class can offset this effect.
However, thisapproach tends to reduce the efficiency with which network resources are used.

A4.3.1.4 Reservation vs. Prioritisation

QoS may be achieved through per flow reservation. Here an application queries the network to discover if
the QoS requirements can be achieved. Reservations make best use of resources alowing a better
planning of the network usage, and giving a more reliable QoS. However, there is a large overhead
associated with this, with additional messages required and a delay before applications can start to send
data packets.

The alternative, prioritisation model is where the client marks their packets to request a “premium”
service when required. The user is able to make use of the service at any time, however the service
provided may be less predictable and suffer when there is network congestion. Prioritisation is used with
service definitions that may be general, or defined on a per-user basis.

A4.3.15 Signalling

For reservation based services signalling is required. The signalling may be carried with the data, in-band,
or it may be separate from the data. In band signalling ensures that the information is always carried to
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each router that the data visits, which is useful when routes change frequently as in mobile networks.
However, it also means that an overhead has to be carried in every data packet. For voice traffic in
particularly this overhead islarge approximately 10% of the packet size.

The signalling may be soft state, which makes it resilient to node failures, or it may be hard state, which
can minimise the amount of signalling. Where hard state signalling is used, a different set of mechanisms
must be introduced to cope with node failure and protect the network

A4.3.1.6 Bi-Directional Reservations

Different models exist about responsibility for generation of the signalling messages. These models are
often coupled with responsibility for payment for use of the network. In one model, the mobile node is
responsible for establishing the required Quality of Service through the mobile network domain for both
outbound and inbound traffic. This model does not require that both ends of the communication share the
same understanding of QoS signalling. It is a useful solution to providing QoS in a bottleneck wireless
network region. However, it is less easy to provide true end-to-end QoS in this situation. It is difficult to
provide such a solution when inbound and outbound data paths are asymmetric. Other solutions have one
party responsible for establishing the QoS over the entire end-to-end path. The standard Internet models
assume that the receiver is usually responsible for QoS establishment, as they receive value from
receiving the data. However, these solutions usually require that the data sender also participate in any
signalling and they retain ultimate responsibility for any payment — this is seen as a possible mechanism
for limiting “junk mail”.

A4.3.1.7 Traffic Classification and Conditioning

Once data is transmitted there are a number of functions that need to be provided to ensure that the
network is protected against malicious use. As in call admission, these functions may be provided on a
hop-by-hop basis, or solely on entry and exit to a network. By using these functions on exit from a
network (and terminal) we can ensure that transmitted data is within the contract, so that the behaviour
through the network is understood.

Classification identifies the flow to which traffic belongs, through analysis of the packet header. The
packet can then be associated with a particular QoS contract. Once the flow has been identified, meters
measure its temporal properties against the QoS contract. One action that may be triggered by the
measurement is traffic shaping. This is the process of delaying packets within a traffic stream to cause it
to conform to the traffic profile. A packet marker might be used to label traffic to ensure it receives the
required QoS treatment through that network domain. Additionally, packet markers might change the
marking on a packet if the traffic has broken the agreed contract. This re-marking also acts as a signal to
the receiver that the QoS contract was violated — enabling action to be taken by the end-to-end
application. Packet droppers, which simply drop packets, provide another means to handle traffic that has
broken the agreed contract.

The basic architecture does admission control at the edge routers only. This can only be used to give a
limited level of QoS guarantees, particularly in an access network where, there will be low levels of
statistical multiplexing. It does not alow any mobility related information, such as handover probabilities,
to be taken into account. This can lead to weak service guarantees and inefficient networks. Two
solutions are here proposed.

A4.3.1.8 Hop-by-hop Admission Control for traffic aggregates

Here, each router & responsible for its own admission control decision. This hop-by-hop admission
control can lead to very strong service guarantees, and more efficient network use. Coupled with the
Internet resilient routing, this enables a system that has no single point of failure. However, this solution
also leads also to more state held within the network and more processing is required within the routers,
so this solution does not generally scale well. However, for certain types of services, specifically those
based around bounded delay concept, many of these problems can be avoided. Annex reference. This
service, which still routes on traffic aggregates, has been studied to define the regions in which the per-
flow admission gives significant efficiency improvements, and it can easily revert to the edge based
admission as the system becomes larger. One outstanding problem with hop-by-hop solution isthat since
no node has global knowledge, they cannot take account of the load of nearby routers, from whom they
may receive handover traffic

A4.3.1.9 Centralised Admission Control

Here, edge routers refer all QoS requests to a centralised admission control unit, which instructs the
routers how to behave. This scheme, which enables more accurate resource handling and flexibility in
resource assignment, also enables basic QoS management even when the core routers have no QoS
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support. It allows the call admission mechanism to be upgraded and replaced easily. Certain types of call
admission criteria, in particular delay based admission, are less well suited to centralised admission
schemes. This is because the centralised unit can never know the actual full state of the network [A4.18].
Similarly, centralised admission schemes may be less suited to the mobile environment where the state of
the network is likely to change rapidly, although such a system can take account of the state near-by
nodes when calculating admission control decisions. Finally, any solution based on a centralised node,
needs careful design to prevent scalability and reliability problems.

See also section A4.4.2, for an in depth study of Bandwidth Broker Approaches to centralised call
admission.

A432 Description of Base Line Architecturein depth

The proposed architecture is based on the work done in the IETF ISSLL working group and specifically
on the proposal “Framework for Integrated Services operation over DiffServ Network” [A4.20] an
architecture for allocating resources in a Differentiated Services network using the RSV P protocol. In
addition, the issues raised by the Internet Architecture Board [A4.24], have been taken as basis for this
proposal.

The proposed architecture has been created to answer the need for an | P-based scalable QoS architecture
that alows flexible support for mobility of terminas in a cellular network. The fundamental design
criteria have been to use the existing IETF protocols and architectures where possible and to add new
extensions if needed. The mobility of terminals and the QoS signalling and management are viewed as
closely related but separate tasks, thus both have their own architecture.

The DiffServ architecture is simple and scalable in the sense that only aggregate traffic is checked at
boundary of networks and no per-flow information state and processing is needed in network core.
However, fairness is hard to maintain within aggregation, therefore the nature of the service offered by
DiffServ is more approximate in nature than the service received through RSV P reservations.

A4.3.21 Background for the proposal

The building of the QoS architecture should start from the top of the protocol stack, from the application
requirements. WP1 has defined two types of QoS support: explicitly signalled QoS requirements and
more direct, not beforehand signalled, transfer with QoS support. The former turns into an application
level protocol and the later turns into a pure transport layer implementation. The most widely used
application level QoS signalling protocol is at the moment the RSV P protocol, which will also be the
basis for the “signalled” transfer of data. In view of architecture and protocol deployment, it would be
most beneficial, if the QoS signalling protocol is widely known — trying to establish a new QoS signalling
protocol as an end-to-end signalling protocol would be close to an impossible task, at least in a short
period of time. The “non-signalled” transfer of data using the transport layer implementation could well
be a system based purely on the Differentiated Services framework and the use of DiffServ Code Points
(DSCP). As it happens to be, the IETF has defined an architecture and methods for using RSV P to signal
QoS request into a DiffServ network, thus alowing at some level the concurrent use of both of these
protocols [A4.20].

The IETF has a wealth of protocols and architectures for delivering and co-ordinating QoS-related
services - It would be of little use to start defining new protocols and totally neglect the previous work.
Therefore, the primary aim of this proposal is to use the existing techniques and, if needed, add some
modifications to them. A further goal has been to take into account the issues raised by the Internet
Architecture Board [A4.24] regarding the present QoS architectures and their weaknesses.

A4.3.2.2 Protocolsand ar chitectures.

The BRAIN QoS architecture is based on the ISSLL framework. We use the Integrated Services
Framework (IntServ) [A4.23] and the Resource Reservation Protocol (RSVP) [A4.4][A4.25] as the
signalling method for explicit resource reservations. RSVP reservations are mapped to Differentiated
Services (DiffServ) [A4.22] forwarding classes at the edge of the network and forwarded according to
standard DiffServ operation [A4.21]. To RSV P, the core access network between the BAR and the BMG
isasinglelink.

In addition to the per-application signalled reservation, the architecture also allows flexible DiffServ
Code Point (DSCP) marking for applications that are not able to quantify their resource needs, but would
benefit from better than best-effort service for the data exchanges, RTP-based VolP flows, for example,
or HTTPtraffic.
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There are basically three resources to be shared in a BRAIN network: the radio resources in each cell,
seen by the BAR’s |P layer as a network interface; the access network resources between the edges of the
network; and the resources on the interface between the BMG and the external network.

From another point of view, the RSVP-based flows get a circuit-switched like connection, while the
DiffServ marked flows get a priority-enhanced packet-switched service. In a circuit switched connection,
there is always a connection set-up phase prior to the data transfer. When RSVP is used, the default
virtual circuit switched connection is unidirectional and, therefore, two set-up phases are required for a
guaranteed bi-directional connection. The DiffServ marked transfer is less reliable due to the lack of
setting up a dedicated reservation but faster to initiate and does not require support from the
correspondent node, as with RSVP.

An important decision in the architecture is to leave the uplink flow marking to the MN. This has two
main advantages. First it takes part of the packet handling away from the BAR; the BAR does not need to
check for the IP and transport headers for multifield flow classification and can do faster Behaviour
Aggregate classification. Second, it allows the MN to use |PSec payload encryption (and any IP-within-IP
tunnelling). If the original IP packet was encapsulated into another IP header, the BAR might not have
enough information to do multifield classification. The MN is free to choose the proper marking within
the code points provided by the network operator. The standard DiffServ code points must however be
available, but operator specific code points can be used.

The downlink flow marking is based on SLA -driven information related to different application flows,
eg. HTTP, FTP, and RTP. The gateway has SLA information for incoming flows, which can be
compared to the incoming packets to find the right DSCP values.

BAR BMG
é %
Mobile @ .‘ < > %
"y m m
lefSSrXE\lbased / External network ) Correspon dent
node

Figure A4-8: QoS signalling in the Networ k Nodes

A4.323 Network Nodes

The network nodes in this architecture and the signalling flows are presented in Figure A4-8. The BRAIN
Access Router (BAR) node is the first (last) |P-based node to which a flow originated from (terminating
to) a mobile node arrives, the closest |P-based node to the MN. The BAR is in charge of resource co-
ordination for the access points® under it.

The BAR node has much of the same functionality as a Diff Serv edge node upgraded with functionality
needed to support RSVP signalling and mapping the signalling to proper DiffServ Per-Hop Behaviour
(PHB) aggregates. The service is based on the SLASs negotiated between the subscriber and the ISP and
can be varying according to the present time and date and network load. The BAR must provide mapping
tables derived from the SLAs. Dynamic negotiation of SLA’s as defined by e.g. [A4.19] seemsto be a
useful future enhancement.

The BRAIN Mobility Gateway (BMG) has much the same functionality as the BAR but for flows
arriving from the external networks. Admission control functionality controls the traffic arriving from the
external 1SPs, dropping or remarking packets if they do not conform to the SLA for the mobile being
reached.

The access network internal routers forward packets according to normal |P routing mechanisms and the
DiffServ processing [A4.21]. No assumptions are made how a BAN operator provides the requested
services. If the BAR and BMG perform proper shaping of flows admitted into the network and the core
access network is over-provisioned it may even be possible to operate BAN internal routers without any
active QoS differentiation features.

%0 By Access Point we denote alayer 2 only device through which IP packets are forwarded transparently.
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The benefits of the proposed architecture are that it allows both signalled (RSVP) and non-signalled
(DiffServ) QoSaware transfers using standard protocols. This alows for a wide range of mobile
terminals to communicate with an even larger range of correspondent nodes. By using DiffServ in the
intermediate routers the routing and QoS control create minimal overhead. The architecture is not
however particularly optimised to support mobility, apart from having aggregate packet forwarding that
provides flexibility in allocating resources on changing paths. Other schemes presented later will enhance
this basic architecture to better support mobility and give a more options for QoS resource handling and
signalling.

A4.3.24 Session management

In order to support different kinds of applications and usage scenarios, the network must be flexible in its
understanding and allocation of resources to applications. We can identify the following kinds of data
transfer scenarios:

1. MN-originated transfers (both MN-to-MN and M N-to-CN)
?? When the correspondent nodeis RSVP aware
?? When the correspondent node is not RSV P aware
2. CN-originated transfers
?? When the correspondent nodeis RSVP aware
?? When the correspondent node is not RSV P aware

Note that this presentation discusses a CN external to the BAN. When two BRAIN terminals request
resources between each other, the session management operation is similar. If the terminals are within the
same BAN, the signalling will not go out of the BAN.

A4.3.24.1 MN-originated transfers

In the default case, since we are discussing QoS-aware networks and applications, the CN is QoS and
RSVP aware. When the MN initiates the request for a certain QoS, the MN sends the RSVP PATH
message. This message arrives at the BAR, which stores information about the request and forwards the
message further on to the BMG. The BMG stores a similar state and forwards the message to the external
network.

Once the resulting RESV message arrives from the CN to the BMG, it checks for resource availability. If
resources are available, the BMG will forward the message to the BAR, otherwise the BMG will cancel
the reservation according to standard RSV P processing. When the BAR receives the RESV message, it
will perform similar operations and if resources are available, it can record the RSVP-to-DSCP mapping
to be used if the MN is not marking the upcoming flow. The mapping information can be available at the
BAR for direct use, or the BAR can request the SLA for the MN from an external entity like a Bandwidth
Broker.

If the CN is not RSVP-aware, or the MN’s application itself is not RSVP-aware, the user could still be
able to request a certain service for the applications transfers. The user could be able to request some
better than best-effort service on a per-application basis. The protocol stack could then set some well-
known DSCP to the packets that originate from the given application and thus trigger a better forwarding
behaviour from the ISP. The MN-based DSCP marking could also be based on the receiver/sender port
numbers and addresses, for example, a connection initiation to the well-known port 80 could be an
indication of a WWW-request, and the user could set a low-to-medium priority (and cost) to those flows.
A connection to the port 20/21, an FTP-transfer, could by default get a best-effort service, for example,
and a Telnet connection could get quite a high priority due to its interactive nature but small amount of
datatransferred.

The DSCP marking can be done on both the MN and the BAR. If the MN does not do the marking by
itself, the BAR can provide some flow distinction based on the negotiated SLA to this mobile.

A4.3.2.4.2 CN-originated transfers

A downstream reservation is similar to the MN-originated upstream resource reservation. The CN sends a
PATH message that will go through the BMG and BAR and store areservation state in these nodes. The
MN studies the arrived reservation request, calculates the needed resources and responds with a RESV
message. If resources are available, the RESV message will eventually reach the CN and the resources
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within the BAN and possibly network between the have been reserved. In downstream reservations, the
BMG needs to do the flow marking.

If previously unknown packets arrive from the outer network, the BMG again needs to do admission
control against the SLA of the MN being addressed. The DSCP mapping can be by default to the best-
effort service class, or the SLA can indicate some other mapping for different well-known service, like
ftp, http, or some VolIP call. This is how non-signalled flows can be forwarded with some higher level of
service. This requires the BMG to do multi-field classification, which requires more processing power on
the BMG.

A4.3.2.5 Signalling plane

The following figure 5 summarises the signalling performed in the architecture. The MN interacts both
through the application data flow and the RSV P-protocol with the CN. The BAR and BMG nodes also
interpret the RSVP messages. The application can also use direct DSCPs to mark its traffic. This is
considered to trigger services only from within the BRAIN network. The DiffServ markings may or may
not persist end-to-end, therefore the flow is marked with a dashed arrow. The BAR and BMG can also
signal with an optional Bandwidth Broker about SLA management

Bandwidth Broker

Access
Mobile Access Network Corrﬁgggdent
Node Router Gateway e
@* = Mobile Access é\ S g‘
I N7 I SP network m

N

N

Application data flow >
|

< — QoS control flow (RSVP)

|| "
_—— NN—— - ~

QoS control flow (DiffServ) Possibly End-to-end >

<&A control flow with BB >

Figure A4-9: QoS Signalling

A4.3.2.6 Service set

The RSVP protocol does not fix the actual QoS parameters and the type of QoS the application can
request. Applications can have different types of needs, which it can request service for. The requested
service profile must then be mapped to DiffServ behaviour aggregates, to DSCPs and the resulting PHB.
However, to make the mapping simple, at first, we can identify only two or three parameters that could be
supported: defined measurable bandwidth and a delay/priority-based forwarding. The simplest service an
application can request would be a given bandwidth. Network nodes can be aware of their available
bandwidths from which it would be easy to calculate the remaining capacity allowed to new users. The
“awareness’ can be based on periodical calculations of the load or on static SLAs. The BB can be made
aware of the resources at each node using the COPS protocol, and this information can then be
propagated to edge nodesin order to allow for new flows and do a proper mapping to DSCP values.

An application could also request some assured delay or priority to its flow. The issue of assured delay
can be divided into two guarantees: per-hop and end-to-end assurances. The per-hop assurance can be
provided with the present DiffServ PHB models. Providing an assured end-to-end delay requires
knowledge of the route of the flow and the performance of each router in the path. It would be possible to
still provide those end-to-end guarantees, but that would require each router to reserve most of the
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resources for this type of service. This would result in very poor total utilisation of router resources,
because effective delay guarantees could only be given to small fraction of traffic while still reserving
many times nore resources in order to really guarantee the service. The issue of providing a PDB with
delay guarantees has been studied in[A4.26].

Another way of providing a strict end-to-end delay guarantee would require forwarding the handling time
from router to router. This type of information forwarding would require a new protocol and new headers,
not to mention the performance implications, thusin order to make things simple, we leave the option out.

Instead, it would be possible to use the EF PHB aggregate that would include higher priority at each
router (asin[A4.26]), thus higher priority traffic would be forwarded first, resulting in lower total delay.

Along with the explicitly signalled request for resources, a MN would also need, for flexibility and faster
operation, to mark by itself packets with a certain DSCP in order to trigger some well-known service.
Services that would benefit of such a direct marking include emergency services (in some countries thisis
a strict requirement) and SM Stype short message services. Also, if the application is not aware of any
QoS, the MN stack should be able to trigger best-effort service automatically, either by setting a proper
DSCP (or by just leaving the value to “zero”). Similarly, a DSCP resulting in highest possible priority (EF
PHB), and cost, could also have awell-known DSCP.

As for example, typical web browsing using HTTP [A4.27] creates a large number of small TCP
connections. If the application would need to request through (or the lower layer protocol stack would
perform on behalf of the application) explicit QoS signalling some desired service from the network, the
performance of web browsing would be seriously affected.

The BAR and BMG need to keep state of the number and size of flows running through using certain
DSCPs. This is needed in order to do admission control also for directly MN-marked flows, which did not
use RSVP. It would not be a good idea to allow more flows into the network, than the network can
support.

The exact mapping of RSVP-reservations to DiffServ per-hop behaviours is not defined in this work. The
mapping is very much related to individual access networks, and an operator may want to use specific
internal code points to define non-standard per-hop behaviours within its own network. Those proprietary
code points should however be mapped to standard values at the edge of the network in order to allow for
better interoperability. Moreover, the resource allocation between service classes is also out of scope of
thiswork. However, the following DSCPs (in no order of priority) could provide useful:

Best-effort
SM Stype short transfers

1
2
3. Highest priority, premium service
4. RTP

5

Network signalling
6. RSVP-support DSCP

In addition, it might be feasible to define a code point that would support mobile nodes that change their
point of attachment to the network. A suggestion would be to reserve some fixed amount of resources for
moving MNSs. The resources could be taken into use with a dedicated DSCP for incoming users. When a
mobile enters a new cell, it would use the resources put aside for some short period of time. During that
time the MN could signal its actual need for resources, and then release the temporary resources for the
following incoming users. If resources would not be available, the mobile would soon be signalled about
the situation. Thisissueisleft for further study.

A4.3.2.7 M obility management

So far we have not discussed thoroughly mobility issues. Mobility of terminals is a two-level issue:
Mobile IP-based macro mobility and micro mobility within an access network. The primary issue that
arises with QoS flows and mobility of terminals is preserving the service requested and given to the user
and his gpplications. In this proposal, the state of the network, the resource availability, is stored in two or
three nodes: the BAR and the BMG, and possibly the BB. Mobility of terminals will result in flows to and
from the mobile to change BARs and BM Gs, whichwill require new resource signalling.
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The core QoS architecture supports mobility as far as the standard IP protocols can support mobility by
default. RSV P refresh messages are used to update reservations on new paths, but only between alengthy
time interval. Not much can be done to enhance DiffServ-based QoS guarantees in a mobile environment
without specific mobility enhancements, since DiffServ does not provide explicit guarantees and does not
have a signalling mechanism.

A4.3.3 Error Reporting

All the mechanisms discussed within the BRAIN project have been standard techniques. The interested
reader istherefore referred directly to the following documents as starting points for further research.

[A4.4] for information of RSV P error reporting
[A4.22] for information on DS error handling
[A4.28] for information on ECN

[A4.48] for information on RED.

A434 Evaluation

A434.1 Assumptions, Requirementsand Limitations

The following appendix provides an overview of the assumptions, requirements and limitations for the
proposed QoS architecture and the extensions.

1. The BAN must provide QoS for both inbound and outbound traffic without requiring changes to
other networks and terminals. However, the type of QoS that is achievable without currently
available, standards based co-operation from other networks and terminals will be fundamentally
limited, and may be further limited by the BAN implementation.

2. If BRAIN-specific QoS mechanisms are supported, their scope must be restricted to the BAN.

3. Resources should be protected against malicious use as far as possible. Typical problems could be
related to theft of service and denial of service

4. The session/application layer signalling is transparent to the BAN, so the BAN QoS mechanism can
not assume the presence of any specific type of session layer signalling and application layer QoS
messages are not read by the network. However, there are no restrictions on session layer network
devices such as RTP translators and mixers.

5. Original transport QoS parameters should be carried end-to-end regardless of the transport QoS
protocol within each network. End-to-end RSVP signalling must not be broken if external networks
and terminals support it. If RSVP information is available, it should be exploited. Additionally, we
should try to avoid having terminals with 2 RSV P implementations within the terminals.

6. The BAN must provide QoS for generic IP hosts, i.e. hosts that are BRENTA unaware. It can be
assumed that support for the |P2W functionality will be present in the mobile terminal.

Support for QoS re-negotiation must be provided.

8. It must be possible to interwork with non-QoS capable external networks and correspondent
terminals. This follows from the fact that the BRAIN network is a standard IP network, so the basic
best effort service is always guaranteed. However, afurther requirement for some types of operator is
that it is possible to provide both reservation and reservationless QoS within the BAN, for both in
and outbound traffic, under control of the mobile terminal, even if both the adjacent network and
correspondent terminals are QoS unaware.

9. If the external network or and correspondent terminals is QoS capable, the end-to-end QoS
mechanism should operate and interact correctly with BRAIN mechanisms. This is limited to
IntServ-style RSVP or DS networks.

10. There is an issue that exists about exchanging radio-specific information between network layer
elements. Certain requirements may only be partially met if such information is not exchanged,
however this leads to a risk of requiring “BRAIN specific’ applications. Ideally, all radio specific
information should be restricted to the sub-IP layers, or should be accessible through static
configuration (such as the familiar preferences). As a minimum, radio and mobility enhanced QoS
signalling protocols that may be supported by the BAN are restricted to the BAN. Similarly mobility
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11.

12

13.

14.

15.
16.

17.

18.

19.
20.

21.

22,
23.

and radio enhanced QoS parameters that provide additional may be supported in, and are restricted to
the BAN.

A mechanism by which the mobile terminal can signal its QoS requirements to the BAN must be
provided. The basic interfaces are not BRAIN specific, thus any IP terminal with standard Internet
QoS oftware will be able to access QoS within the BAN. BRAIN specific enhancements may be
offered to enable increased functionality or better performance. A new end-to-end QoS protocol
should not be used, unless thereis aclear route to standardisation of this protocol.

The implementation of QoS in the BAN should not be visible to the mobile terminal. The interface
shall only reflect the “bearer requirements’ that a MN can request. Any mechanism or combination
of mechanisms can be used together to provide the overall QoSin the BAN.

The IP2W layer should be invisible to the application. The behaviour of the system can not be
guaranteed should the application interact directly with the IP2W interfaces.

QoS violations detected at the network layer must be reported asynchronously to the application layer
in the terminal that requested the QoS behaviour. A QoS violation must be reported if QoS is not
achievable on an end-to-end basis, even if QoSis successfully established within the BAN.

Fragmentation and re-assembly are likely to exist at the link layer

Seamless hand-over should be supported, once resource allocation has been assured. The aim is that,
once areservation has been given, the application is unable to detect any QoS changes that could be a
result of the handover process. Thisisin part related to the classes definition — as an extreme, delay
and loss could be time averaged such that a QoS violation does not occur even if all signal is lost
during handover! Another aspect of this is traffic engineering, to ensure that sufficient capacity is
available for handover traffic. These two issues have not been considered explicitly within this study.
This study has concentrated only on the mechanisms to achieve seamless handover assuming the
network has been well dimensioned and that this dimensioning is in part reflected in the service class
definitions.

QoS mechanisms within the BAN may have enhanced support for mobility. Also, mobility
mechanisms may have enhanced support for QoS. In particular, it is assumed that tunnels nodes are
responsible for QoS within the tunnel

“context information” may be available to the handover mechanism to facilitate a context aware
handover. This context information may include QoS state.

It isassumed that service level agreements exist

Currently, it is not clear which QoS signalling mechanism is preferred by the market. Therefore, the
determination of a single BRAIN QoS signalling mechanism is out of scope. A couple of aternatives
will however be discussed and evaluated.

Expecting no global QoS signalling mechanism soon leads to anther problem: a roaming BRAIN MN
may initially not know how to signal for QoS resources while attached to a visited BAN. The
mechanisms to do this are out of the scope of this discussion. The QoS signalling mechanisms
described later may provide ideas how to solve the problem without being required to describe
details. Ideas may be a directory polling mechanism alowing the MN to learn which signalling
mechanisms are supported and preferred by the BAN. It may then be an option to download software
required to signal QoS requirements. Another idea may be to map al currently available IP QoS
mechanismsto the link layer and provide no network layer QoS signalling at all.

M echanisms and an architecture to measure the QoS a flow receives are out of scope.

The link layer must identify and adjust to changes of link layer characteristics not resulting in QoS
reservation changes, without requiring network layer signalling (also during hand-over).

A4.3.4.2 Evaluation Criteria

A list of criteria is defined that can be used to compare different architectural concepts for a BRAIN
Access Network. The ideais that we in the end shall be able to find the best concept from aspects related
to scale-ability, performance etc. For many of the criteria it will not be possible to put measurable figures
against them (like maximum delay). In stead we need to describe outstanding feature and limitation of a
given concept.

The criterialist may never be complete. It will be an iteration process to improve thelist.
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The focus will be on performance for the BRAIN domain related to:
Micro mobility (mobility within aBRAIN domain)

Delay related parameters for real time conversational services
Other QoS related parameters like packet |oss etc.

Resource management including “resource protection” to prevent vicious attacks.

33 3 33

Resource related parameters (that can be mapped to meet the radio interface requirements)

Observe that the evaluation criteria cover the whole architectural domain of BRAIN and the criteria are
not only focusing on performance but also to verify that we cover the right functionality level.

| have tried to segment the criteriain relation to different terminal states and the transitions between them.
Thefollowing states are considered.

?? Disconnected
?? Passive
?? Active

The states and the possible transitions may be described as follows

/

Mobility
T4

Figure A4-10: Mobile Terminal States

The transitions between Disconnected and Passive and between Passive and Active may all be controlled
transitions. The transition from Active to Disconnected may only be accidental. No transition is assumed
directly from Disconnected to Active.

Definition of states:
S1. Disconnected

The termina is completely invisible to the BRAIN network. The WLAN port in the terminal is
passive. Theterminal can not be alerted over the WLAN interface.

2. Passive

The network knows (believes) that the terminal is out there. The terminal can be alerted. Certain
signals are accepted over the radio interface without pre-reservation or pre-activation. Hand over is
not an issue.

S3. Active

Resources are reserved over the radio interface between terminal and network. The network knows
to which base station the terminal is connected. Here we have different levels of resource
reservation. From a lose reservation for a best effort service to a more strict reservation for a
conversational service. The hand over mechanisms may be different for the different communication
levels (at leased the requirements are different).

Thetransitionsto be evaluated are:

T1. Disconnected to Passive (and the reverse)
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T2.

T3.

T4.

The terminal identifiesitself as available in the network. The home and visiting location registers are
updated.

Passive to active (and the reverse)

The terminal is connected to specific base station. The terminal is given an |P address. An anchor
point may be defined (we may have different anchor points for different QoS classes). Resources are
to be alocated.

Accidental disconnect

Resources is to be released and location registers is to be updated even thou no contact with the
terminal exist.

Mobility

The terminal moves from one Base station to another. Locally a new path and associated resources
with correct QoS has to be established and the old path has to be released.

A4.3.4.2.1 State criteria

A4.34.21.1 A1 Disconnected

Theterminal is not reachable.

7?

No reguirements exist

A4.3.4.21.2 A2 Passive

The network knows (believes) that the terminal is out there. The terminal can be alerted.

7

7

What' s signalling load over wired and wirelesslinks

What' s the power saving mechanisms (are there any?).

A4.34.213 A3 Active

Resources are reserved over the radio interface between terminal and network.

7
7

7?

??

What’ s the signalling load (to maintain resources and QoS)? Shall be minimised.
To minimise the power consunrption is maybe only aradio interface issue in this state?

What' sthe delay for user data from host to host and host to Gateway (distant dependent delay may be
excluded)

< 10 msec for a conversational voice service. (The delay that can be allocated to a BRAIN Access
Network, BAN, have to be a fraction of the service requirement for host to host communication. The
Del 1.1 service requirement is 200 msec including non BRAIN network and distant dependent delay)

Error rate (thisis maybe only radio interface related)

Bandwidth may have to be renegotiated (have to be supported). What’ s the complexity and load for
such action?

Change of QoS class may be considered (may require re-establishment and re-routing of a reserved
path).

What' s the functionality for protecting a path for vicious attacks? Where in the BAN do we perform
necessary filtering (at which hierarchical level?).

A4.3.4.2.2 Transition criteria

A4.34221 General

The main issues under transition criteriawill be to answer questions like

7?

The time it takes to make the transaction. (Much of the transaction may not be noticeable by the
user.)

The amount of signalling needed

Isthere a potential for improvement? What can be suggested? How realistic is the improvement?
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?? Whatislocal?
?? What is assumed to be end-to-end?

?? What's the BRAIN access signalling when a BRAIN terminal wants to communicate with a non-
BRAIN terminal (network) using adifferent access “protocol” ?

A43.4.222 T1 Disconnected to Passive (and the reverse)
L ocation registers have to be updated locally and at “home”.

?? What' sthe delay before the host can access another host or I nternet?
?? What' sthe delay before someone outside can alert the host?

?? What's the load on the network for entering “passive state” and for going back to “disconnected
state” ?

A4.34.2.23 T2 Passive to active (and the reverse)

The terminal is connected to specific base station. The terminal is given an |P address. An anchor point
may be defined.

?? What'sthe delay before the terminal can access the Internet using Best Effort?

?? < 0.5 second (delay in this order will considered as immediate reaction and will avoid the user to
repeat hiscommand. The Del 1.1 requirement is 3 sec including Internet authentication.)

?? Are(can) resourcesto be allocated over theradio interface for a best effort service?
?? What’sthe delay before you have established path with a QoS required for a conversational service?

?? < 0.5 second (delay in this order will considered as immediate reaction and will avoid the user to
repeat his command. The Del 1.1 requirement is 10 sec Host to Host including session level
signalling.)

?? What’'stheload on the network for doing this?

A4.3.4.224 T3 Accidental disconnect
The host islost.

?? How long time doesit take for the network to detect the lost terminal ?

?? What’stheload for monitoring active and passive state?

A4.3.4.2.25 T4 Mobility

The host is moving from one base station to another

?? Are there different mobility actions for different QoS classes? (The reguirement is different. The
answers to the following questions may differ for different QoS classes.)

?? How long is the network involved in hand over (have to be significantly less than the time a terminal
may stay in an overlapping region between two base stations.

?? <100 msec (isthisarealistic figure?)

?? Will there be an interruption of the flow during hand over (e.g. due to temporary delay or packet
loss).

?? <1or2packets (The goal shall bethat hand over is not noticeable)

?? Isthere atemporary change of QoS during hand over (shall be non or minimised)

3

What' stherisk for packet loss due to hand over?

?? Isit possible to deal with handover per flow rather than per terminal? (An example is that a user may
wish to move the voice path to GSM but not other paths. This example may however be an
application issue and not aBRAIN issue?)

?? Theterminal hasto be “re-authenticated” when moving to anew base station. Is this an issue?
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Thecriteriadefined in D2.1 are:

A. Efficiency

?? Setup delay

Amount of signalling required to setup the QoS
Resource usage in the routers

Latency in re-establishing the QoS after handover

@3 33

. Scalability and Robustness
Scalability to large networks

Scalability to alarge number of users
Complexity required in the network routers
Resistance to wireless errors

Resistance to link/node failures
Reliability of the requested QoS

. Applicability and Ease of Deployment
Migration

O 3 3 3 3 3 3

Support of heterogeneous networks

Support in existing routers

Interaction with global mobility protocols
Interaction with local maobility protocols

Ability to react to changesin the network topology
Ability to support ‘dumb’ hosts

Ease of integration with accounting systems

Adaptability to different policies (e.g. fairness principles)

33 I I I I I I I

Interaction with changes in bandwidth

?? Interactions with general changesin the network

A goa is to minimise the number of routers that have brain specific coding. DiffServ routers are
considered standard.

A4.4 Solutionsto Weaknessesin the Base-Line Architecture

The following sections provide detailed descriptions of the proposed extensions to the baseline
architecture.

Ad4.4.1 QoS Context Transfer

When the mobile changes BAR, state information about the mobile’'s QoS requirements needs to be
transferred to the new BAR. Current handover schemes do not provide a mechanism via which this
information can be transferred between BARs. QoS Context Transfer enables the exchange of network
layer parameters between network nodesinvolved in a handover.

The following section outlines how link layer notifications of handover can be used to trigger the
generation of context transfer messages.

A44.11 Link Layer Mobility and Context Transfer Protocol Coupling

The link layer necessarily sooner is aware of a hand over than the IP layer. The idea to make use of this
early link layer hand over awareness to provide local triggers to the network layer is convincing and
discussed not only with regard to QoS support (see section A5). Applied in the area of QoS, alink layer
information to aBAR that a hand over is pending could be used to send arequest for a context transfer by
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the new BAR to the old BAR. Here it is not relevant how the context transfer works. This extension only
describes a mechanism to start it.

The two features “link layer hand over indication” and context transfer protocol alow to admit new QoS
resources between MN and BAN without requiring any signalling from the MN itself. In fact unless
scarce resources require a QoS re-negotiation during hand over, the MN’s network layer may not become
aware of the hand over at al. This solution provides a smart mechanism combining a seamless hand over
with a reduction of IP layer air interface signalling. A more detailed description how this mechanism
could be used may be found in section A4.4.1.

A4.42 Bandwidth Broker

In order to have a more accurate resource handling and flexibility in resource assignment, a Bandwidth
Broker would be clearly needed. RFC 2998 also discusses the issue of dynamic admission control using a
central “oracle”, but leaves the implementation open. A very interesting design of a Bandwidth Broker
can be found in [A4.32]. The document presents a bandwidth manager for |EEE 802-style networks. The
clients signal their resource requests with RSV P. The bandwidth manager intercepts the messages and
makes admission control decisions according to resource availability in its network segment.

Since our QoS framework includes both RSVP- and DiffServ based resource sharing, we would need to
upgrade the mentioned Bandwidth Broker scheme to understand DSCPs and to store resource utilisation
for aggregate DiffServ classes. The Internet2 QBone Bandwidth Broker architecture [A4.34] provides an
example how such a system could work.

Also other admission control criteria may need to be available. The Policy framework [A4.29] and COPS
protocol [A4.30],[A4.31] can provide the necessary mechanisms. Benefits of having a Bandwidth Broker
co-ordinate the network resource alocation are that the overall resource utilisation becomes higher with
more accuracy in the resource states of the whole network. The Bandwidth Broker however introduces a
new point-of-failure; should the Bandwidth Broker crash, the resource allocations in the network will
surely suffer. Also, having a Bandwidth Broker affects scalability and creates a possible bottleneck node.

The ISSLL Working Group of the IETF [A4.32] has done some work in this area. The bandwidth
manager deals with the IntServ architecture over IEEE 802-style networks. This work has resulted in the
development of the Subnet Bandwidth Manager (SBM) for shared or switched 802 LANs. SBM is a
signalling protocol for RSVP-based admission control over IEEE 802-style networks. It provides a
method for mapping an internet-level set up protocol such as RSVP onto IEEE 802-style networks. In
particular, it describes the operation of RSVP-enabled hosts/routers and link layer devices (switches,
bridges) to support reservation of LAN resources for RSV P-enabled data flows.

Basically, the SBM protocol performs at layer 2 the same functions as RSVP does at layer 3. In order to
perform this, two primary components are required:

- aBandwidth Allocator (BA) maintains state about allocation of resources on the subnet and performs
admission control

- a Requestor Module (RM), in every end-station, performs the mapping between higher layer QoS
protocol parameters and layer 2 priority levels

Two different SBM architectures are proposed, depending on the number of BAs per segment
(Centralised architecture if there is only one BA, which must have some knowledge of layer 2 topology of
the subnet, distributed otherwise.), as shown on

Bandwidth Allocator

L2

o . S ey L e QoS

Requestor Module Requestor Module

L2 L2

Figure A4-11: Centralised BA architecture
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Qos < 4 QoS
Requestor Module <—> BA 4—> BA 4—> Requestor Module
L2 4 12 4—p 12 4—>» L2

Figure A4-12: Distributed BA Architecture
In any case, the SBM protocol implies two types of communications between the different components :

- Communication between the higher layers and the RM (for the application to initiate, change or
delete reservations, for the RM to inform the higher layers of a QoS unavailability, etc.)

- communication between the RM and the BA, or between BAs (a signalling mechanism similar to
RSVP)

Ad4.4.2.1 Thelnternet2 QoS Broker

In the framework of the US Internet2 project currently a simple inter domain bandwidth broker protocol
is specified. It is intended to support automated |P QoS resource reservations between peer bandwidth
brokers. The signalling protocol is not based on any current |ETF protocol and would support any type of
DiffServ based service requests. The Internet2 bandwidth broker does not make any assumptions how a
user would signal his request for quality differentiating services to its local bandwidth broker. Aslong as
the service parameterisation required by the bandwidth broker for inter domain signalling can be derived
from the local signalling information, alocal provider is free to support whatever protocol he likes to with
its users.

A bandwidth broker providing this kind of service could be useful to signal resource requirements to
BAN adjacent provider networks supporting Diff Serv based services only.

Internet2 intends to co-operate with |ETF should the implementation of the protocol prove its usefulness.
Contacts between Internet2 and the IETF Service Level Specification Work Group (should it come to
existence) are aready established.

A4.4.3 Coupling of hop-by-hop call admission with Current Micro-M obility
M echanisms

The following investigation covers possible mechanisms by which the performance of reservation-based
QoS, as defined in the Integrated Services architecture [A4.23], can be enhanced for the micro-maobile
environment. Reservation-based QoS implicitly assumes that the route taken by atraffic stream acrossa
network is reasonably stable for the duration of areservation. The reservation is installed along the path
using a QoS signalling protocol, the most widely adopted of which is RSVP. For simplicity, RSVP is
used as an example protocol in the following discussion, but the concept can be extended to any other out
of band soft state mechanism. When using IntServ with RSV P, changes to the path are handled by the
soft-state nature of the architecture, and reservations are installed along the new path by periodic refresh
messages. The installation of the reservation along the new route is not immediate, and the level of QoS
received by a traffic flow can be temporarily reduced. In contrast, the routes in the mobile environment
can be dynamic, changing every time the MN changes AR. Therefore, there is a need for fast re-
establishment of paths and QoS reservations. If this is not supported, unacceptable disruption to the
application traffic can occur every time the mobile node changes | ocation.

In order to improve the behaviour of reservation-based QoS in the micro-mobile environment, the QoS
and micro-mobility mechanisms can be coupled to ensure that reservations are installed as soon as
possible, after a mobility event such as handover. In this study we present three levels of coupling over
three different micro-mobility schemes. Here we present the key aspects of the three schemes relevant to
this discussion, although a more deep classification can be found in section A 3:;

?? Proxy agent architectures [A4.35], [A4.36], [A4.37], [A4.38] tend to employ tunnels, either a
single tunnel or a hierarchy of tunnels, to forward traffic to the CoA allocated to a MN. The tunnel-
based micro-mobility mechanisms add scalability to RSV P because reservations can be aggregated
onto a single trunk link between mobility agents, and support for QoS aware routing is possible
becauseit will simply affect the route the tunnel takes across the network.

?? The MANET-based scheme considered in the following discussion uses MER-TORA [A4.39] to
distribute the routing information within the network. After handover, a host-specific route is
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inserted into the network, using a route update messages, to ensure that traffic travelling to the MN
can be routed to its new location.

?? Per-host forwarding schemes use soft-state host-specific forwarding entries for each of the MNs
within adomain. The entire domain has a special gateway that is the default route viawhich all nodes
access the external network. Routing information is refreshed periodically, and updated immediately
during handover to install the explicit route to the MNs new location.

The three scales of coupling presented for consideration are described on the following sections.

A44311 De-coupled

In the de-coupled option, the QoS and micro-mobility mechanisms operate independently of each other
and the QoS implementation is not dependent on a particular mobility mechanism. The QoS reservations
are installed using RSVP signalling and IntServ control service parameters, and routing information is
distributed using either standard or specialised micro-mobility routing protocols. Changes in network
topology are handled by the soft-state nature of the reservations.

Potential problems with this approach occur when the MN hands over to a different AR and the path to
and from the MN changes. A section of the old reservation, up to the point where the path to the old AR
(OAR) and the new AR (NAR) intersect, is no longer valid because the traffic flows to and from the MN
are now travelling via different network nodes. This node can be referred to as a crossover router, similar
to the crossover router concept used in some micro-mobility schemes, and is illustrated in the Figure
A4-13.

Path common
to both routes

crossover
router

MN

Figure A4-13: Concept of a Crossover Router

In order to provide the required QoS to the MN’s traffic streams, reservations are required along new
paths to and from the MN’s new location. These are installed by the refresh mechanism used by RSVP to
maintain the soft-state reservation information. The refresh messages are generated periodically, and in
the mobile environment there will be a disruption to the agreed QoS during the interval between the MN
moving location and the generation of a refresh message. If the refresh message is generated before the
route to the MN’s new location has been completely propagated throughout the network, the reservation
will be made along an incorrect route and not corrected until the next refresh message. The reservation
may even be refused if the resources are not available along the incorrect path or the router cannot route
the data to the required destination. This will occur every time the MN moves AR, which may be many
times during one RSVP session, and can lead to poor overall QoS for an application. In addition, the
reservation along the old path cannot be explicitly removed, and must be left to timeout, which is not the
most efficient use of network resources. These problems are common to al micro-mobility schemes.

A4.4.3.1.2 Loosely coupled

The loosely coupled approach uses mobility events to trigger the generation of RSV P messages, which
distribute the QoS information along new paths across the network. The RSV P messages can be triggered
as soon as the new routing information has been installed in the network. This has the effect of
minimising the disruption to the application’s traffic streams because there is a potentially shorter delay
between handover and reservation set-up. It also avoids the problem of trying to install a reservation
across the network before the routing update information has been propagated. The latency for installing
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the reservation can also be reduced by localising the installation to the area of the network affected by the
change in topology, i.e. between the crossover router and the NAR. The areas of the network affected by
the topology change can have reservations installed across them almost immediately, instead of having to
wait for the update to travel end-to-end, or for the correspondent node to generate a refresh message for
reservationsto the MN. In the case where the QoS must be re-negotiated, however, end-to-end signalling
isrequired. The old reservation can be explicitly removed, freeing up unused resourcesimmediately.

However, the loosely coupled approach requires additional complexity within the inter-mediate network
nodes to support the interception and generation of RSVP messages when the router is acting as the
crossover node. Another disadvantage is that bursts of RSV P signalling messages are generated after
handover to install multiple reservations. This does not happen in the de-coupled case, because the
reservation signalling messages are generated when refresh timers expire, not by the same triggering
event.

In the proxy agent architectures the loosely coupled approach overcomes the problem of reservations
being installed before valid routes to the MN are available by ensuring that the reservation is not installed
until the registration information generated by the MN has propagated across the network. Reservations
from the MN will not be installed until the acknowledgement of registration is received. This indicates
that information concerning the CoA of the MN has been distributed in the network, and that avalid route
to the MN’s location is known. Reservations to the mobile can be created by the crossover mobility

agent.

In MANET based schemes, the loosely approach associates the two mechanisms via triggering. For
reservations from the MN, the receipt of a route update acknowledgement indicates that the explicit route
to the MN’s new location has been installed in the network, and causes the generation of the refresh
messages to provide the fast re-establishment of the reservation. For reservations to the MN, the
crossover router isresponsible for generating the appropriate RSV P messages.

In per-hop schemes triggering is also used to perform the integration. For example, in HAWAII after a
handover QoS signalling can be triggered once the new routing information has been distributed into the
network and RSV P can make use of its routing interface to generate a Path Change Notification. The
reservation isinstalled in the network as soon as the route to the MN is stable without having to wait until
the next timeout to send QoS messages.

A4.4.3.1.3 Closely coupled

The closely coupled approach combines by using the same signalling mechanism to propagate the
mobility and QoS information, either as an extension to the QoS/MM signalling protocol or via a unique
QoS-routing protocol. This approach minimises the disruption to traffic streams after handover by
ensuring that the reservation in place as possible after handover. However, instead of having to wait for
an acknowledgement that the route to the MN is in place in the network, as with the loosely coupled
approach, the QoS requirements for traffic flows travelling to the MN can be installed at the same time as
the routing information. This avoids the problem of installing a reservation before valid routing
information to the MN has propagated across the network, and also provides a means to install multiple
reservations using one signalling message. This reduces the bursts of QoS signalling traffic sent across
the network that occurs with the loosely coupled approach.

Aswith the loosely coupled strategy, the QoS reservation updates can be localised to the area affected by
the topology change, unless end-to-end re-negotiation is required. The reservation along the old path can
also be explicitly removed. However, the closely coupled approaches place requirements on the micro-
mobility mechanisms to transparently carry opaque QoS information and additional complexity is
required in the inter-mediate nodes. In some cases, additional micro-mobility messages are required to
support this solution.

In the proxy agents architectures, this closely coupled version extends the loosely coupled strategy
commented before for this scheme, with additions that support the opague transport of QoS information
in the registration messages. The addition of QoS information in the registration messages allowsthe MN
to choose a mobility agent based on the available resources. This feature can provide some degree of
traffic engineering within the network.

In the MANET basad scheme, the closely coupled extends the loosely coupled solution so that the route
update messages transparently carry opaque QoS information about traffic flows travelling towards the
MN. The reservations are installed at the same time as the routing information, minimising the disruption
to the traffic flows.
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Finaly, in per-host schemes, the closely coupled approach is very similar to that commented for
MANET schemes. This integration can be performed easily because both mechanisms rely on soft-state
signalling mechanisms based on path set-up and refresh messages. The suggested most suitable way to
perform this integration is to extend the micro-mobility protocol to opaquely carry IntServ objects to
distribute the QoS control information at the same time as the routing data.

Ad4314 Comparison of Approaches

Coupling reservations with micro-mobility mechanisms allow reservation set-up delays to be minimised
and packet loss reduced. Reservations along the new path can be installed faster because QoS messages
can be generated as soon as the new route is established, reducing the disruption to the dataflows. Also
scalability and overhead are improved because a minor number of update messages are sent or they are
localised to only the affected areas of the network.

Another advantage to coupling the two mechanisms is that it ensures that the request for a QoS
reservation only occurs when there are valid routes to the MN in the network. Otherwise, the reservation
will be installed along the incorrect route, and maybe rejected if the resources along that route are not
available, or if the route to the required destination is unknown.

The closely coupled approach requires support from particular micro-mobility mechanisms so that the
opague QoS information can be conveyed across the network. This has the consequence that the QoS
implementation will be specific to a particular micro-mobility mechanism, and extensions to the micro-
mobility protocol may be needed to support the required functionality. However, the closely coupled
approach maintains consistency between the reservation and the routing information within the network,
and can reduce the amount of signalling required to set-up multiple reservations. The choice between
whether to use the loosely coupled approach or the closely coupled approach is a trade-off between a QoS
solution that istied to amicro-mobility protocol and the performance advantage close coupling provides.

Ad4.4 Repairing RSVP local Path repair

RSVP nodes may implement local path repair mechanisms [A4.4]. These can be used to provide fast
adaptation to local routing changes, such as those which may occur as aresult of mobility. When a router
(which we consider to include the mobile node) detects a change in the set of outgoing interfaces for a
destination, RSV P should update the path state and send PATH refresh messages for all sessions to that
destination. The delay between detecting a PATH change and sending a path change message is
configurable and should be adjusted to give the mobility management mechanisms a chance to build the
path. Once the new PATH message reaches a node that recognises that the message is a result of local
path change, it should send a RESV message immediately - thus the end nodes need not know that the
path has changed. Essentially, local path repair is using the detection of arouting change rather than a
timer to initiate the soft state refresh messages. It enables quick re-establishment of QoS.

However, there is a problem with this if RSVP is used in hard state mode as it could result in "hanging
reservations', indicated in Figure A4-14.

| propose one mechanism that could be used to avoid thisisto use the datain a session to act as arefresh
indicator for the session -an implicit signal that the reservation is still required. Although this will
eventually result in the reservation state being cleared, these processes will be slow. This could cause
problems in a bandwidth-limited environment. Therefore, the local path repair process can be further
extended, as shown in figure below.
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Node on new route
Receives PATH message
Proceeds as for new session

Divergence Node
Detects route change
Sends PATH message
for affected sessions

Old Data Flow™ M erge Node

o - Receives PATH message for an existing
session, from a different upstream router

Identifies route change
In hard state operation, thereis Sends RESV message upstream
no mechanism to remove the
reservation from this node

Figure A4-14: RSVP Path Repair

The simple solution to this problem is identified in the diagram above, where the merge node sends a
RESV_TEAR message along the old path. This is terminated at the divergence node. The problem with
thisisthat, since either the sending or receiving node can be assumed to be the divergence or merge node
respectively, this system requires significant changes in the termina RSV P implementation, and also
involves sending an extra message unnecessarily over the wireless link. The message is unnecessary
because the reservation at the wireless link can be assumed to have been cleared during the handover
process, the problem is really a network problem not a terminal one, and the context transfer protocol
means that the new access nodes have complete information about the required reservations. Therefore
the solution depends upon the direction of data flow. Any network based merge node should send a
RESV_TEAR message to the previous route. Any network based divergence node should send a
PATH_TEAR node to the previous route. Access routers have a specia role in terminating such

messages.
Such messages must either be reliably delivered, or they must carry some marker to distinguish them
from application initiated TEAR messages.

< Direction of Data

2) This node uses context information to establish wireless link

Maps incomming packets to wireless reservations

6) Awaits network layer PATH repair message

7) Immediatly returns appropriate RESV using information from context transfer protocol

l 5) Recives PATH message
=

==
Recieving node moves U
1) context transfer protocol

It loses part of its
reservation delivers QoS and security state Divergence node
This node must have per-flow state
3) Initates PATH repair
4) Sends PATH-TEAR to old reservation

}\
After initiating handover, this node expects a RESV-TEAR u
which ensures all un-used reservations are removed

Figure A4-15: RSVP Messaging
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A4.45 Bounded Delay Service

A4.45.1 Basic Operation

The bounded delay (BD) service has been proposed [A4.40], [A4.41] as a means to provide scalable,
guaranteed real-time data transport within the Internet. It allows flows to have a guaranteed bandwidth
and low, quantifiable queuing delay, whilst routing is simply based on taffic aggregates which are
identified through the TOS marking.

For each output port, a node has a certain amount of bandwidth that is allocated to this service. Provided
this bandwidth limit is not exceeded, all traffic using this service at that node has the same, guaranteed,
worst-case routing delay. This worst-case delay is fixed for that port. All traffic for this service can then
be scheduled using simple FIFO queuing algorithms.

Users of this service must request some bandwidth. This request is propagated through the network and
resources are reserved at each node. For this, a robust signalling mechanism is needed. The user then
marks the traffic with the required code-point, and must constrain their traffic to the agreed peak rate. To
minimise the peak bandwidth required, a token bucket traffic shaper with the bucket depth equal to the
maximum packet size may be used. In common with other DiffServ networks, traffic needs to be
monitored ("policed") at entry to the network. However, other functions such as traffic shaping and
marking are not necessarily required.*

The delay that a packet experiences through the network is the sum of the router delays and the
transmission latency. It was identified before that real-time traffic has a delay budget of 200ms. For a
transpacific transmission, the transmission latency will not be less than 80ms. Thus this leaves no more
than 120ms available for router delays. Internet packets have a maximum number of hops — usualy 30 -
that they can be transmitted through before the packet is destroyed as undeliverable. This prevents
circular routing problems. Thus the delay budget for router delays should be imagined as divided
between 30 routers. It was further identified in section 3.6.2 that this delay budget should not be evenly
divided between al elements of the network, as wireless networks need extra time to overcome the very
high losses associated with transmission over wireless interfaces. The wireless transmitter typically needs
10 to 100 ms to achieve wireless transmission — this figure depends upon the type of wireless system used
and the probability of successful transmission. Furthermore, both end terminals could have wireless
interfaces. Thus, any single bounded delay node should set its worst case delay time up to 5 ms. Since,
from[A4.40], we have:

?? the worst case delay for a node = (Number of BD flows * packet size for BD traffic + packet size of
best effort traffic) / bandwidth of outgoing link

?? we can see that the higher values of delay are more suitable for low bandwidth links, where otherwise
the maximum packet size (MTU) or number of bounded delay flows simultaneously supportable
would need to be severely restricted.

In addition to the worst case delay bounds the authors in [A4.40] propose additional statistical delay
bounds. Within the IntServ (and therefore ISSLL) Guaranteed Service, the worst case delay is aways
used in all call admission decisions. Particularly within the backbone network, where the statistical effects
of alarge number of flows become important, this leads to inefficient network. This is because bandwidth
isreserved based upon the worst case delay, and to minimise this delay, large amounts of bandwidth must
be reserved. However, this worst case delay will be very rarely experienced across the whole network
path. The authors of [A4.40] define regions where different admission control strategies may be used,
giving significant efficiency gains within backbone networks.

A4.45.2 Problems and Solutions

A4.452.1 Denial of service attack

A key problem with a network built as described in [A4.41], and originally in [A4.40] is its potential for
denial of service attacks. This occurs because nodes simply maintain a bandwidth sum to determine
admission control. When sessions close, this must be signalled so that the bandwidth sum can be adjusted,
and bandwidth freed for another session. If these nodes do not maintain per-flow state, they cannot know
if a session close request is valid. Thus a session close request may lead to the bandwidth sum being

51 |f the serviceis not standard throughout the network, then the Bounded Delay domain can be used as another
Diff Serv domain, which would have the usual DiffServ management functions at the entry (Ingress) and exit
(Egress) to the network domain
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reduced, which enables a new session to be started even if old sessions have not closed. Thus, if nodes do
not keep per-flow state to validate signalling messages, they must be protected by an ingress router which
polices the signalling messages as well as the datatraffic.

This problem is expanded when mobility is supported. This is because correctly policed data may enter
the BD network, and then be re-directed away from the original reservation by a route change. This is
illustrated within the figure below, where is proposed that nodes within the micro-mobility zone keep per-
flow state, as this helps manage QoS in the presence of mobility. Thisstateisonly held at the edges of the
networks and is not adding to the complexity of the scheduling function, thus minimising the problems
associated with storing per-flow state in routers.

This node must be able to identify that the packet belongs to a session for which it has no reservation
As the packet has passed the gateway policiing node, it assumes that handover has occurred

It remarks the packet to resv_class_pending, and starts atimer to wait for reservation repair

This packet now has second-best prioritisation thorugh the network

Gateway node policestraffic

|

<

T i
BD marked padkest

BN e :
e
-’

Reciever moves
Existing Reservationsinvalid

Figure A4-16: QoSand Mobility

A44522 Load Balancing

Care must be taken with load balancing of the BD aggregate traffic. Traffic with QoS guarantees on a
particular route must not be redirected to a new route, nor must such traffic be subject to load balancing >
, except at routers which maintain per-flow state and may therefore achieve a level of load balancing
whilst ensuring that all traffic for a particular source-destination pair travels the same route.

A4.452.3 Handover Markings

This traffic marking is intended for reservation based traffic. When a handover occurs, there are two
places where the required reservation will not be available — on the new data route within the network and
in any temporary tunnels created between the old and new BAR. If no attempt is made to establish
reservations in advance for this situation — and advance reservation are very difficult to do until the
network path is known and is stabilised — then a static/dynamic guard band approach can be taken to help
maintain QoS during handover. In this approach, each node reserves a portion of its available bandwidth
to be used solely for traffic that enters the node as a result of handover. The amount of bandwidth reserve
red for any particular DS class may be statically configured, or it adjusted dynamically based on
knowledge of the state of the network. When reservation-marked traffic (identified through the DSCP)
enters anode in which it has no reservation, it is assumed to be handover traffic. It can then be re-marked
into the handover class DSCP.

A4.4.6 Simpler QoS Classes

Within both the IntServ/ISSLL and DiffServ solutions, a service has been targeted directly at delay
sensitive applications. Neither of these is best suited to the wireless environment. The Guaranteed Service
is not used for a number of reasons. Firstly it is using delay based admission. This makes centralised
admission control difficult, particularly in a mobile environment where the state information available to
the control node will always be stale. It also leads to complex scheduling mechanisms in routers. The
service may be inefficient within the core network as the worst-case delay is always used in admission
control, rather than making assumptions that this worst case delay will be rarely experienced within the
core network where statistical effects can be significant. This inefficiency is exacerbated by the fact that

52Not strictly true, if certain conditions are met about the load balancing routes, then load balancing can exist.
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to minimise delays, larger amounts of bandwidth will be reserved than may strictly be necessary. The
guaranteed service promises not to discard packets once within the router. It is not clear that a wireless
router could make this guarantee if significant fluctuations occurred in the wireless environment. Finally,

billing is difficult for delay based admission services. The DiffServ Expedited Forwarding (EF) Service is
not used as no single definition of this service now exists. It is currently the source of much debate within
the IETF, with two separate attempts to develop more precise definitions. It is my understanding that one
of the proposals is very similar to the service definition used here, but the other, more popular, proposal is
aiming to define the EF service in line with the IntServ guaranteed service for operation in the ISSLL

architecture.

A4.4.7 Mobility Enhanced QoS Parameters- Generic | P QoSsignallinginterfacesina
mobile environment

This section introduces a number of generic interfaces and parameters required to support mobility aware
IP QoS mechanisms. A general assumption made here is that any reservation of resources is
unidirectional. This assumption eases interaction with IP routing protocols, which is thus limited to
mobility management. Bi-directional QoS reservations may require additional 1P parameters or interfaces.
Bi-directional QoS reservations are left for further studies.

Two separate problems have to be solved by a QoS mechanism in a mobile environment: set-up,
maintenance and release of QoS resources. This is called ”Static QoS resource management” in the
following. A special case occurs during hand over, when parts of the mobile network try to re-route an
already accepted QoS reservation to some new systems within the same network. This is called "QoS
management during hand-over” in the following.

The following includes a minimum number of parameters whose support is required to operate mobility
aware QoS services. An implementable solution may specify more parameters. None of these additional
parametersis however generic (i.e. isrequired by all solutions).

Ad44.7.1 Static QO0S resour ce management

It is a general requirement that all messages referring to a particular reservation pass al and the same
admission points while the pass the Internet from one end node to the corresponding one and back.
Emphasis must be put on this, as a decentralized admission control must solve the problem of asymmetric
IP routing. A more serious issue may arise, if multihomed networks are transited. In this case, aso a
centralized admission process may fail if not designed carefully (the problem arises if a complete domain
is shunned by a communication in the reverse direction). A solution to the problem is to require every
admission control point to insert its own IP address into the initial Resource Set Up message. The next
downstream admission control point will have to store this address and then insert its own. By using this
preceding admission control point information to route upstream messages, any signalling packets
travelling upstream will pass the same admission control points as the downstream messages. Whether or
not thisis ageneric parameter remains for further study.

QoS Resource Set Up messages are created by an MN or CN. Contents of Resource Set Up messages
must be interpreted at network edges (BAN and BMG in the case of BRAIN).

Message: Resource Set Up
Status: Mandatory
Mandatory Parameters
Reservation ID
Service ID
Negotiation Flags

Aslong as a reservation is in active state, the Service ID must be stored by the admission and resource
control elements of each domain passed by an individual domain. No assumption is made whether thisis
donein hard- or soft state, centralized or distributed fashion.

Acceptance or rejection of a Resource Set Up is indicated by a (No) Set Up Acknowledge message,
created by the corresponding end system. The Negotiation Flags indicate whether the Resource Set Up
message is a response to an indication that the original reservation must be re-negotiated to a lesser
amount of resourcesif it should pass.

Message: (No) Set Up Acknowledge
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Status: Mandatory
Mandatory Parameters
Reservation ID
Acceptance Indicator

The originator of the Negotiation message may be any admission control point along a path, the CN or the
MN. The Negotiation must refer to the same service as requested by the resource Set Up. The basic
operation would be to forward the Negotiation message to the originating terminal. This then replies with
a Set Up containing the same Reservation ID and a modified Service ID (or a Release message, if the
offered service parameters are not acceptable). It contains the following parameters:

Message: Negotiation

Status: Mandatory
Mandatory Parameters
Reservation ID
Service ID
Negotiation Flags

Note that a negotiation process could be started already during the Resource Set Up process. A transit
admission control point may recognize that it can't provide the requested resources and it may insert a
negotiation offer by changing the service ID information. This must be indicated by a flag. If the
following downstream domains and the CN accept the changed Resource Set-Up, The Set Up
Acknowledge message must include the changed Service ID and a Flag indicating the a negotiation took
place. It's then up to the MN to accept the reservation or answer by a Release. The definition of a
negotiation process as given hereisonly an example.

The Release message removes the reserved resources. The release message may be sent by the terminals
or by any intermediate admission control point. If sent by an intermediate admission control point, it must
be directed upstream as well as downstream.

Message: Release

Status: Mandatory
Mandatory Parameters
Reservation ID
Location ID

CauselD

A4.4.7.1.1 QoS management during Hand-Over

This section explains the mobility centric interfaces required. It may sound amazing, but a single dialogue
may suffice:

The Hand-Over Indication is sent by the new access router to the admission control point of the terminal
in the process of hand-over. In the case of BRAIN, itisthe new BAR.

Message: Hand-Over Indication
Status: Mandatory
Mandatory Parameters
Reservation ID

Note that the Hand-Over Indication may just be an internal event within the new access router (e.g. if a
soft state network layer mechanism like legacy IntServ/IRSV P is operated).

The Hand-Over Resource Information must be sent to the new access router whenever Hand-Over
Indication state is active for aterminal handing over. The Hand-Over Resource Information may be sent
from the (old) admission control point of the terminal after it received a Hand-Over Indication message
form the new access router. It may as well be sent form the terminal in the process of hand-over itself.

Page 272



BRAIN D22/10

The information provided by the Hand-Over Resource Information will allow an admission control
decision at the new access router.

Message: Hand-Over Resource Information
Status: Mandatory
Mandatory Parameters
Reservation ID
Service D

The hand-over support definition given here is flexible enough to support a variety of different
implementations. A pure soft state model like legacy IntServ/RSVP may suffice as well as a pure hard
state model based on a centralized Bandwidth Broker (which may be seen astwo extremes).

A4.4.7.1.2 Parameter |nformation

This section explains which information must be transported by the parametersintroduced above.

Reservation ID: A set of parameters identifying a resource reservation in a non-ambiguous way
(like source and destination |P addresses and/or port numbers, application and
DiffServ code point and/or an arbitrary but unique identifier).

ServiceID: A set of parameters defining a service (like the PHB ID) and the parameterisation
of it (likethe IntServ T Spec, Flowspec, Adspec and so on parameters).

Negotiation Flags: | A set of flagsindicating that the Service ID is modified against the currently active

reservation.
Location ID: L ocation of the system causing arelease (e.g. | P address)
Cause|D: The cause for a release of a reservation (this may be a standard reservation

termination, lack of resources, or an error condition and so on).

Table A4-1: Parameter Information

This chapter suggests an initial solution for a BRAIN QoS mechanism. This mechanism is analysed
against the requirements and the evaluation criteria for a BRAIN QoS mechanism. The weak points
identified by this analysis build the basic idea of several suggested enhancements to existing standards.
To clarify the consequences of following a specific enhancement as suggested, also these proposals are
analysed against the requirements and evaluation criteria for a BRAIN QoS mechanism. Finaly, a
conclusion describes the added value as well as the traded benefits of the suggested enhancements.

A4.4.8 Optimised RSVP

The current IETF IntServ/RSVP signalling mechanism is intended to support a many to many
communication. Between five and seven QoS parameters have to be specified and partially operated by
each transited RSVP aware router. RSVP however can be used to carry non-IntServ QoS objects. Thusit
would be possible to develop a solution that tries to optimise the use of t IETF RSV P signalling standards
and architecture for usage in a wireless mobile environment. A central part of thisideaisto enhance and
change existing IETF specifications.

A4.48.1 Analysisagainst the D2.2 requirementsfor a BRAIN QoS mechanism

If an optimised RSVP is used, it will not support IntServ (which may be implemented in paralléel).
Support of DiffServ is a central idea . The BMG should provide an interworking function to allow QoS
reservations to and from legacy IntServ nodes without using IntServ within the BAN or at the MN. As
long as the RSV P optimisations are not standardized, the MN, the BAR and the BMG have to support
BRAIN specific protocols and interfaces. Since a BRAIN compliant network domain must supports MNs
using legacy IntServ, the BAR would have to provide the interworking (or in fact, support IntServ). The
replacement of the IntServ QoS description objects by a mobility-optimised objectsisthe coreidea of this
proposal For benefits of this approach, refer to the evaluation section.
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This approach is based on a coupling of link layer mobility management and the QoS resource
administration in the case of hand-over. Enabling seamless hand-over is an important design criteria

A4.4.8.2 Analysisagainst the D2.2 evaluation criteriafor a BRAIN QoS mechanism

Optimised RSV P supports the signalling for QoS resources in a generic way. It is assumed that globally
well known services only make use of the mechanisms defined to reserve release QoS resources. The
globaly well-known service definitions themsel ves are out of the scope of this discussion.

The amount and contents of MN originated QoS signalling messages are minimized. No assumption is
made on the usage of a hard- or soft state signalling. Thisis possible by de-coupling hand-over signalling
from MN network layer signalling. The proposed solution defines a QoS context transfer between old
BAR and new BAR in the case of hand-over. The MN is not expected to signal any information during
hand-over at all. The amount and contents of signalling within the BAN to support hand-over is
minimized too.

By coupling the QoS support during hand-over to link layer mobility indications, seamless hand over is
supported. packet losses are not expected during a hand-over, and additional packet delays are not
introduced. In fact, if the new BAR is able to provide the QoS resources required, the MN's IP layer
should not notice that ahand over occurred at all (seen from QoS perspective only).

If the IP layer mobility protocol is not based on tunnelling mechanisms, optimised RSVP may be
deployed and operated completely independent the IP layer mobility protocol. An IP layer mobility
mechanism based on tunnels will require interworking procedures (i.e. set up and release BAN internal
tunnels with the appropriate QoS during hand over).

The QoSresource set up delay depends on the network admission control architecture A central BAN
resource administration system with a lack of resilience, and long or congested links to the BARs and
BMGs may cause serious set up delays. Set-up delay is a network design issue, not a QoS signalling
protocol issue.

Optimised RSVP is simple and scales as well as DiffServ based core IP networks do. A large number of
users shouldn't be major issue as the minimization of QoS related signalling is an important design
criterion. Complexity in BAR and BMG routers is medium to high. This depends on the functionalities
provided by routers (if a router provides signalling, admission control, and interworking, the complexity
must be regarded as high). Asin ordinary RSV P, only uni-directional reservations are supported. Thereis
no intent to change IETF protocols to support bi-directional reservations. It is not planned to support
reservations from CN to MN if the CN isunableto signal its requirements for QoSto the BAN.

Legacy signaling protocols like IntServ/RSVP should preferably be supported by BAR/BMG
interworking. This allows the BAN to operate with al the benefits brought by optimised RSV P without
significant disturbance of the service provided.

Whilst optimised RSVP requires changes to the existing RSVP protocol. RSVP isn't ompletely re-
invented. Most of RSV Ps procedures, messages and parameters will be used (though the parameter
contents, as defined within IntServ, will have to be re-defined).

If optimised RSVP is not standardised and interworking is required, then the end-to-end Internet principle
is violated. Strict layering is respected (with the exception of using layer two mobility management to
trigger network layer signalling).

A4.4.8.3 Conclusion

Optimised RSV P suggests enhancements to the IETF RSV P protocol making it suitable for application in
a mobile wireless network. While seamless hand-over and minimization of the network layer signalling
load are very desirable, the drawbacks of having a BRAIN specific QoS signalling protocol are very
large. Hence implementation of a such a QoS signalling mechanism is deemed to be reasonable only if it
is brought on the standards track. As other enhancements to the general BRAIN QoS solution are
expected to require changes to existing IETF protocols too, decisions regarding QoS related inputs to
standards bodies are suggested for the MIND project.

A4.4.9 Local BAN signalling Protocol

One of the identified weaknesses of the baseline architecture isthat it assumes the presence of end-to-end
QoS signalling e.g. RSVP, that traverses the entire network between the communicating nodes. It is
desirable to make BRAIN compatible with existing IETF standards but at the same time not assume any
functionality in external networks and hosts.

Page 274



BRAIN D22/10

If the BAN is viewed as a potential bottleneck of network resources, it may be advantageous to provide
additional services within the BAN that may not be necessary end-to-end. For example, it might be that
correspondent node in the external network does not support RSV P, so there is no point in propagating
the message outside the BAN. Alternatively, the BAN may be connected to a provisioned core. In this
situation, RSVP is beneficial only within the administrative domain, i.e. the BAN, in which it has been
enabled.

The benefits of providing a local BAN QoS mechanism is that mobility enhanced extensions can be
supported easily without affecting the end-to-end QoS signalling mechanisms. For example, it may be
desirable to support different QoS classes in the local end and in the remote end. The BAN can support
mobility enhanced QoS classes that are transparent to the correspondent node and external network.
Where local BAN signalling is used, this is simple because the end-to-end QoS signalling is used as an
independent overlay to the BAN internal QoS signalling. When standard RSVP is used, with proxying
when end-to-end signalling is not required, the mobility enhanced parameters, if used, will need to be
inserted and removed from the messages at ingress and egress of the BAN. While the RSVP proxy
approach is valid, it is easier to support specialised parameters with two levels of signaling. The
following figure provides an overview of the different levels of signalling that can be used for session
establishment.
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Figure A4-17: Session Establishment

The end-to-end signalling exchanges pass transparently through the BAN between the correspondent and
the mobile. For both uplink and downlink flows, the mobile has access to the QoS requirements either
directly from the application, or from application layer signalling. The mobile can use this information to
ensure that the required resources in the BAN are made available to the traffic flows, and requires a
mechanism by which it can reserve the local BAN resources.

If the ANP is located towards the BMG, then the BMG can be considered as part of the external |P
network, and the ANP can become a logical place to locate the RSV P proxy, or to terminate the local
signalling. The ANP for a mobile is afixed point in the network through which the downlink traffic must
pass while the mobile maintains the same CCoA. If the ANP is located toward the BAR, then the
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location of the proxy/local BAN signalling termination point is not so obvious, but will probably bein the
BMG. Determining which BMG the downlink traffic will passthrough is non-trivial.

QoS reservations for the downlink traffic must originate from the ANP/BMG to ensure that the
reservation is installed along the correct route. Therefore the mobile must have some means by which it
can signa the QoS requirements for the downlink traffic flow to the correct anchor point.  This
mechanism can be based on either RSV P proxies or local BAN signalling. For example, the path update
messages generated during handover of the mobile can be used to convey the QoS requirements for the
sessions to the anchor point, which is then responsible for signalling the QoS requirements to the
intermediate routers using, for example, RSVP.

When local BAN signalling is provided using extensions to an existing QoS mechanism, care must be
taken to ensure that the mobile does not have to support two versions of the same protocol, for example,
one version of RSVP for end-to-end signalling, and one version for local BAN signalling. The RSVP
proxy approach solves this problem by extending standard RSV P to cope with both types of signalling.
The tightly coupled QoS signalling protocol is only used between BAR and BMG, so the mobile is
ignorant of this protocol. However, there must be some mechanism by which the mobile can inform the
BAR of its QoS requirements in order to trigger this signalling. This could be by interpretation of the
end-to-end RSV P messages, with the BAR stripping out any specialised parameters. Alternatively, the
mobile could use an aternative signalling mechanism over the air interface, such as the combined L2/L3
signalling protocol (section A6). However, this protocol will not be supported by generic | P hosts.

When bcal BAN signalling is supported, the mobile user also has the option of signalling filtering
information to the BAN to prevent malicious use of the limited resources

A4410 RSVP Proxies

In the absence of end-to-end support for QoS, the user at a MT may choose to request resource in the
BAN, for example, in order to get better QoS on the wireless link. Presently we can identify two ways to
signal QoS requirements to an access network. One way is to use DiffServ Code Points (DSCP), the other
way isto use RSVP.

With DiffServ the mobile node can mark the upstream packets if it knows the proper DSCP values. For
the downstream we have to instruct the gateway node to mark the incoming packets with a certain DSCP.
This can be accomplished by defining default values for different micro flows in the SLA negotiated
between the client and the I SP. A second method would be to use a Bandwidth Broker [A4.49] that would
dynamically give the proper code point on a per-flow basis: when the first packet of aflow arrives, the
gateway would request the proper code point from the Bandwidth Broker and cache the information (keep
a soft state) for future packets belonging to the same flow. A third way would be to define a protocol that
the mobile node could use for dynamically adjusting the SLA stored at the gateway in order to override
some default mappings.

The other mechanism for signaling QoS needs to the access network would be through RSVP. For
upstream reservations, the mobile node would send the PATH message to the gateway, which would
return the RESV message and setup the reservations. The gateway would act as an RSV P proxy [A4.50].
Setting a reservation for the downlink direction is however not as straightforward, since the downlink
reservation needs to be initiated by the RSVP proxy. We would need some way to trigger the proxy to
initiate the RSVP signaling for the downlink flow.

These mechanisms therefore do not solve the whole problem. The DiffServ mechanisms don't allow for
explicit resource reservations and are less flexible for giving changing treatment to incoming flows. The
problem with the RSVP proxy approach is that the proxy cannot automatically distinguish reservations
that would be answered by the correspondent node and reservations that would require interception.
Additionally, the RSVP proxy needs some way to know when to allocate resources for incoming flows.

The proposed scheme is based on the RSV P proxy proposal (a) and the RSVP local repair mechanism (b).
We also need away to differentiate reservations that are internal to the access network. We suggest using
one bit of the four flag bits in the RSVP common header for this purpose (c). We name the flag RSVP
Proxy Flag (RPF). The enhanced RSVP proxy that will be the partner for the local signaling is named the
Correspondent RSVP Proxy server (CRP). We also add a new message type called "Proxy PATH"
message.

When a mobile node wants to reserve resources in the local network, it uses the RPF flag to indicate a
local reservation. The structure of the RSV P message follows the standard, even the intended receiver is
set to be the host that the mobile node is communicating with. The CRP that intercepts the RSV P message
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will notice that the flag was set, does not forward the message further and responds according to the
following description.

A4.4.10.1 Upstreamtransfers

Setting upstream reservations is most straightforward and follows the RSVP Proxy functionality. The
mobile node sends the usual PATH message, destined to the correspondent node it wants to send
prioritized data, and sets the RPF. When the CRP receives the PATH message, it notes that the

reservation is meant to stay within the access network and responds with a RESV message back to the
MN. The RESV message reserves the resourcesif available.

Mobile Node Correspondent Node

*b

Figure A4-18: Upstream Signalling

A4.4.10.2 Downstream transfers

For downstream transfers we need a way to signal the CRP to initiate the RSVP reservation setup for the
downstream on behalf of the correspondent node. To do this, the mobile node sends the Proxy PATH
message with the RPF set and with the destination of the correspondent node. The Proxy PATH message
isidentical to a standard PATH message apart from the message type field. When the CRP receives this
message, it notes that the message is meant to stay within the access network. The message type indicates
that the CRP should initiate an RSV P reservation (for the downstream direction) and use the information
in the Proxy PATH message to fill the field in the new PATH message. The CRP then sends the new
PATH message with the RPF flag set to the mobile node. It sets the sender |P address to be the original
destination. The mobile node receives this message and responds with a RESV message, that has the RPF
flag set. This reserves the resources within the access network for the downstream.

All the other RSVP functionality work in the standard way, including the local repair mechanism and
reservation tear down. All related messages must have the RPF set in order to keep the signaling within
the access network. Intermediate RSVP routers between the mobile node and CRP should forward the
Proxy PATH message as an ordinary 1P packet.

An important functionality in each CRP is how will t know when the downstream reservation is not
needed, for example, when the specific flow that had a reservation set up has ended and the mobile is out
of coverage to explicitly indicate that the reservation can be removed. We suggest that the CRP together
with the MN will keep the reservation in place (by sending the standard period refresh messages) if the
indicated traffic is flowing throuhg the CRP. After a suitable timeout period, the CRP can release the
resources

Mobile Node Correspondent Node
Proxy PATH

e
e

Figure A4-19: Downlink Signalling
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The scheme also allows RSVP to be used to signal DiffServ Code Points in the BAN using the RSVP
DCLASS object [A4.51]. The mobile node can use the DClassobject to instruct the CRP to mark
incoming traffic with certain DiffServ Code Points to trigger different forwarding behavior within the
access network. The CRP needs to have some table for mapping the RSVP request to DiffServ classes.
Thus the mechanism can also be used to give relative priority to some flows, without explicit resource
reservations.

A4.4.10.3 Usage Scenarios

An example use case for the proposed signaling mechanism includes a multimedia application that uses
SIP [A4.52] to initiate a session and indicate that the other end does not support DiffServ of IntServ.
From that information the mobile node could still setup local resources to enhance the quality of the
communication.

In other scenarios, the mobile node could use the DCLASS objec for setting priorities for incoming flows,
for example, medium priority to al web-browsing using HTTP and low priority to FTP-traffic.

A further possibility would be to reserve some bandwidth, for example 256 kbits, for al the mobile nodes
communications on both directions. This would be seen from the mobile node as a circuit-switched
connection to the local network. All traffic coming from the mobile node or destined to the mobile node
from the external network would be policed against the reserved bandwidth. The mobile node could use
by itself some prioritized queueing mechanism to alocate the reserved bandwidth to the active
applications.

The Proxy PATH message could potentially be used in mobile networks to initiate a local repair on behal f
on a mobile node that is receiving some flow. The standard RSVP processing defines that RSVP RESV
messages cannot perform the local repair. Instead, when the mobile node has moved, it will need to wait
until aPATH message is sent downstream that will refresh the reservation states on the new route.

When the mobile node changes its point of attachment to the network it should send the Proxy PATH
message immediately after the handover. The message is forwarded through the intermediate RSVP
routers until it finds the cross-over RSV P router that has the reservation for the mobile node stored on
different interface. The message would then instruct the cross-over router to initiate a local repair by
sending the needed PATH message.

The RPF must be set if the reservation was set for the local network. This will prevent the Proxy PATH
message to be routed out of the local network; the cross-over router may still be located between the CRP
and the mobile node and will therefore respond to the message. The closest of the CRP and cross-over
router will thus respond to the routing change.

A4.4.10.4  Problemswith the Approach

The main problem with the proposed mechanism is the decision about when to reserve only local
resources and when to reserve resources on the full end-to-end path. This is mainly related to upstream
flows, since downstream flows will be identified as either belonging to correspondent node initiated
RSV P reservations or not.

When the mobile node reserves only local resources, the resulting end-to-end service may, however, not
be as good as needed. This is because in the lack of end-to-end signaling, the network path between the
CRP and the correspondent node may be congested or configured in such away that the resulting service
ispoor.

A more complicated problem is related to network routing. It is possible that the routing between the
mobile node and the correspondent node differs between the directions; the upstream flow will go through
a different CRP than the downstream traffic. Thus, if the mobile node would want to signal some QoS for
the downlink flow, the state might be stored at a wrong CRP. This problem is however more theoretical
than an actual key problem.

The problem with different routing paths can be solved with multicast reservations. When the mobile
sends the Proxy PATH message, it would use as the receiver address a known local multicast address that
all the BAN CRP nodes belong to. Thus, every CRP (which should not be more than a few) will get the
Proxy PATH and responds with the PATH message. The mobile will receive the PATHs and respond
with aRESV, thus reserving resources in each direction. Since the flow the reservation was meant for will
arrive through one of those CRPs, the other CRPs can just | et the reservation timeout, RSV P is soft state.
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A4.5 Discussion Topics

The following section highlights some of the discussion issues that were raised during the project. No all
have been satisfactorily resolved, but are included for completeness.

A45.1 Protection of the mobile terminal

The above section discussed the policing functions, included as standard within a DiffServ network that
are intended to protect the network from abuse. In addition, both application layer servers and the
network itself can provide protection to the mobile terminal. This protection is essentialy about
preventing “SPAM”. This is important, both because mobile terminals have limited resources and also
because the mobile user is often responsible for paying for any data transmitted across the wireless
network.

A451.1 Application Layer Proxies

These include SIP proxies, mail servers, mobile IP home agents. These proxies have rules established
under user control, typically as preferences when you first register.... | think that within the IETF
community, these would be preferred over protection based on IP source address as they can do more
intelligent protection — based on content/context. Think of your wife, in hospital about to have her baby,
and the hospital | P addressis not arecognised address.

The application layer protection is probably more widely used today.

A4512 Protection of Mobile Terminal by the BRAIN network

In order to protect the MN and its scare resources over the radio interface it would be desirable if the MN
dynamically could specify filtering parameters to be used in the BAN. If the filtering is to be done at the
BMG or BS (or somewhere else) is an implementation issue. However the protocol to be used have to be
standardised. An example is that the user specifies that only data with a specified source address shall be
forwarded to the user. A possibility might be to enhance the authentication protocol, but thisisfor further
study.

If filtering is performed at the BMG, need to know the IP address of the relevant BMG. This would be a
problem if there are many gateway nodes.

A45.2 Candidate Handover Node Selection

Problem Addressed: Seamless handover
Scope of Impact: Confined to mobility-aware network nodes
Status: known solution in literature, not yet studied within IETF

Current handover mechanisms do not allow the selection of the new BAR based on anything other than
signal strength, and so do not take into account resource availability across the air interface or within the
access network. Candidate handover node selection allows the new BAR, or other nodes such as an
anchor point, to be sdected according to the mobil€e's QoS requirements.

When the MN is moving, the old BAR compiles a list of candidate BARs to which the MN could
handover, and interrogates them to determine their current resource availability. The new BAR that most
closely neets the mobile's QoS requirements is selected from this list of candidate BARs. The QoS
information required to make this decision is exchanged during a context transfer phase of the handover
procedure. The anchor point with which the MN registers can dso be selected based on QoS criteriato
ensure that sufficient resources are available.

Selection of candidate hand-over nodes based on QoS requirements requires support from the micro-
mobility mechanism to allow the transfer and negotiation of QoS parameters, but is limited to the
handover negotiation signalling messages exchanged between the mobile and the network.

A45.3 QoS and the BCMP

The following section shows how QoS sessions can be created, maintained and released across the BAN
as the location of the mobile changes when using the proposed BRAIN micro-mobility mechanism. In
this scheme the mobile registersits presence in a BAN with an anchor point, which is then responsible for
forwarding traffic destined for the mobile to the BAR to which the mobile is currently attached. Tunnels
are used between the anchor point and the BAR to forward traffic to the mobile. Path updates messages
are send to the anchor point to keep it informed of the whereabouts of the MN. More information about
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the protocol can be found in section A3.5. In the following discussion, RSVP is used as an example of an
out-of-band QoS signalling mechanism, but the same process can be applied to similar QoS mechanisms.

The intermediate routers between the anchor point and the BAR can be RSV P-aware, Diff Serv capable or
a combination of both. If the RSVP messages are interpreted hop-by-hop on a per-flow basis, the fine-
grained control over the QoS the application receivesis possible. However, there is also a high overhead
in terms of signalling and processing associated with this approach. Aggregating traffic flows onto one
reservation that is interpreted hop-by-hop across the network can reduce this overhead, and Diff Serv can
be used to provide differentiated QoS for the flows within the aggregate. If the some or al of the
intermediate routers do not support RSVP signalling, then DiffServ is used to provision QoS between the
RSVP-aware routers. In this scenario, RSVP can be used to perform admission control at various points
within the network.

Two different deployment scenarios are considered. In scenario A, the anchor point learns about the QoS
requirements for downlink traffic flows from the end-to-end explicit QoS signalling (RSVP). In scenario
B, the QoS for the downlink flows are signalled to the anchor point by the mobile, and the PATH
messages are generated as soon as the path update is received at the anchor point. Scenario B can
provision resources across the BAN in the absence of end-to-end RSVP signalling, which may be
desirable if the resources within the BAN are limited compared to resources in the external network. The
mobile may have information about the QoS requirements for a traffic flow from application layer
signalling.

It may be desirable to introduce mobility-enhanced parameters for QoS within the BAN. These mobility-
enhanced parameters can include information such as time periods for QoS measurements such that QoS
violations are not triggered unnecessarily, and loss profiles and bit-error rates that are acceptable to the
application. In scenario A, these mobility enhanced parameters would need to be signalled to the BAN
in the end-to-end messages, but must be removed before being signalled into the external networks.

Alternatively, the parameters are only interpreted by mobility aware entities, and are ignored by other
RSVP aware routers. In scenario B, these enhanced parameters can be included in the PATH and RESV
message used to reserve the resources in the BAN, which are independent from the end-to-end messages.

The following sections provide an overview of how QoS sessions can be created and maintained in a
BAN that supports the proposed BRAIN micro-mobility protocol.

A453.1 Session Creation

Within the BAN, it is the responsibility of the anchor point to reserve resources for the downlink flows.
The anchor point establishes the tunnel for the downlink flows and can ensure that the reservation is set
up along the correct downlink path. If reverse tunnelling is used between the anchor point and the BAR,
it is possible that the anchor point can set-up a reservation for both directions of a bi-directional traffic
flow, such as a voice call. Otherwise, reservations for the uplink traffic flows can be installed using
standard RSV P.

In an end-to-end signalling scenario the anchor point hasto be able to process the QoS signalling in order
to establish the needed reservation across the tunnel to the mobile. If RSVP is used then the anchor point
has to be RSVP-enabled and may also be responsible for introducing specialised parameters into the
reservation specification.

In the absence of end-to-end signalling (scenario B) the anchor point must be informed of the QoS for the
downlink flows by the mobile. This can be signalled to the anchor using standard RSVP or in a more
coupled solution can be included in the path update messages sent to the anchor point

The anchor point can aggregate the individual flows along the tunnels and make intelligent routing and
traffic engineering decisions. Since the intermediate routing between the anchor points and BARs is based
on standard IP routing protocols, current IETF standards for QoS routing and traffic engineering can be
deployed.

Admission control for traffic flows should be carried out for traffic flowstraversing the BAN. For uplink
traffic flows, the BAR carries out the admission control. For downlink flows, the BMG or the anchor
point can perform admission control. In both cases, RSV P-aware intermediate routers may also perform
admission control.

A45.3.2 Session M aintenance

Refresh messages must be generated periodically to maintain the reservation across the network. If the
flows are aggregated within the tunnels, the signalling overhead for maintaining the reservations is
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reduced. The application can be informed of the current QoS provided between the anchor point and the
BAR for the traffic viathe refresh messages generated for the reservation.

The anchor point maintains information about the BAR to which the mobile is currently attached in order
to correctly tunnel the packets. If thisinformation is soft-state, the refresh rate of thisinformation and the
refresh rate for the RSVP reservation can be related because it is only valid if traffic can be forwarded to
the mobile. Thisreduction is dependent on how the reservation is repaired across the intermediate routers
in the event of a network node failure. If standard RSVP is used, then the refresh rate must be set to a
value that can re-install the reservation with a minimum latency after a network node failure. If an RSVP
mechanism with local path repair and a more hard state operation is deployed, then the refresh rate can be
the same as that used to refresh the location information at the anchor point. It is possible for a
completely hard state RSVP implementation to be used, but the anchor point must explicitly remove the
reservation when the location information for a mobile times out. Also, some mechanism to release the
resources in the event of anchor point failureisrequired.

A45.3.3 Handover

There are two types of handover that are considered:

?? inter-BAR handover: the MN changes the BAR to which it attached but maintains the same
CCoA and anchor point

?? inter-anchor point handover: the MN changes anchor point and is allocated anew CCoA

Within these two categories of handover the distinction between planned and unplanned handover can
also be made.

Whichever type of handover occurs, a new tunnel, and therefore a new reservation, must be created
between the anchor point and the BAR. This is because the packets must be classified according to the
tunnel header information, which will change after every handover. The reservation for the new tunnel
cannot be installed until the path update information has propagated to the anchor point, otherwise the
route to the mobile is unknown. The anchor point or the old BAR is also responsible for removing the
reservation associated with the old tunnel unless it is just left to timeout, which is not the most efficient
use of the BAN resources.

Disruption to QoS can be minimised by introducing a context transfer phase into the handover
mechanism. From the QoS perspective, the context transfer can exchange the mobile’s QoS requirements
between the nodes involved in the handover. For planned handover, the new BA R or anchor point can be
selected based on whether they have enough resources available to support the mobile after handover. In
fact, the reduction in resource availability at a BAR or anchor point, or a dramatic loss in the QoS
provided to the traffic flows, could be the trigger for a handover to occur. Any modifications to the QoS
required by the application flows after an inter-BAR handover can be signalled to the anchor point in the
path update message generated by the BAR. This will trigger one or more reservation creations by the
anchor point depending on the level of aggregation used across the BAN. During inter-anchor point
handover, information about the QoS requirements of a mobile can be signalled to the new anchor point
either using a specialised signalling protocol, or by including the QoS information in the path update
message used to register the mobile’ s location with the new anchor.

The benefits of including the QoS information in the path update messages is that the reservation will not
be installed until a valid route to the mobile’s new location is propagated into the network, and the
reservation is installed at the same at the same time as the tunnel. The triggering of the RSVP signalling
by the path update messages ensures that the reservation isinstalled as soon as possible after the route to
the mobileisknown.

During inter-BAR handover, a temporary tunnel is used between the old and the new BAR to avoid
packet loss after the mobile has changed location and before the path update information has propagated
into the BAN. QoS provisions must be made for this temporary tunnel in order to ensure that the packets
arrive at the mobile within the confines of the agreed QoS contract between the MN and the BAN.

Provisioning of resources for temporary tunnels depends on whether the handover is planned or

unplanned. It is unfeasible to set-up areservation for traffic in the unplanned handover case, and a set of
pre-defined DSCPs can be used. Unplanned handovers will have a dramatic effect on the QoS received
by an application because there is a period of time where the location of the mobile is unknown, so
packets cannot be forwarded. Planned handovers can use the sasme DSCPs or alternatively, a number of
reservations can be signalled between BARs. There is a trade-off between the QoS received by the
forwarded traffic and the signalling overhead associated with providing it. For example, the overhead
associated with creating an RSV P reservation between the old and new BARs for each forwarded traffic
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flow is unfeasible for such a brief period of time. Therefore, it may be desirable to aggregate the traffic
flows onto one temporary reservation, but at the cost of losing the flow isolation and strict QoS
guarantees.

A45.34 Session Termination

Session termination has no interaction with the micro-mobility protocol, and operates the same asin fixed
networks.

A454 QoS Interaction with Tunndls

This section provides an overview of the problems associated with provisioning QoS for IP tunnels. An
IP tunnel encapsulates traffic in another 1P header as it passes through the tunnel. Additional headers
may be inserted after the encapsulating IP header. The routers between the tunnel endpoints use the
information in the outer 1P header to process the packet, and require a way to determine the QoS the
packet should receive. This discussion does not consider tunnels other than the IP tunnels described
above.

Tunnels are employed by the BCMP to forward traffic from the ANP to the BAR and between BARs
during handover. The tunnels between the BARs are only temporary.

When the packets are marked using DSCPs, the tunnel endpoints can use the information in the original
header to determine suitable per-hop behaviour for the packet as it traverses the tunnel. This can be
marked in the outer |P header, and used by the intermediate routers to forward the packet with the correct
QoS. In the simplest case, the DSCP from the inner header is copied into the outer header. However, in
order to increase flexibility, it may be desirable to allow the propagation of the DSCP and/or some of the
information that it contains to the outer |P header on ingress and/or back to inner |P header on egress.
Further details of how this can be achieved, and the extra complexity required in the network nodes to
support it, are provided in[A4.42], [A4.43].

RSVP signalling and provisioning of reservation-based QoS over IP tunnels is more complex. RSVP
packets transmitted through a tunnel are not recognised as RSV P signalling messages by the intermediate
routers and pass transparently through without making the necessary QoS provisions for the traffic flows.
Also, packets are classified in RSVP routers according to information both in the IP header and the
transport protocol header. When packets are tunnelled, the original information by which the flows are
recognised is not available.

A proposed solution to this issue [A4.4] makes the tunnel endpoints lesponsible for establishing a
reservation between them for the traffic flows. The original RSV P message is used by the ingress tunnel
endpoint to generate an RSV P message that will reserve resources across the intermediate routers to the
tunnel egress point. The session description included in these messages use the tunnel header
information. The original RSVP message is forwarded through the tunnel to the destination to reserve
resources across the rest of the network. An additional UDP header is also inserted between the inner and
outer 1P headers that contains the port information required to distinguish between the traffic flows.

Reservations for the tunnels can be provided on a per-flow or an aggregate basis. If provided per flow,
the signalling overhead for provisioning the QoS for the traffic flow is quite high, and the tunnel
endpoints have to maintain quite a lot of state information for each flow (the state information for the
original and tunnelled RSVP sessions). Alternatively, a single reservation for the tunnel can be created
over which multiple flows can be aggregated. Aggregation provides a way to reduce the signalling
overhead, computational overhead and memory required in routers in heavily loaded regions of the
network [A4.6]. However, this benefit is offset by the loss of flow isolation which means that a flow
passing through the aggregate reservation may be suffer delay from the bursts of another. The QoS
provided for the flows within the aggregate can be differentiated using DSCPs if required.

There is a certain amount of complexity required at the tunnel endpoints in order for the QoS reservation
for the aggregate flows to be calculated and to carry out the mapping between the incoming RSVP
messages and those required for the tunnel. Support for the SESSION_ASSOC [A4.4] object is aso
required to associate the RSV P messages of the end-to-end and tunnel reservations.

In terms of the BCMP, the benefit of tunnels is that all complexity is pushed to the BRAIN-specific
network elements, the ANPSYBMGs and the BARs. These edge devices are special purpose and will
always contain per-host information. The inter-mediate nodes within the BAN can just be standard IP
routers. In this scenario, QoS routing and traffic engineering can be supported using standard IP
mechanisms and protocols already defined by the IETF.
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A455 Combined L 2/3 signalling

Problem Address:Signal Minimisation

Negotiations for network layer QoS resources are dependent on the completion of the link layer QoS
negotiations, which are aided by awareness of network layer QoS requirements. It is desirable for the
network layer QoS negotiations to commence as soon as the QoS provided by the link layer is known.
Thisis not currently supported in existing link layer signalling protocols.

Network layer QoS parameters could passed to the link layer through the IP2W interface and are carried
across the air interface by the link layer signalling messages. The network layer QoS parameters would
be carried as transparent data, and passed back through the IP2W interface at the other side to network
layer. There, they can then be used either to provision QoS resources in the network or provide feedback
to the application. The signalling occurs when the allocation or re-negotiation of QoS resources
alocation isrequired and possibly after handover.

This approach would remove the need for the MN to perform layer 4 (end-to-end) or layer 3 (network
layer) QoS signalling, as the BAR could generate this on behalf of the mobile. Thus is could reduce
significantly the signalling load on the MN by preventing duplication of information within different
protocols and by allowing a highly optimised protocol to be used at the link layer. However, this approach
breaks all the design principles — it prevents the mobile operating in true end-to-end fashion and breaks
the layering principles. Therefore this approach has not been deeply considered with the project.
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A5 Enhanced Socket | nterface Annex

A5.1 Introduction

The purpose of this document is to specify a QoS supporting transport serviceinterface (Theterm service
interface is being used according to [A5.8], [A5.15]). The basic idea of such a QoS supporting transport
service interface is to use the already well-known transport primitives®® and enhance it by additional
primitives to give applications the facility to use QoS. Application, designed by WP1, can be
implemented against this QoS supporting transport service interface. As depicted in Figure A5-1 this
transport service interface is named Enhanced Socket Interface, abbreviated ES.

The Enhanced Socket Interface is a generic interface, which means it is independent of any platforn,
supported QoS and any transport service provider. Since it makes sense to have also a service interface
tied to the specific transport and QoS Service Provider, further interfaces are introduced. Representative
of thiskind of interfaceisthe Brain Service Interface abbreviated Brain Sl.

The Enhanced Service Layer (ESL) provides with the functionality needed by the ESI. It consists mainly
of a QoS Mapper- and Primitive Mapper-Entity, which are mapping ESI functionality to the available
transport, and/or QoS Service Providers. The ESL islocated between the Application and Transport layer,
the latest represented by the BRAIN-SI.

QoS-aware Application | | Legacy Application |

Local

Enhanced Socket Interface

Enhanced
ES Layer Service QoS Mapper-Entitiy Primitive Mapper-Entitiy
Mo Layer

BRAIN Service Interface

Interface

&)

\Plinager | TCP || UDP Further Transport or QoS Service Provider
&

| IP(v4/v6) with mobility support |

| Convergence Layer (HIPERLAN) || Convergence Layer (UMTS) |
Link Layer]

MO
Data Link Control Layer (HIPERLAN) Data Link Control Layer (UMTS)
Physical Layer (HIPERLAN) Physical Layer (UMTS)

Figure A5-1: Overall Architecture

Thisleads to the following components, part of the overall architecture:

1. A platform, QoS and transport Service Provider independent interface,
close to the application, called Enhanced Socket Interface

2. A Transport and QoS Service provider specific interface like BRAIN-SI

3. TheESL responsible for Mapping ESl functionality onto available Transport and QoS Service
Provider (BRAIN-SI).

4. Local Management functionality, which can be access through the Local Management Interface

In the following document we want to explain each component one after the other. It is done in a top
down approach, first considering the ESI from the BRENTA point of view, going to ESI and the BRAIN-S|
and explaining the functionality of the ESL. The document concludes with an exhaustive appendix
contai ning technical background knowledge and aglossary.

%3 like open, close, listen, connect - see for example BSD 4.3 socket interface.

54 In contrast to Microsoft GQoS which can only be used with Microsoft's operating systems
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A5.2 Quality of Service

Before going in architectural and ESl related details it is started with an introduction about QoS. Quality
of Service in general is described as "The collective effect of service performance, which determines the
degree of satisfaction of a user of the service" (see [A5.16]). In this document, it is focused on the QoS
part that is determined by the network. The QoS mechanisms described provides applications with a
means by which network resources—such as available bandwidth and latency performance—can be
managed on both local machines and on devices throughout the network so that a predictable and
guaranteed service can be achieved.

With such an all-network encompassing definition, QoS functionality may require co-operation among
end nodes, switches, routers, and Wide Area Network (WAN) links through which data must pass.
Without some level of co-operation among those network devices, the quality of data transmission
services can break down. In other words, if each of the above network devices is left to make its own
decisions about transmitting data, it will likely treat all data equally, and thus provide service on a first-
come first-served basis. Although such service may be satisfactory in network devices or transmission
media that are not heavily loaded, when congestion occurs, such equal treatment can mean that all data
passing through the device will be delayed. With this information, we can extend the definition of QoS by
adding that it allows preferential treatment for certain subsets of data as they traverse any QoS-enabled
part of (or devicein) the network.

With the QoS capabilities described in this document, developers do not need to consider how the various
components interact to achieve QoS. The components that constitute QoS implementation are instead
abstracted from the QoS application development effort, allowing a single or generic QoS interface—
instead of individual interfaces—for each QoS component. This provides a generic interface for te
developer, and also provides a mechanism by which new QoS components (perhaps with increased
functionality) can be added, without the need to completely rewriting existing QoS applications.

To achieve manageable and predictable QoS from one end of the network to the other, the collection of
components that must communicate and interact results in a fairly complex process. Since applications
are the driving force for requesting QoS and applications can request QoS with different stringency, we
can distinguish between two basic mechanisms how QoS may be enforced:

?? Hard QoS Reservation: Here, network resources are reserved according to an application’s QoS
request and subject to bandwidth management policy.

?? Soft QoS Reservation: Here, network resources might be reserved according to a previous negotiated
service level agreement. How the information is forwarded is subject of a per hop behaviour attached
to the delivered information.

To enable QOS, applications have to notify somehow their requirements towards network elements, which
then give preferential treatment to classifications, based on those requirements. These types of QoS can
be applied to individual flows.

A521 QoS Contract

QoS handling between a service user® and a service provider can be described by a QoS contract. The
QoS contract is specified on a per flow basis. The service user requests certain resources for agiven flow
to be provided and managed by the service provider. If enough resources are available to accommodate
the given request a QoS contract is established between the service user and the service provider. That is
the service provider guarantees™® to treat the flow in away that the requirements are fulfilled.

The service user on the other hand agrees that it is not going to send more traffic over the network than
was specified within the QoS contract.

If both parties behave well, the QoS contract guarantees that the service provider treats all packets for the
given flow in a way that the QoS requirements of the service user are met. If the service user is
misbehaving (i.e. sends more traffic than it is requested in the QoS contract), the service provider gives

55 Definition can be found in section A5.4.

%6 How tight this guarantee is, depends on the type of service that is part of a set of parameters that comprise the
contract
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no guarantee at all, i.e. the service provider may eventually drop packets. It is very important that the
contract is not static, that is the contract can be negotiated and monitored dynamically in order to be
adapted to a change in service user requirements.

A5.2.2 The concept of a QoS Service Provider

A QoS Service Provider (QoS SP) is the QoS component that implements, maintains, and handles QoS. It
isin charge of handling the QoS mapped by the QoS Mapper of the ESL. An application cannot access a
QoS SP directly rather the ESI primitives are mapped to the currently used QoS SP and vice versa.
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A53 ES from aBRENTA paint of view

Work Package one defines different applications, each using the ES in different ways. Figure A5-2
depicts a possible scenario, where various types of application access the ESl in specific ways. This
chapter should give a short insight into the ES's usage from BRENTA's point of view.

|

Application Application Application
QoSGBJIoker Type D TypeBorC Type A

QoS
Control Path
Interface Type D |
QoS Broker DatafPath Contro Path
Configurator for Architecture
Legacy Data Path Data Path
Applications
)
anagement/ Contr§l Path
local Enhanced v
Management Socket Interface
Interface ESISAP (Esisad

ESISAP,

=5 Enhanced —~ — ~
Service QoS Mapper-Entitiy Primitive Mapper-Entitiy
@ Layer

Service User

BRAIN Service Interface
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1P Layer | TCP || UDP Further Transport or QoS Service Provider | 'g
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Figure A5-2: ESl used by BRENTA Applications

L egacy Application, type A
These applications are able to use only the legacy portion of the ESl, namely the data send and
receive primitives. By using an external Configurator for Legacy Application, on can boost the QoS
perceived by such applications.

QoSawareApplication, typeB and C
Applications type B and C are QoS aware applications, the difference between them being simply
the fact that the latter can use multimedia components (see [A5.1]), as made available through the
BRAIN Component Level API. The Multimedia components encapsulate the functionality of
sending media data over network. Management related information for making QoS decision, can
be retrieved through the Local Management Interface reflecting a Local Management Functionality.
Work Package 1 provides component for that (see [A5.3])

QoS aware Application, type D
Application type D are QoS aware applications, envisioned to delegate to an external QoS Broker
Architecture functionality the handling of QoS control related issues.

To this extent, these applications are merely concerned with data plane issues, whereas the QoS
Broker Architecture takes care of QoS Control Plane issues. Thus the ESL shall be able to handle a
given flow on behalf of two co-operating entities. Among other tasks, the QoS Broker is expected to
exert some level of system administration functionality, in order to guarantee that all the
applications running on the same terminal can fairly share local resources, with respect to the
request QoS guarantees.

Management related information for making QoS decision, can be retrieved through the Local
Management Interface reflecting aLocal Management Functionality. Work Package 1 provides a
component for that (see [A5.3])
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A5.4 Moddling an Interface

Before going into detail it is introduced how a service interface can be modelled. The ESI is described by
using the model of Service Primitives [A5.8], [A5.15]. A service is brmally specified by a set of
primitives (function calls) available. One of the ways to classify service primitives is to divide them into
four classes as shown in Table A5-1. These primitives tell a service to perform some action or report on
an action taken by a peer entity.

Primitive Meaning
Request An entity wants the service to do some work
Indication  Anentity isto beinformed about an event
Response  An entity wantsto respond to an event
Confirm Theresponse to an earlier request has come back

Table A5-1: Service Primitives

Services can be either confirmed (see Figure A5-3) or unconfirmed (see Figure A5-4). In a Confirmed
Service, there is a request, an indication, a response and a confirm. In an Unconfirmed Service there is
just a request and an indication. A Service.confirm, in a Confirmed Service, indicates that the
corresponding peer entity has received the information and sent back a confirmation.

Layer n Layer n-1 Layer n-1 Layer n
Service.re,
feéquest o
ﬁw/

Figure A5-3: Confirmed Service

Layer n Layer n-1 Layer n-1 Layern

Service. re,
-request !
Serv:ce.mdication

Figure A5-4: Unconfirmed Service

The Unconfirmed Service does not return anything, layer n passes information to the underlying layer n-1
which is responsible for sending out the information to the network. On the receiving side the information
is received and passed up to layer n. The datagram service is an example of this kind of service which
does not provide any acknowledge to the sender. The Confirmed and Unconfirmed Service are extended
by primitives supporting local error cases. Therefore for each Service.request and Service.response
primitive®” a ServiceErrorRequest.indication and ServiceErrorResponse.indication primitive is
introduced, respectively. Detailed information about the local error is passed as a primitive specific
parameter. Figure A5-5 and Figure A5-6 pictures the extension.

57 Service.responseprimitive is only available in a Confirmed Service.
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Layer n Layer n-1 Layer n-1 Layern

Service.request

— Service.indicati
M Indication

Service.response

. firm
Service.con N
k// rvnceResBonseError. indication

Figure A5-5: Extended Confirmed Service

Layer n Layer n-1 Layer n-1 Layer n

Service.request Servi
<_/‘ VlCe,ind,’Cat.
. )
Serv'\ceError‘indicauon U»

Figure A5-6: Extended Unconfirmed Service

There are application scenarios where one peer is not speaking directly with the peer across from - rather
through a specific intermediate network entity like e.g. a proxy. This entity can representative confirms
the request as shown in Figure A5-7. This service is named Proxy Servicein the context of this document.

Layern Layer n-1

——Sevicerequest |

nfirmation

Service.co

Figure A5-7: Proxy Service

The last useful case is when a network entity between the participated sides generates information. This
can simply be modelled by a Service.indication.
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Layer n-1 Layer n

Ser\l'\ce.\nd'\cat‘\on

Figure A5-8: Notification Service

As described above, an interface provides not only service calls from layer nto layer n-1, but also service
primitives from the lower to the upper layer, so an interface support two-way communication between a
service provider and a service user.

Layer n service user service user
/
~A
Layer n-1 service provider service provider

Figure A5-9: Service User / Service Provider

About Implementation

The description of the model above is rather abstract and says nothing about how it can be implemented -
therefore a few words should be mentioned here. In general, the information flow from a service user to a
service provider can be realised by function calls whereas the information flow from a service provider to
a service user is realised by any kind of event-mechanism. Considering for example the sender side®®, in
a confirmed service a Service.confirm follows a Service.request which can in a real implementation be
realised as a blocking function call, returning the Service.confirm's information as the function's return
value. In this case the Service.confirm event is caught during the execution of the function. This pattern
can also be applied to the Extended Confirmed / Unconfirmed Service's primitive.

Another way to realise the Service.request and Service.confirm is by a non-blocking function call.
Thereby the control flow is not blocked during execution of the Service.request primitive and the
Service.confirm information is simply passed to the peer layer, which is in charge of handling the event.
In the same way Service.indication (see Figure A5-8) can be handled. Either ablocking call iswaiting for
itsindication or theindication is passed up to the peer layer.

Some words to the naming schema. In the following schema a service is represented by its service
primitives (see Figure A5-3). Thisis only for the design of the ES. In areal implementation new names
might be introduced which use is more common then the names used in this document.

A5.5 Design Principles

Before starting with the detailed design of the ES's primitives, the overall design principles should be
worked out. This is important to get a clear understanding what the ESl and ESL are in charge of. The
following items summarise the design principles applied to the Enhanced Service Interface.

[DP 1] The ESl is an extension to a non-QoS aware transport service interface. It extends the ubiquitous
used transport service interface by QoS primitives.

%8 |t is assumed in for the sake of explanation, that the sender side accomplishes the Service.request and
Service.confirm primitives.
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[DP 2] The ESl is a generic interface, which means it is independent of any platform, supported QoS
Network- and Transport Service Provider.

[DP 3] The ESI makes the development of QoS aware application possible and it supports non-QoS aware
applications.

[DP 4] The ESI considers only end-to-end Quality of Service means between a Sender and a Receiver. All
primitives are therefore end-to-end QoS related primitives.

[DP 5] The ESI does not introduce or enhance any existing QoS protocols - the semantic of the primitives
must be realised by the available QoS Service Provider. There is no additional signalling
introduced beside that of the used QoS Service Provider.

Note, a QoS negotiation protocol above the ESl is introduced in BRAIN Working Package 1
[A5.10].

[DP 6] It is assumed that there is a preconfigured protocol-stack with a preconfigured ESL*°, a
connection-oriented, connection-less and at least one QoS Service Provider. The set up can be
subject to the mobile user's contract with the network operator. The facility to change the default
settings, especially the default used QoS- and Network Service Provider is out of scope of the ESI
| ESL. (See[DP7])

[DP 7] Loca Management Issues like information about available QoS, Transport or Network Service
Providers are not considered in the ESI. Their functionality is part of the Local Management
Functionality and can be access through the Local Management Interface.

Ab5.6 Enhanced ServiceLayer

The Enhance Socket Layer abbreviated ESL is located between the Application and Transport layer as
depicted in Figure 51. . It provides at least with two entities a QoS and Primitive Mapper. Their
functionality is to map the ESl primitives and their associated QoS Parameters to the ESL aware Service
Providers, especially the aware QoS Service Providers. For the sake of thisintroduction, it is assumed that
the Connection-oriented and Connection-less Service Provider are always available, whereby the
availahility of QoS Service Providers might change. Therefore ESL aware in this context means, that the
ESL hasto be informed about the currently usable QoS Service Provider. If due network provider changes
or other effects a new QoS Service Provider becomes available or an in use QoS Service Provider can not
longer be used, the ESL has to be informed about that. An open and in this document not discussed
issues® are a) the handover of existing flows between different QoS Service Providers and b) the hand-
over between different Service Interface (i.e. the BRAIN-SI and the UMTS-S)°.

Local

t Enhanced Socket Interface

Interface

_________________ —_
o I Enhanced |
@ Service QoS Mapper-Entitiy Primitive Mapper-Entitiy

Layer I
— e e e e e e e o — — =
| T T T T T T oRansemcemerace B

e BRAIN Service Interface |

@ :_ TCP UDP QoSSP1 QoS SP 2 I

Figure A5-10: Enhanced Service Layer

%9 The ESL must know which QoS Service Providers are available and which appropriate QoS- and Primitive Mapper
must be set up.

% This might be atask for the follow up project of BRAIN MIND.

51 This might involve the Local Management I nterface.
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Figure A5-10 shows both entities responsible for the mapping between the ESI and the BRAIN-SI. The
fact of mapping is important for the understanding of the ES primitives. They are independent on the
available QoS Service Provider. It is not possible for the ESl do say in general anything about the detail
of the QoS Service Provider capabilities - more exact anything about the QoS Service Provider Protocol
capabilities. It is simply not possible for the ESI. The ESl supports different kind of service (as explained
in the next chapter), but how there arerealised in detail isnot visible for the ES.

Local Management Functionality can be accessed through the Local Management Interface. If the
Enhanced Service Layer makes the configuration of the QoS or Primitive Mapper available through the
Management Functionality it is possible for the application to influence the mapping behaviour. But this
depends totally on to which extent the ESL gives access to their Mapper's properties. The same is valid
for the BRAIN Layer Management Functionality. The application can access information about the
current used QoS Service Provider and their capabilities through the Local Management Interface. But
again, only these properties can be accessed and modified which are made available by the specific layer.

A5.7 Design Decisions

The last two chapters introduced the requirements to the ESI and its dependency on the mobile terminal
usable QoS Service Provider. The ESl supports QoS aware application with a very generic®? interface.
Due to the independence from the used QoS Service Provider no detailed information can be offered to
the upper layer.

It can be distinguished between two main characteristics of QoS Service Provider, namely the capability
of supporting explicit end-to-end signalling, supported in QoS Service Provider like RSVP (see [A5.6])
and YESSIR (see [A5.11]) and QoS Service Provider which do not support any explicit end-to-end
signalling like DiffServ (see [A5.14]). One should be careful to associate explicit end-to-end signalling
with reservation of resources between sender and receiver (see [A5.13]). It might be if all router between
the participant supports reservation but it is hard to assume that. Explicit end-to-end signalling enables the
design of a confirmed service, given the upper layer information about the request QoS. Non-explicit end-
to-end signalling might not support any information to the upper layer, it might be that the upper layer
does not know if the requested QoSisrealised in any form.

The following main characteristics serve as the basis for the ESI:

[DD 1] A confirmed service, supporting the upper layer with information about whether the requested
QoS can be supported or not. Therefore an appropriate explicit end-to-end signalling protocol
must be available.

[DD 2] An unconfirmed service, which does not support the upper layer with information about whether

the requested QoS can be supported or not. Information is sent immediately without considering
explicit end-to-end signalling - means no overhead in explicitly establishing a QoS aware flow.

[DD 3] Notification Service, indicating the violation of a QoS aware flow.

52 The term generic is used in many different ways. Hereit should point out that the ES is platform, QoS and
Transport Service Provider independent.
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A5.8 Enhanced Socket | nterface

This section covers the definition of the ES's primitives, based on the model defined in section A5.4. The
basic design principles used are introduced in the previous section A5.5 and A5.7, so starting how with
the detail of the desired functionality of the ESI. The main issue of the ESL isto offer services- providing
QoS for a given established flow®®. The service offered to the upper layer of the ESL can be either
confirmed or unconfirmed. The following sections describe the ESL's services offered through the ESl to
upper layers.

It should be noted, as discussed in detail in the last chapter, that the ESI isindependent from the used QoS
Service Provider. The exact semantic of the ES'sis subject to the Primitive - and QoS Mapper introduced
later in this document. These Mappers define how ESl primitives and their Parameters are mapped to the
available QoS Service Provider's primitives. The description found in the following sections are very
general, entail no assumption to the QoS Service Provider.

Some words should be said about the usage of a confirmed service. Assume a service user isreguesting a
specific service with Service.request primitive. This request is acknowledged with a Service.confirm
primitive. It is worth to note that for the service user it might be not possible to find out which network
entity has triggered the Service.response primitive. In the case of using a QoS Service Provider aware
Proxy any network element between the actual Sender and Receiver can act as a proxy and triggering the
associated Service.response primitive. The real behaviour depends inherent on the thereby used QoS
Service Provider™.

Ab5.8.1 SetQoS, a confirmed service of the ESL

The confirmed service acknowledges whether the requested QoS for a specific flow can be granted or not.
Therefore reservation in all participating nodes® between the sender and receiver (inclusive) has to be
accomplished. The confirmation will be a positive acknowledge if the end-to-end QoS can be granted or a
negative one if not. Due the above defined design principles[DP 5] this service can only be offered if the
protocol stack provides with an appropriate end-to-end signalling capable QoS Service Provider, if not
this kind of service can not be supported to the upper layer. To model the SetQoS service we use the
aready introduced confirmed service (see Figure A5-3).

There are different models how QoS is established between a Sender and a Receiver. It has to be
distinguished between Sender-initiated reservation, done in Yessir (see [A5.11]), and Receiver initiated
reservation done in RSVP (see [A5.6]). This fact is held on in several primitives for example
SetQoSrrequest and SetQoS.response.  Assume for example the availability of an RSVP aware QoS
Service Provider®® in the mobile terminal. During establishing a QoS aware flow the Receiver of the flow
is informed by a PATH message containing information about the path®”'s characteristics and the flow's
QoS requirement.

| Usage: Extended Confirmed Service model, see Figure A5-5

83 A definition of the term flow used in this document can be found in the Glossary.

5 It might possible e.g. in RSVP that the creator of the RESV message can be identified by its |P address. Based on
that information the sender can find out if it is communicating with the corresponding host or a proxy.

8 Means all nodes participating in the used explicit end-to-end signalling protocol. Might be the BAR and BMG of
the BRAIN Access Network. (TODO:OS insert reference to the QoS Group's document)

8 According to RSVP Version 1

57 The route between the sender and the receiver
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Application ESL ESL Application
——%QoSrequest | .
— SethS.mdication
SetQ sRequeSt_Ef_r_Q.rﬂﬂ‘c-e-‘EEn—" \*
L
, SetQoS.response
| seQoSconlil_—
"“'S‘ﬂggiR—eggc_’DE‘?E"_Of.indication
SetQoS.request primitive service user -> service provider
associated flow, to be associated with QoS
information QoS, QoS parameter (see QOS Parameters)

local error cases

Handled through the SetQoSRequestError.indication primitive indicating:

If an explicit end-to-end signalling capable QoS Service Provider isavailable in the
current configuration, there might be the following local error cases:

If itisnot allowed - in therole of areceiver - to use the SetQoS.request primitive for
the given flow,

SETQOS REQUEST NOT_ALLOWED FOR_RECEIVER is passed as
parameter and no further processing is done.

If it isnot allowed — in the role of asender —to use the SetQoS.request primitive for
the given flow, SETQOS REQUEST_NOT_ALLOWED FOR_SENDER is
passed as parameter and no further processing is done.

If there is no explicit end-to-end signalling capable QoS Service Provider available
in the current configuration SETQOS NO_E2E SIGNALLING is passed as
parameter and no further processing is done.

description Requests QoS to be associated with the given flow. It is up to the selected QoS
Mapper and the QoS SP to interpret the abstract QoS parameters (see QoS
Parameters) and to invoke QoS treatment for the given flow according to its
internal capabilities.

SetQoS.indication primitive service provider -> service user

associated flow, to be associated with QoS

information QoS, QoS parameter (see section QoS Parameter s)

description The service primitive indicates that a corresponding host wants to send traffic with a
certain QoS to the current host. The current host is therefore a receiver of a QoS
enabled new flow yet to be established. The requested QoS, additional information
e.g. about the path's characteristics if available and the associated flow is passed to
the upper layer.

SetQoS.response primitive service user-> service provider

associated flow, to be associated with QoS

information QoS, QoS parameter (see section QoS Parameters)
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local error cases | Handled through the SetQoSResponseError.indication primitive indicating:

If an explicit end-to-end signalling capable QoS Service Provider isavailable in the
current configuration, there might be the following local error cases:

If itisnot allowed - in therole as areceiver - to use the SetQoS.response primitive
for the given flow,
SETQOS RESPONSE_NOT_ALLOWED_FOR_RECEIVER is passed as
parameter and no further processing is done.

If it isnot allowed — in the role as a sender — to use the SetQoS.response primitive
for the given flow,
SETQOS RESPONSE_NOT_ALLOWED FOR_SENDER is passed as
parameter and no further processing is done.

If there is no explicit end-to-end signalling capable QoS Service Provider available
in the current configuration SETQOS NO_E2E SIGNALLING is passed as
parameter and no further processing is done.

description The corresponding host is informed about the current host's requested QoS via
SetQoS.response. The responded QoS might be calculated under the aspect of a) the
QoS received with the associated indication and b) additional information e.g. the
path's characteristicsif available.

Note that the QoS can differ from the QoS passed with the indication primitive.

SetQoS.confirm primitive service provider -> service user
associated flow, to be associated with QoS
information QOS, QoS parameter (see QOS Parameters)
description This service primitive indicates the network accepted and receiver determined QoS.
Note this can be different from the QoS specification passed with the
SetQoS.request primitive.
Ab.8.2 SetQoSViolation natification

As mentioned above the SetQoS service reflects an explicit end-to-end signalling. During establishing a
QoS aware flow an error in any network entity can occur due to admission- or policy control or ssimply
due the fact that the network entity @nnot grant the requested QoS*®. To model violation during
establishing®® of a QoS aware flow the Notification model is applied. It is worth to remember [DP 5] ,
SetQoSvViolation.indication can only be supported if the underlying QoS Service Provider supports the
handling of error messages, generated in network entities.

As with the usage of the SetQoS service it has to be considered what kind of QoS Service Provider is
used. Dependent on the QoS Service Provider capabilities and how the used protocol handles violation
during establishing of a QoS aware flow, the ESI can map the eventsto the upper layer.

It should be noted that it is QoS Service Provider Protocol specific who the error message receives, either
the sender or the receiver. Only the entity receiving error message can map them to the upper layer.

Usage: Notification Service model, see Figure A5-8

8 Change of the QoS can result might result in a QoS violation, but this depends on the functionality of the mobility
management.

% QoSViolation.indication primitive is used to indicate QoS violation during the duration of the flow.
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SetQoSViolation.indication primitive service provider -> service user
associated flow, to be associated with QoS

information violation, type of violation, dependent on the used QoS Service Provider

description Indicates that a network entity between the sender and receiver (inclusive) triggers

an error during establishing a connection. The violation parameter passed with the
primitive indicates the reason of the violation.

The QoS Service Provider hasto at least provide information about the current state
of the QoS aware flow like QoS aware flow established or QoS aware flow not
established.

Ab.8.3 AssignQoS, an unconfirmed of the ESL

AssignQosS offers the service of delivering packets, based on specific QoS Parameter. Thereis no explicit
end-to-end signalling accomplished meaning that there is no overhead in setting up a QoS aware flow and
doing the reservation. The ESL's Mappers are in charge of mapping the requested QoS to an available
QoS SP, if possible. If no not 'explicit end-to-end signalling QoS SF' is available this service cannot be
supported

Note that in both services, SetQoS and AssignQoS, the same QoS Parameters are passed as arguments to
the ESL. The ESL is in charge of mapping/filtering the QoS Parameter's information to the used QoS
Service Provider.

Usage: Extended Unconfirmed Service model, see Figure A5-6

Application ESL ESL Application

AssignQoS.re uest Assi
. w
ASS‘QEQOSEEESEEQ‘E‘!‘EE‘_,.._._

AssignQoS.request primitive service user -> service provider

Page 299



BRAIN D22/10

associated flow, to be associated with QoS
information QoS Parameter (see QoS Parameters)

local error cases | Handled through the AssignQoSError.indication primitive indicating:

If no non-explicit end-to-end signalling QoS Service Provider is available
USEQOS NO_NONEZ2E_SIGNALING is passed as parameter and no
further processing is done.

description Requested QoS to be associated with the given flow. It is up to the selected QoS
Mapper and the available non-explicit end-to-end QoS SP to interpret the QoS
Parameter provided and to invoke QoS treatment for the given flow according to
itsinternal capabilities.

To change the QoS for a specific flow the primitive can be called repeatedly with
the new request QoS Parameters. This means that all packets of the specific flow
are associated with the specific QoS (passed as QoS Parameter).

Example:

AssignQoS(flowA, QoSA), resulting that all new generated packets for flowA are
treated with QoSA

AssignQoS(flowA, QoSB), resulting that all new generated packets of flowA are
treated with QoSB

AssignQoS.indication primitive service provider -> service user

associated flow, to be associated with QoS
information QoS Parameter (see QoS Parameter s)

description This service primitive indicates that a corresponding host is sending traffic with a
certain QoS to the current host. The current host is therefore a receiver of a QoS
enabled flow. According to [DP 5] this primitive is generated implicit during the
receiving of the first QoS marked packet of the specific.

Note due the facility that the receiving side does not support this kind of QoS
Service Provider or the used protocol it might be possible that this primitive is not
triggered if no QoS Service Provider feels responsible for that.

A5.84 QoSViolation Notification

After establishing a QoS-aware flow there might be changes of the QoS between the sender and the
receiver (inclusive) due the fact of interference. To inform the participating peers that the established QoS
can not longer be provided the QoSViolation.indication primitive is triggered. This primitiveis called for
al QoS violations not related to establishing a QoS aware flow (see SetQoSViolation) or changing a QoS
aware flow (see ChangeQoSViolation). Dependent on the QoS Service Provider capabilities and how the
used protocol handles violation during sending datathe ESI can map the event to the upper layer.

It should be noted that it is QoS Service Provider Protocol specific @) who the receiver of a
QoSvViolation.indication is, either the sender or the receiver and b) the reason for generating a QoS
violation signal. Only the entities receiving a QoSViolation.indication can map them to the upper layer.

Usage: Natification Service model, see Figure A5-8
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ESL Application

QoS\/iolationAlndication

QoSViolation.indication primitive service provider -> service user
associated flow, QoS aware flow

information violation, type of violation, dependent on the available QoS SP

description Indicates that a network entity between the sender and receiver (inclusive) triggers

an error after a QoS aware flow has been established. The violation parameter has to
provide information about the state of the QoS aware flow - if it the QoS for the
specific flow can be provided or not.

Note that this primitive is only triggered on behalf of a specific error message of the
used QoS Service Provider. The exact semantic depends on the used QoS Service
Provider, QoS and Primitive Mapper.

A5.8.5 ChangeQosS, a confirmed service of the ES

After establishing a QoS aware flow with the SetQoS service the QoS requirements may change to
alternate requirements of the receiver or sender. This leads to a change of the reserved resource between
the sender and receiver (inclusive). This service can only be applied to already established QoS aware
flows, set up with SetQoS. It is up to the currently available QoS Service Provider how the change from
the old, already guaranteed QoS, to the new required QoS can be accomplished. This service can only be
offered if an appropriate explicit end-to-end signalling QoS Service Provider isavailable.

Note, that the ChangeQoS service cannot be applied to QoS aware flows established with the AssignQoS
service. As mention in the introduction of the AssignQoS service, aflow's QoS characteristics established
with AssignQoS can simply be changed by a repeated call of the AssignQoS.request primitive with the
new QoS Parameters.

Usage: Extended Confirmed Service model, see Figure A5-5

Application ESL ESL Application

ChangeQOS_ request
) Chan €QoS.indication
SRequestErorindication..

ChangeQoSRequ=>-
| N2

e 0S.response
ChangeQoS.confirm —
‘/ ChangerSResponseErro
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ChangeQoS.request primitive service user -> service provider
associated flow, QoS aware flow
information QoS, new requested QoS (see QoS Parameters)

local error cases

Handled through the ChangeQoSRequestError.indication primitive indicating:

If an end-to-end signalling capable QoS Service Provider is available in the default
configuration, there might be the following local error cases:

If itisnot allowed - in therole asareceiver - to use the ChangeQoS.request
primitive for the given flow,

CHANGEQOS REQUEST NOT_ALLOWED _FOR RECEIVER is
passed as parameter and no further processing is done.

If it isnot allowed — in the role as a sender — to use the ChangeQoS.request
primitive for the given flow,

CHANGEQOS REQUEST _NOT_ALLOWED_FOR_SENDER is passed
as parameter and no further processing is done.

If the flow is not already associated with QoS by using the SetQoS service,
CHANGEQOS REQUEST _NOT_ALLOWED is passed as parameter and
no further processing is done.

If thereisno explicit end-to-end signalling capable QoS Service Provider available
in the current configuration CHANGEQOS NO_E2E SIGNALLINGis
passed as parameter and no further processing is done.

description The QoS requirement associated with the current flow has to be changed due to QoS
requirements on the receiver or sender side. It is up to the selected QoS- Primitive
Mapper and QoS SP to interpret the abstract QoS parameters and to change the QoS
of the current flow according the new QoS requirement.

ChangeQoS.indication primitive service provider -> service user

associated flow, QoS aware flow

information QoS, QoS parameter (see section QoS Parameters)

description The service primitive indicates that a corresponding host wants to change the QoS
for the specific flow. The requested QoS, additional information e.g. about the
path's characteristics if available and the associated flow is passed to the upper
layer.

ChangeQoS.response primitive service user-> service provider

associated flow, QoS aware flow

information QoS, QoS parameter (see section QoS Parameters)
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local error cases | Handled through the ChangeQoSResponseError.indication primitive indicating:

If an end-to-end signalling capable QoS Service Provider is available in the default
configuration, there might be the following local error cases:

If itisnot allowed - in therole as areceiver - to use the ChangeQoS.response
primitive for the given flow,

CHANGEQOS RES NOT_ALLOWED_FOR_RECEIVER is passed as
parameter and no further processing is done.

If it isnot allowed — in the role as a sender — to use the ChangeQoS.response
primitive for the given flow,

CHANGEQOS REQUEST _NOT_ALLOWED FOR_SENDER is passed
as parameter and no further processing is done.

If the flow is now already associated with QoS by using the SetQoS service,
CHANGEQOS REQUEST _NOT_ALLOWED is passed as parameter and
no further processing is done.

If there is no explicit end-to-end signalling capable QoS Service Provider available
in the default configuration CHANGEQOS NO E2E SIGNALLING is
passed as parameter and no further processing is done.

Description The corresponding host isinformed about the current host's new requested QoS via
ChangeQoS.response. The responded QoS might be cal culated under the aspect of
a) the QoS received with the associated indication or b) additional information e.g.
the path's characteristicsif available.

Note, that the QoS Parameter passed with this primitive might be different from the
QoS Parameters passed with the ChangeQoS.indication primitive. The QoS might
be changed by the Application.

ChangeQoS.confirm primitive service provider -> service user
associated flow, QoS aware flow
information QoS, QoS parameter (see QoS Parameters)
Description This service primitive indicates the network accepted and receiver determined QoS.
Note this can be different from the QoS specification passed with the
ChangeQoS.request primitive.
A5.8.6 ChangeQoSViolation Notification

As mentioned above the ChangeQoS service reflects an explicit end-to-end signalling. During changing a
QoS aware connection an error in any network entity can occur due to admission- or policy control or
simply due the fact that the network entity cannot grant the new required QoS. To model violation during
changing a QoS aware flow the Notification model is applied. It is worth to remember [DP 5] ,
ChangeQoSViolation.indication can only be supported if the underlying QoS Service Provider offers
error messages.

Dependent on the QoS Service Provider capabilities and how the used protocol handles violation during
the change of a QoS aware flow, the ESI can map the event to the upper layer.

Usage: Notification Service model, see Figure A5-8
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ChangeQoSViolation.indication primitive service provider -> service user
associated flow, QoS aware flow
information violation, type of violation, dependent on the used QoS SP
description Indicates that a network entity between the sender and receiver (inclusive) triggers
an error during changing the QoS of the specific QoS aware flow.
If during the change of a QoS aware flow a ChangeQoSViolation.indication
primitive is triggered, it has to inform the receiving side (either sender or receiver)
how the actual state of the QoS aware flow is. This is again inherent dependent on
the capabilities of the used QoS Service Provider's Protocol.
Ab.8.7 ReleaseQoS

ReleaseQoS is used for both kinds of flows, either associated with an end-to-end signalling protocol or
not. If a flow is associated with an end-to-end signalling protocol, ReleaseQoS can be used as a
unconfirmed service mapped to the QoS Service Provider tear down specific primitives. If a non end-to-
end signalling QoS SP is used the behaviour of the ReleaseQoS service is dependent on the QoS Service
Provider's nature to release the requested QoS. Again the exact meaning of the primitives depends
inherent on the available QoS Service Provider and the mapping done by the QoS- and Primitive Mapper.

Usage: Unconfirmed Servicefor end-to-end signalling QoS SP, see Figure A5-4

Application ESL ESL Application
ReleaseQos.
-requ
———2%eQ0S request %
ReleaseQoS.request primitive service user -> service provider
Associated flow, QoS aware flow
information
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Description

This primitive can be caled with the semantic of an unconfirmed service
primitive if the flow is associated with an end-to-end signalling QoS Service
Provider for freeing allocated resources between the sender and receiver.

If the flow is not associated with an end-to-end signalling QoS Service Provider,
specific primitives of the bounded Service Providers are called. In this case
ReleaseQoS is not an unconfirmed service primitive and no
ReleaseQoS.indication istriggered on the peer entity.

Releaseindication primitive

service provider -> service user

Associated flow, to be associated with QoS
information
Description This service primitive indicates that a corresponding host is triggering the
deallocation of QoS for the specific flow. The primitive can only be supported if
the flow is associated with an end-to-end signalling QoS SP supporting a
mechanism for tearing down a QoS associated flow.
A5.8.8 Summary

The following table summarises the above-defined primitives. Direction indicates the direction of the call
(i.e. from service user to service provider or vice versa).

M ethod/Event

Meaning

Direction

Service Primitives
SetQoS, confirmed service
SetQoS.request

SetQoS.indication
SetQoS.response
SetQoS.confirm

SetQoSRequestError.indication

SetQoSResponseError.indication

Request QoS to be associated with agiven
flow.

Indicates a new QoS connection.

Response with probably modified QoS
Confirmation of the request QoS flow.
Received QoS can differ from the requested
one.

Indicates alocal error due to SetQoS.request
primitive call.

Indicates alocal error dueto
SetQoS.response primitive call.

user? provider

provider? user
user? provider
provider? user

provider? user

provider? user

SetQoSViolation, notification
SetQoSViolation.indication

Indicates aviolation during establishing a
QoS aware flow with SetQoS.

provider? user

AssignQoS unconfirmed service
AssignQoS.request
AssignQosS.indication
AssignQoSError.indication

Assigns a QoS Parameter to agiven flow
Indicates a new QoS established flow
Indicates alocal error dueto
AssignQoS.request primitive call.

user? provider
provider? user
provider? user

ChangeQoS, confirmed service
ChangeQoS.request

ChangeQoS.indication

ChangeQoS.response
ChangeQoS.confirm

ChangeQoSRequestError.indication

Request the change of the QoS for an
aready QoS aware flow

Indicates that the QoS for the specific flow
has to be changed to new QoS.

Response with probably modified QoS
Confirmation of the requested change for
an already established QoS flow.

Indicates alocal error dueto
ChangeQoS.request primitive call

user? provider
provider? user

user? provider
provider? user

provider? user
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ChangeQoSResponseError.indication  Indicatesalocal error dueto provider? user
ChangeQoS.response primitive call

ChangeQoSViolation, notification

ChangeQoSViolation.indication Indicates aviolation during the change of an  provider? user
already, via SetQoS established, QoS aware
flow.

QoSViolation, notification

QoSViolation.indication Indicates a violation for an already QoS provider? user
aware flow.

ReleaseQoS,

[opt] unconfirmed service

ReleaseQoS.request Request the release of resources associated  user? provider
with agiven flow

ReleaseQoS.indication Indicates the release of resources by the provider? user

corresponding peer

Ab5.89 Usage of the ESI primitives

This section describes the necessary steps to invoke the ESL's QoS mechanism using the af orementioned
primitives. For the non-QoS related primitives the Berkley Socket APl primitives are used. Thisis not a
requirement, but due their ubiquitous utilisation they are used in these examples. At first it is started with
comprehensive examples, including all necessary steps to set up a QoS aware flow and transmit data with
it. After that, special examples are explained in more detail, thereby the general set-up and shutdown
procedures are not taken into account. The BRENTA architecture supports different kind of applications,
(see sections A5.4) thereby for the sake of the example only the Application Type D is considered here.
Note that the QoS Broker mention below is part of the BRENTA middleware. Detailed information can
be found in[A5.3].

In al examples it is assumed that the mobile terminal is equipped with @) an explicit end-to-end signalling
and b) with a non-explicit end-to-end signalling capable QoS Service Provider, RSVP and DiffServ
respectively. This assumption is only for the sake of these examples - future mobile terminal might be
equipped with many different QoS Service Provider providing different kind of QoS mechanisms. But to
have a starting point - or starting QoSSPs - aRSV P and a Diff Serv capable QoSSPs are assumed.

There is no assumption at all, that the whole network is RSVP aware. Figure A5-11 shows the example's
network topology where RSVP is used in the customer network. It is assumed that there is a mapping
from RSVP Service Types to DiffServ Service Levels. It is not the task of this document to specify the
behaviour of the BRAIN Access Network capabilitiesin more detail see[A5.4].

Customer DiffServ Provider Customer
Network Network Network

Figure A5-11: Example's Network Topology

Some words to the figures used in this chapter. As in the previous chapter time sequence diagrams are
used to denote the relationship between the primitives that form a service and the order in which they
occur. The different layer are emphasised with thick lines - thin line do not represent any layers, they are
simply used for the sake of the example to give an comprehensive overview how everything plays
together. The following examples should demonstrate how the most important ESl primitives are used for
the time being.
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A5.8.9.1 Usage of SetQoS

At first the usage of the SetQoS service primitives is explained by the means of an example describing a
mobile user interested in showing a video on demand. It is expected that the transmission be not
interfered - a case shown in a later example. The usage of the ES primitives is presented with respect to
the functionality of the application/middieware - as identified in [A5.3], to get a better understanding how

everything might play together.

As depicted in Figure A5-12 the receiver (Player) and sender (Video Server) negotiate the terms of the
QoS aware flow, yet to be established. This comprises e.g. QoS negotiation and exchange of information
like port addresses and resource description of the movie to be played. Detailed information can be read
in [AL.3]. After negotiation and exchanging set-up information both sides can logically establish a
connection’®. After establishing the connection the Start Transmission phase is accomplished, which
includes in some way the establishment of a QoS aware flow. If the QoS aware flow is established the
sender can start with the transmission of the movie till the receiver or sender starts the End Transmission
phase which shutdowns the QoS aware flow and tears down the resources used by the specific flow. Note
that the QoSRelease service isan unconfirmed service. It istriggered independent from the corresponding
side. It might be that the sender triggers the QoSRelease service on behalf of for example a RTSP Tear

down Message sent by the receiver.

Player

Application BRENTA

Type D Middleware

/)

Video Server

BRENTA Appl
Middleware Ty,

NVite .
\ %‘

Negotiation / Setup

<

Si

%.
-
Triggers reservation at the

sender through  explicit
end-to-end signalling (use

SIP- or RTSP extensions,
see [D 1.2])

The middleware
delivers frames to the
Application

watch
watch

watch

%

Triggers cleaning up the
QoS aware flow through
lexplicit end-to-end
signalling (use SIP- or
RTSP extensions, see
[D 1.2])

|

|

| %
Figure A5-12 Usage of SetQoS Service primitives
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In this example the QoS Broker is in charge of managing all QoS related issues’*. The application uses a
high-level interface called Type D interface for managing end-to-end QoS negotiation. Start/stop
commands, which are application specific, are intercepted at this interface since they trigger resource
reservation and therefore co-ordination (viaend-to-end signalling) among peers, for details see [A5.3].

™ The connection can be either Connection-oriented or Connection-less - not the subject of this example.

" The exact functionality of the QoS Broker can be found in [A5.3].
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To come to the usage of the ESI primitives. They are used during the Start and Stop Transmission phases.
In the Start Transmission phase the already established connection is associated with QoS by the means
of using the SetQoS Service. A SetQoS.request primitive is called on the sender's side resulting in a
SetQosS.indication on the receiver's side. After checking the request a SetQoS.response is triggered
resulting in a SetQoS.confirm primitive call on the sender's side. It is assumed - in this example - that the
used explicit end-to-end QoS Service Provider is Receiver-initiated [RSVP] not Sender-initiated like
[A5.11]. For the Stop Transmission phase the Unconfirmed Service QoSRelease is used which shutdowns
the connection and tear down the resources used between the sender and the receiver.

A5.8.9.2 Usage of AssignQoS

The last example demonstrates the usage of the SetQoS Confirmed Service in the context of watching a
video on demand. Now the usage of the Unconfirmed Service AssignQoSis shown. The AssignQoS
Service can be used if no explicit end-to-end signalling QoS Service Provider is available or if a sender
wants to delivery a message without using the overhead of an explicit end-to-end signalling. For e.g. in
the case that a mobile user wants to send a message instantly without any delay due to a) signalling
exchange during establishing the QoS aware flow or b) explicit resource reservation done beside the
signalling. Thismight be useful if the amount of information to be delivered is not so ‘large’.

The AssignQoS Service is described here in the context of sending a multimedia message’. As depicted
in Figure A5-13 the QoS for the specific flow can be negotiated between the sender and receiver’ (to
know which QoS Parameters to use). The important things happen in the Start Transmission phase where
in the sender the AssignQoS.request primitive is called for an already logically established connection’®.
Due to the fact that there is no way to signal the receiver side about the requested QoS™ no
Service.indication primitive is called on the receiver side. There is the possibility, but that depends
inherent on the capabilities of the used QoS Service Provider on the receiver side, that an
AssignQoS.indication is generated due the receiving of the first packet of the QoS aware flow. For
example, if the concept of marking is used, the receiving side can detect that a packet is associated with a
QoS aware flow and the AssignQoS.indication primitive call is called.

During the Stop Transmission phase the QoSRel ease.indication primitives are called on both side. Since
no explicit end-to-end signalling is available these calls simply inform the lower layer that the specific
QoS aware flow is now longer used. There is no stop transmission phase when sending datagrams. The
only way to detect is when the socket is destroyed

2 Message containing text, and at |east either video or audio content.
" Itiscurrently under discussion (WP1) if thisis done.

" Logically established means that the connection has to be specified. '5-tuple (Local |P Address, Local Port,
Protocol-1D, Remote | P Address, Remote Port)' (See [A5.9]). The connection can be either connection-less or
connection-oriented.)

™ Thisis an assumption in this case - no explicit end-to-end signalling.
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Figure A5-13: Usage of AssignQoS Service primitives

A5.89.3 Usage QoS Violation

The last example considers the case that a QoS aware flow, established with the SetQoS Service can not
be maintained any longer by anetwork entity between the receiver and sender. To keep the example clear,
the Negotiation-, Start- and Stop Phases are not longer considered. Depending on the capabilities of the
available QoS Service Provider protocol the receiver and/or sender's QoS Service Provider is informed
about a QoS violation. The ESL maps the QoS violation with information about the state of the
connection to the upper layer as a QoSViolation.indication - passing with the primitive further
information about the reason (if thisinformation is avail able).

It is assumed for the sake of the example, that the sender's side QoS is triggered by a
QoSvViolation.indication. The parameter passed with the primitive informs the QoS Broker about the state
of the QoS aware flow, it is assunmed that the network entity cannot longer maintain the full-required QoS
resulting in changing of the QoS for the specific flow.
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Figure A5-14: Usage of QoSViolation

The ESl provides a Confirmed Service ChangeQoS. It acts close to the SetQoS Service with the difference
that the ChangeQoS Service can only be applied to a flow associated former with QoS by using SetQoS.
After successfully changing the QoS for the specific flow the flow is thereafter QoS aware according to
the new requested QoS. There might be the case that a sender is still sending packets without considering
the fact that the flow might temporarily be not QoS aware - but this depends inherent on the sender's
behaviour.

Ab5.8.9.4 Pragmatically Usage

The previous sections have shown the usage of the ESI's primitive in conjunction with the BRENTA
middleware. No comments have been spent on how a connection is established. Since this is rather
implementation specific it is not considered in detail during the specification of the ESl's services, but to
get a clear understanding of how everything plays together it has to be discussed. As shown in Figure
A5-16 and

Figure A5-17 a receiver interested in building up a network connection to a sender has to call methods
like socket(AF, Type, Protocol) resulting in returning a socket descriptor. This descriptor can be used for
calling the connect(sockfd, servaddr, len) method results either in a) establishing a connection with a
corresponding host for connection-oriented protocols or b) to store the correspondent host's address by the
process, so that the system knows where to send any future data that the process writes to the socket
descriptor. A more detailed description about this process can be found in[A5.9].

Introducing QoS raise different question - should the QoS be handled on the same socket descriptor asthe
control and data information is handled or should a new QoS specific socket descriptor be introduced as
flow parameter for the ESI's services. In the first case the socket descriptor of the socket() method hasto
be used as flow parameter of the ESI's services. A way to specify explicitly that the socket should be QoS
aware is the family parameter (see [9]) of the socket method, which can be extended by the e.g. AF_QoS
value - specifying that the socket should be QoS aware - this has the drawback that the non QoS related
primitive socket() hasto be modified.
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Considering the latter case the control and data socket can be separated explicitly from a QoS aware
socket by introducing a new primitive QoSSocket - part of the ESl. As parameters can be either passed the
socket descriptor returned by the socket() function call or primitive specific parameter describing the
plain socket plus QoS specific features. Figure A5-15, depicts the primitive call sequence using the
QoSSocket primitive call. The signature of this primitive can include additional QoS related information
for the socket. The QoSClose primitive is the complementary to the close() method call for QoS unaware
sockets. Note for the sake of the example, it is assumed that the SetQoS Serviceisrealised in the example
API, asablocking call (see section A5.4, About Implementation).

Receiver

s = socket()

{

| q=QoSSocket(s, ...) |

connect(s, ...)

| SetQoS(q, ...) |

| recvfrom(s, ...) |

ReleaseQoS(q, ...)

QoSClose(q)

close(s)

Figure A5-15: QoS awar e Socket
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A59 BrainSl

As mentioned above, the BRAIN-SI isaset of serviceinterfaces. It isassumed that the interface comprises
at least of a Connection-Oriented-, Connection-Lesss and a Brain-Specific QoS Service Provider
interface. The following sections describe the interface's primitive in more detail. These chapters should
be considered more as an examples and proposal how a realisation might look like - in particular for the
QoS Service Provider. It is assumed the BRAIN QoS SP looks like a RSVP QoS SP. This is going to
change in the future, but it is assumed to have a starting point to show how QoS Mapping can be
accomplished.

A5.9.1 BRAIN Connection-oriented Service Provider

This Service Provider comprises mainly out of the BSD (A5.9]) like socket’® primitives and offers a
connection-oriented service to the upper layer. Figure A5-16 summarises the calling sequence and the
primitives used to set up such kind of connection.

Server
(connection-oriented)

socket()

Y
bind()
4
3 Client
listen()
y socket()
accept()

Y

blocks until connection . "
from client _(connection s

ablishment connect()

write()

A4

read()

Figure A5-16: Connection-oriented Service Provider

AL.9.2 BRAIN Connection-less Service Provider

Asin the connection-oriented way, this Service Provider consists out of BSD like primitives using for a
user datagram service. Primitives and their usage are summarised in[A5.9].

6 Actually there are two application programming interfaces called socket (Berkley Socket) and TLI (Transport
Layer Interface)
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A5.9.3

Server

(connection-less protocol)

socket()

!

bind()

'

recvfrom()

blocks until connection
fromyclient

procesgrequest

sendto()

da‘a(\-equesn

data(reply)

Client

socket()

!

bind()

!

sendto()

recvfrom()

Figure A5-17: Connection-less Service Provider

BRAIN QoS Service Provider

This section describes a generic interface of a RSVP QoS SP (as explained in [6]) and should be
considered as an example. The details of a rea interface may be operating system dependent; the

following can only suggest the basic functions to be performed.

Session.request primitive

service user -> service provider

associated
information

DestAddress, Protocol-1d, DstPort

Session.confirm primitive

service provider-> service user

associated
information

Session-ID

The Session.request primitive initiates RSV P processing for a session, defined by DestAddress together
with Protocol-Id /7 and possibly a port number DstPort. If successful, the Session.confirm primitive is
triggered passing alocal session identifier Session-ID as parameter, which is used, in subsequent calls.

™ like TCP or UDP
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Sender.request primitive service user -> service provider
associated Session-I1D
information [,Source_Address] [,Source_Port]

[,Sender_Template] [,Sender_Tspec]
[,Adspec] [,Data TTL ] [,Policy _data]

A sender uses this primitive to define, or to modify the definition of the attributes of the data flow. The
first Sender.request primitive call for the session registered as Session-ID will cause RSVP to begin
sending Path messages for this session; later calls will modify the path information.

The Sender parameters are interpreted as follows:

?? Source_Address, isthe address of the interface from which the datawill be sent. If itisomitted, a
default interface will be used. This parameter is needed only on a multihomed sender host.

?? Source_Port, isthe UDP/TCP port from which the datawill be sent.

?? Sender_Template, this parameter isincluded as an escape mechanism to support a more general
definition of the sender. Normally this parameter may be omitted.

?? Sender_Tspec, this parameter describes the traffic flow to be sent, see [A5.7].

?? Adspec, this parameter may be specified to initialise the computation of QoS properties along the path;
see[AL.7].

?? Data_TTL, isthe (non-default) IP Time-To-Live parameter that is being supplied on the data packets.
It is needed to ensure that Path messages do not have a scope larger than multicast data packets.

?? Policy_data, this optional parameter passes policy datafor the sender. This datamay be supplied by a
system service, with the application treating it as opaque.

Sender .indication primitive service user -> service provider
associated Session-ID, Sender_Tspec, Sender_Template
information [, Adspec] [, Policy_data]

A Sender.indication results from receipt of the first Path message for this session, indicating to areceiver
that there is at least one active sender or if the Path State changes. This presents the Sender_Tspec, the
Sender_Template, the Adspec, and any Policy data from a Path message (see above for a detailed
description).

Reservereguest primitive service user -> service provider
associated session-id,
information [ receiver_address, |

[ Policy_data, ] style, style-dependent-parms)

A receiver uses this primitive to make or to modify aresource reservation for the session registered as
Session-ID.  The first Reserve.request primitive usage will initiate the periodic transmission of Resv
messages. A later Reserve.request primitive call may be given to modify the parameters of the earlier call
(but note that changing existing reservations may result in admission control failures). The optional
receiver_address parameter may be used by a receiver on a multihomed host (or router); it is the IP
address of one of the node's interfaces. The Policy data parameter specifies policy data for the receiver,
while the style parameter indicates the reservation style(see [A5.6]). The rest of the parameters depend
upon the style; generally these will be appropriate flowspecsand filter specs.

Reserve.indication primitive service user -> service provider
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associated Session-Id, Style,
information Flowspec, Filter_Spec list
[, Policy_data]

A Resverve.indication primitive is triggered by the receipt of the first RESV message, or by modification
of a previous reservation state, for this session. Here Flowspec will be the effective QoS that has been
received.

Releaserequest primitive service user -> service provider
associated Session-1d
information

This primitive removes RSVP state for the session specified by Session-ld. The node then sends
appropriate tear down messages and ceases sending refreshes for this Session-1d.

PathViolation.indication primitive service provider -> service user
associated Error_code, Error_value, Error_Node, Sender_ Template
information [, Policy_data list]

A PathViolation.indication primitive indicates an error in sender information that was specified in a
Sender.request primitive cal. The Error_code parameter will define te error, and Error_value may

supply some additional (perhaps system-specific) data about the error. The Error_Node parameter will

specify the |P address of the node that detected the error. The Policy_data_list parameter, if present, will

contain any Policy_data objects from the failed Path message. Detailed information about error codes and
their values can be found in RFC2205 [A5.6], APPENDIX B. Error Codes and Values.

ResvViolation.indication primitive service provider -> service user

Error_code, Error_value, Error_Node, Error_flags, Flowspec, Filter_spec_list

associated [, Policy data list]

information

A ReswViolation.indication primitive indicates an error in a reservation message that was specified in a
Reserve.request primitive call. The Error_code parameter will define the error and Error_value may
supply some additional (perhaps system-specific) data. The Error_Node parameter will specify the IP
address of the node that detected the event being reported. There are two Error_flags @) InPlace, which
may be on for an admission control failure, to indicate that there, was, and is, areservation in place at the
failure node. This flag is set at the failure point and forwarded in ResvErr messages b) NotGuilty which
may be on for an Admission Control failure, to indicate that the flowspec requested by this receiver was
strictly less than the flowspec that got the error. Thisflag is set on the receiver side. Filter_spec_list and
Flowspec will contain the corresponding objects from the error flow descriptor. List_count will specify
the number of FILTER SPECSin Filter_spec list. The Policy_data list parameter will contain any
POLICY_DATA objects from the ResvErr message. Detailed information about error codes and their
values can be found in RFC2205 [A5.6], APPENDIX B. Error Codes and Values.

Summary of theimportant Par ameter sused for the Sender and Receiver service

Section A5.11 shows how the ESl primitives and their QoS Parameters can be mapped to a RSVP like
QoS Service Provider's primitives and parameters introduced above. The essential parameters used by a
RSV P QoS Service Provider are summarised below to get a clear understanding how the mapping of QoS
Parameters can be accomplished - for amore detailed description see[A5.7].

| RSVP Parameter | Description |
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BRAIN
Sender_TSPEC Carries the traffic  specification (Sender  Traffic
Specification) generated by a sender. It is transported
unchanged through the network, and delivered to both
intermediate nodes and receiving applications.
ADSPEC Carries information which is generated at either data

sources or intermediate network elements, is flowing
downstream towards receivers, and may be used and
updated inside the network before being delivered to
receiving applications.

Receiver_TSpec &
RSpec comprised
in Flowspec

RSVP Receiver Flowspec object carries reservation
request (Receiver TSpec and RSpec - Reservation
Specification) information generated by data receivers.
The information in the Flowspec flows upstream towards
data sources.

Table A5-2: RSVP QoSrelated Parameters

Table A5-2 summarises the important RSVP Parameter - especially the Sender_ TSPEC, Receiver_ TSpec
and RSpec. How they are used between a sender and receiver is depicted in Figure A5-18.

SENDER_TSPEC
(carries Traffic Specification)

¥
ADSPEC
(Advertisment Specification)

Sender

Receiver

—
o

K _/-";;cENER _TSPEC “\ 4’_’_’_/
(carries Traffic Spemflcatlon)

RSpec
(Reservation Specification)
\““ /\
e Receiver Flowspec

Figure A5-18: RSVP QoSrelated Parametersand how they play together
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Ab5.10 QoS Parametersfor theES|

In this section we propose QoS parameters that are used in the primitives defined above. Note that these
parameters have to be generic in order to support all kind of networks. Of course, some network types do
not support certain QoS enforcement mechanisms and thus cannot provide certain guarantees. A proper
reaction would be to throw an indicating that the current Service Provider cannot support the specific
parameter constraints. However, it might be very likely possible that another Service Provider, i.e. a
Service Provider that uses network technology that can provide tight QoS guarantees, can invoke
enforcement mechanisms to guarantee the specific parameter set.

By specifying generic QoS parameters the application code needs not to be changed if the application is
running on different platforms with different QoS Service Providers. It is then the task of the ESL to map
generic QoS parameters to the used QoS SP's QoS parameters.

By specifying QoS parameters, QOS-aware applications may invoke, modify, or remove quality of

service settings for a given flow. We adopt the well-known concept of a Flowspec to invoke proper QoS
treatment on a given flow. In order to provide more freedom to the QoS SP and to reduce the amount of
QoS violation messages, we introduce the concept of parameter intervals, where appropriate.

This concept is motivated by the fact that not all applications require one fixed amount of resources
during the lifetime. For example, an adaptive video application may be satisfied with an end-to-end delay
between 150 and 250 ms and a sustainable bandwidth between 1 Mbps and 1.25 Mbps. However such an
application would never send more than 1.2 Mbpsto its peer.

Therefore, we specify QoS parameters as intervals, where appropriate. For each such parameter the lower
bound is denoted as minimum_acceptable limit and the upper bound as desirable_ limit. The QoS SP
should then invoke proper mechanisms to guarantee (how tight this guarantee is depends on the service
type - guaranteed, best effort or controlled load) the minimum acceptable limit for each parameter during
the lifetime of the flow. Whenever the QoS SP detects that more resources are available, it can book
resources up to the desirable limit to the given flow. By specifying such intervals, the QoS SP may start at
any appropriate working point that is inside the interval specification given by the QoS parameters. The
QoS SP then tries to stay with the working point inside the bounding box as long as possible.

Note that for some parameters it does not make sense to specify intervals (like service type). The
application might also request tighter intervals by setting minimum_acceptable_limit = desirable_ limit
for the respective parameter.

A5.10.1 QoS Parameters

The QoS parameter provides the means by which QOS-enabled applications can specify quality of service
parameters for sent or received traffic on a particular flow. We explicitly distinguish between sending and
receiving traffics QoS characteristics because most applications use show asymmetric traffic behaviour.
The QoS parameter comprises the following parameters:

SendingFlowspec

Specifies QoS parameters for the sending direction of aparticular flow. SendingFlowspec is sent
in the form of a FLOWSPEC parameter specified in the next section.

ReceivingFlowspec

Specifies QoS parameters for the receiving direction of a particular flow. ReceivingFlowspec is
sent in the form of a FLOWSPEC parameter specified in the next section.

ServiceProvider Specific [OPTIONAL]

This parameter can provide additional provider-specific QoS parametersto the QoS SPfor a
given flow. Alternatively, the flowspec could provide an extensibility mechanism, i.e. aset of
rules for adding additional information in a structured manner (e.g. by providing for agiven
additional information item, an item ID, indicators specifying what treatment should be applied
to theitem if the corresponding SP functionality is missing or not compatible - e.g. ignore - the
length of the description, and the description).
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Note that most applications can fulfil their QoS requirements without using the ServiceProvider Specific
extensions. However, if the application must provide information not available with the QoS parameters
defined in this chapter, the ServiceProvider Specific extensions alows the application to provide
additional parametersfor the QoS Service Provider.

Note also not all parameters have to be specified for a QoS request to the ESI. If the ESL cannot map the
requested QoS to the used QoS Service Provider a specific error message is return. If for a sending flow
also a receiving flowspec is defined it is simply be ignored since a flow is a uni-directional data stream.
The same is valid for the opposite case. But if for a sending flow no specific SendingFlowspec is defined
an error messageis returned.

A5.10.2 FlowSpec

The FlowSpec provides the basis for QoS contracts. In addition to best effort traffic, where applications
only tell the network where to deliver the packets, QoS enabled applications have to tell the network more
precisely its requirements for QoS, the type of service the application requires and the amount of traffic
that the app is going to inject into the network. The application might provide qualitative information like
“use a controlled-delay service” or quantitative information like “1 need a maximum delay of 150 ms’. In
addition to the description, what the application requires additional information what the application is
going to inject into the network helps the service provider in planning its resources.

Within the FlowSpec, the application is specifying its requirements for the given flow, i.e. the FlowSpec
is the set of information we provide to the network. It is then up to the ESL and the used QoS SP to
interpret these parameters and to take proper actions (e.g. traffic control mechanisms and/or signalling) to
enforce the QoS contract.

A FlowSpec consists of

Token Bucket Model Parameters (see[A5.5])

TokenRate Specifies the permitted rate at which data can be transmitted over the life of
the flow.
TokenBucketSize The maximum amount of credits agiven direction of aflow can accrue,

regardless of time.

PeakBandwidth The upper limit on time-based transmission permission for a given flow
sometimes considered a burst limit. PeakBandwidth restricts flows that may
have accrued a significant amount of transmission credits, or tokens from
overburdening network resources with one-time or cyclical data bursts, by
enforcing a per-second data transmission ceiling. Some intermediate systems
can take advantage of this information, resulting in more efficient resource
allocation.

Note that the PeakBandwidth must be greater than or equal to TokenRate

Latency Maximum acceptable delay between transmission of a bit by the sender and
its receipt by one or more intended receivers. The precise interpretation of
this number depends on the level of guarantee specified in the QoS request.
Latency is expressed as an interval (minimum_acceptable limit and
desirable_limit in microseconds).

Specifying an interval for their Latency may satisfy elastic or adaptable
applications. The QoS SP invokes appropriate mechanisms that depend on
the service type to enforce the minimum_acceptable _limit over the lifetime
of the flow. If this cannot be maintaining, a QoS violation is signalled to the
service user. If enough resources are available, the QoS SP may provide
resources that allow enforcing desirable_limit. Note, that the lower the value
in latency, the higher the resource requirements are.

Page 318



BRAIN

D22/10

DelayVariation/Jitter

Service Types

Difference between the maximum and minimum possible delay a packet will
experience. Applications use DelayVariation to determine the amount of
buffer space needed at the receiving end of the flow, in order to restore the
original datatransmission pattern. DelayVariation is expressed as aninterval
(minimum_acceptable_limit and desirable_ limit in microseconds).

Specifying an interval for the required DelayVariation may satisfy elastic or
adaptable applications. The QoS SP invokes appropriate mechanisms that
depend on the service type to enforce the minimum_acceptable_limit overthe
lifetime of the flow. If this cannot be maintaining, a QoS violation is
signalled to the service user. If enough resources are available, the QoS SP
may provide resources that allow enforcing desirable limit. Note, that the
lower the valuein latency, the higher the resource requirements are.

BESTEFFORT

CONTROLLED
LOAD

GUARANTEED

Specifies that the Resource Provider should use the FLOWSPEC as a service
quality guideline, and make reasonable efforts to maintain the level of service
requested, without making any guarantees on packet delivery.

Provides an end-to-end quality of service that closely approximates
transmission quality provided by best-effort service, as expected under
unloaded conditions from the associated network components along the data
path. Applications that use CONTROLLEDLOAD may therefore assume that
the network will deliver a very high percentage of transmitted packets to their
intended receivers; in other words, packet loss will closely approximate the
basic packet error rate of the transmission medium.

Transmission delay for a very high percentage of the delivered packets will
not greatly exceed the minimum transit delay experienced by any
successfully delivered packet.

Initiates QoS enforcement mechanisms within the service provider that
isolates a given flow from the effects of other flows (as possible). This
isolation guarantees the ability to transmit data at TokenRate
(minimum_acceptable_limit) for the duration of the connection. However, if
the corresponding end-node transmits data faster than TokenRate, the
network may delay or discard the excess traffic based on a policing/dropping
behaviour. If TokenRate (minimum_acceptable_limit) is not exceeded over
time, Latency (minimum_acceptable limit) is also guaranteed. If enough
resources are available, the service provider may support the higher interval
bounds.

GUARANTEED is designed for applications that may require a deterministic
quality of service but would not benefit from better service (such asreal-time
control systems).

MaxSduSize

MinimumPolicedSize

Specifies the maximum packet size permitted or used in the traffic flow.
MaxSduSize is expressed in bytes.

Specifies the minimum packet size for which the requested QoS will be
provided. MinimumPolicedSze is expressed in bytes.

A5.10.3 Service Provider specific Information [optional]

As mentioned in the preliminary sections the QoS parameter structure can contain QoS Service Provider
specific information. This additional information is passed to the ESI which itself manage the data and
passed it if appropriate to the currently used QoS Service Provider. The QoS Service Provider specific
information can be seen as a hook concept, alowing an application to pass QoS Service Provider specific
information. It has to be noted, that there is absolute no guarantee that the parameters are applied in any

way.
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A Service Provider specific information may contain:

PacketL ossRate

ShapeDiscar dM ode

Specifies the packet loss rate that is desirable for the given service.
PacketLossRate is expressed as an interval of floating numbers
(minimum_acceptable_limit and desirable_limit in percentage of packets
lost).

Specifying an interval for their PacketLossRate may satisfy elastic or
adaptable applications. If the used QoS SP provides this parameter, it can
invoke appropriate mechanisms that depend on the service type to enforce
the minimum_acceptable_limit over the lifetime of the flow. If enough
resources are available, the QoS SP may provide resources that allow
enforcing desirable_limit.

Specifies the requested behaviour of a Packet Shaper used by traffic control mechanismsif traffic
control isimplemented. Vaues are;

NONCONF_BORROW

NONCONF_SHAPE

NONCONF_DISCARD

Instructs a Packet Shaper to borrow remaining available resources
after all higher priority flows have been serviced. If the TokenRate is
specified for this flow, packets that exceed the value of TokenRate will
have their priority denoted to less than
SERVICETYPE_BESTEFFORT, as defined by service type.

Instructs a Packet Shaper to retain packets until network resources are
available to the flow in sufficient quantity to make such packets
conforming. (For example, a 100K packet will be retained in the

Packet Shaper until 200K worth of credit is accruedfor the flow,
allowing the packet to be transmitted as conforming). TokenRate must
be specified if using TC_NONCONF_SHAPE.

Instructs the Packet Shaper to discard all non-conforming packets.

PacketDropPriority

Specifies the requested dropping priority for the given flow. This
parameter may be used to prioritize between different flows that show
the same behaviour. PacketDropPriority implicitly determines the
drop behaviour that should be applied to the given flow. The lower the
PacketDropPriority, the lower the local dropping possibility.
PacketDropPriority is specified as an interval of byte numbers
(minimum_acceptable_limit and desirable_ limit). The lowest
PacketDropPriority is 0, whereas the highest is 255.

Asan example, an audio flow might require alower dropping
possibility than avideo flow.

Specifying an interval for their PacketDropPriority may satisfy elastic
or adaptable applications. The QoS SP invokes appropriate
mechanisms that depend on the service type to enforce the
minimum_acceptable |limit over the lifetime of the flow. If enough
resources are available, the QoS SP may provide resources that allow
enforcing desirable_limit.
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PacketForwardPriority

Cost

Specifies the requested forwarding priority for the given flow.
PacketForwardPriority implicitly determines the queuing behaviour
that should be applied to the given flow. The higher the
PacketForwardPriority, the lower the local queuing delay.
PacketForwardPriority is specified as an interval of byte numbers
(minimum_acceptable_limit and desirable_ limit). The lowest
PacketForwardPriority is 0, whereas the highest is 255.

Asan example, an audio flow might require a higher packet
forwarding priority than avideo flow.

Specifying an interval for their PacketDropPriority may satisfy elastic
or adaptable applications. The QoS SP invokes appropriate
mechanisms that depend on the service type to enforce the
minimum_acceptable_limit over the lifetime of the flow. If enough
resources are available, the QoS SP may provide resources that allow
enforcing desirable_ limit. PacketDropPriority implicitly determines
the queuing mechanisms applied for hand over situations for the given
flow. Together with PacketLossRate it determines what error control
mechanisms should be applied, if available.

Including cost into a QoS specification would enable application
programmers to include cost issues into the QoS contract. As a it was
decided that this parameter shall be regarded as spare container
parameter, to be specified further in alater project.
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A5.11 QoSand Primitive Mapper

One basic idea of the ES is to give support in writing QoS aware applications, independent from the
available QoS Service Providers. Therefore functionality is defined mapping the ES's primitives and
their parameters onto the appropriate and usable QoS Service Provider's primitives and parameters. The
Mappers are dependent on ESL's registered QoS Service Provider. If the usability of the QoS SP change
e.g. due handover, either the Mapper have to be exchanged or they have to be informed that they have to
map henceforth between the ESl and the new usable QoS SPs. The adaptation of the Mapper must be
done by the ESL, which therefore has to be informed about the change of usable QoS SP from underlying
layers.

As already described in section A5.1, the ESL provides at least two entities the QoS and Primitive Mapper
respectively. The following two sections demonstrate how such Mapper can look like. It is started with a
Primitive Mapper followed by a QoS Mapper. These sections show only the logical mapping of the
primitives and QoS Parameters. How such Mappers are realised is rather implementation specific.

Also details considering setting up a session, if provided by the available QoS Service Provider, is left
open for further detailed implementation specification. Note that the Mappers are explained each for their
own, but at the end they have to play together - for example, during mapping the SetQoS service primitive
the specified QoS parameters have to be considered and mapped in an appropriate way. The QoS
Parameter can also influence the primitive Mapper at all. If the requested service typeis like Best Effort it
might be that the SetQoS service primitives are mapped to different kind of primitives as in the case of
requesting a service type like Guaranteed Load.

The scope of this section is to show how a mapping between explicit end-to-end signalling services,
supported by the ESI, and an appropriate QoS Service Provider as introduced in chapter A5.9.3 can be
done. Mapping of non explicit end-to-end signalling services like AssignQoS is not considered in this
section.

A5.111 Primitive M apper

The Primitive Mapper is in charge of mapping the ES primitives to usable/available QoS Service
Provider and vice versa. Based on the design decisions made in chapter A5.7 it has to be distinguished
between services related to explicit end-to-end signalling like the SetQoS and ChangeQoS services and
services which are explicitly not using any end-to-end signalling like the AssignQoS service.

In the following it is described how the SetQoS and ChangeQoS and their associated SetQoS
ChangeQoSViolation service primitives can be mapped. Therefore it is assumed that an explicit end-to-
end signalling QoS Service Provider is available, for the sake of the example it is assumed that a RSVP
QoS SP is available and usable by the ESL. The RSVP primitives introduced in chapter A5.9.3 are used
for describing the mapping.

A511.11 Mappingof SetQoS and SetQoSViolation service primitives

The exact mapping of the SetQoS and SetQoSViolation Service primitives is straightforward and is
depicted in Table A5-3 and Table A5-4. Note that PathViolation.indication and ResvViolation.indication
is mapped to SetQoSViolation.indication only during establishing of a QoS aware flow. Further Path- or
ReswViolation.indication are mapped to the QoSViolation.indication primitive. Figure A5-19 summarises
the mapping in atime sequence diagram including the messages sent between the participating sides.

ES QoS SP(RSVP) Direction

SetQoS.reguest Sender.request ES->(RSVP) QoS SP
SetQoS.indication Sender.indication ESI<-(RSVP) QoS SP
SetQoS.response Reserve.request ES->(RSVP) QoS SP
SetQoS.confirm Reserve.indication ESI<-(RSVP) QoS SP

Table A5-3: Mapping of SetQoS Service Primitives

ES QoS SP (RSVP) Direction
SetQoSViolation.indication PathViolation.indication | (RSVP) QoS SP->ES
SetQoSViolation.indication ResvViolation.indication | (RSVP) QoS SP->ES

Table A5-4: Mapping of SetQoSViolation Service Primitives
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Figure A5-19: Mapping of SetQoS Service

A5.11.1.2 Mapping of ChangeQoS and ChangeQoSViolation service primitives

The ChangeQoS primitives can be mapped in the same way as the SetQoS primitives due the fact these
RSVP QoS SP primitives are also used in the same way for changing the QoS properties of a QoS aware
flow. Details of the mapping are depicted in Table A55. Note that PathViolation.indication and
ReswViolation.indication is mapped to ChangeQoSViolation.indication only during the change of the
properties of a QoS aware flow. Path or ResvViolation.indication received before/after a change of the
QoS aware flow, are mapped to the QoSViolation.indication primitive. Figure A5-20 summarises the
mapping in atime sequence diagram including the message sent between the participating sides.

ES QoS SP(RSVP) Direction

ChangeQoS.request Sender.request ES-> QoS SP (RSVP)
ChangeQoS.indication Sender.indication ESI<- QoS SP (RSVP)
ChangeQoS.response Reserve.request ES-> QoS SP (RSVP)
ChangeQoS.confirm Reserve.indication ESI<- QoS SP (RSVP)

Table A5-5: Mapping of ChangeQoS Service Primitives

ES QoS SP (RSVP) Direction
ChangeQoSViolation.indication PathViolation.indication (RSVP) QoS SP->ES
ChangeQoSViolation.indication ResvViolation.indication (RSVP) QoS SP->ES

Table A5-6: Mapping of ChangeQoSViolation Service Primitives
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Figure A5-20: ChangeQoS Mapping

A5.11.1.3 Error Cases

During sending Path and Resv Messages between the participating hosts any network entity can generate
an error event due sending Path or a Resv Error Messages. Thereby a Path Error Message is generated in
reply to a send Path Message and a Resv Error Messageis sent in reply to a Resv Message.

From a QoS SP point of view PathViolation.indication primitive indicates an error in sender information
that was specified in a Sender.request primitive cal. A ResvViolation.indication primitive indicates an
error in areservation message that was specified in a Reserve.request primitive call.

ESI QoS SP (RSVP) Direction
QoSViolation.indication | PathViolation.indication (RSVP) QoS SP->ES
QoSViolation.indication | ResvViolation.indication (RSVP) QoS SP->ES

Associated with the Path and ResvViolation.indication primitive information about the error is passed as
an argument. The information about the error, also termed Error cmode (see Appendix [A5.7]), can be
mapped 1:1 to the type parameter of the QoSViolation.indication primitive. In addition to thisinformation
the ESL has to add information about the state of the QoS aware flow. This information can be deduced
from the Error code if no further information’® is available. For example, if the flow is aready QoS
aware and the ReswViolation.indication primitive is called with an Error Code = 01 Admission control
failure - Reservation request was rejected by admission control due to unavailable resource - it can be
deduced that the flow is not longer completely ”° QoS aware.

Ab5.11.2 QoS Mapper

The QoS Mapper is in charge of mapping the ESI QoS Parameters (see chapter A5.10) to the QoS Service
Provider supporting QoS related parameters. Due the usage of a RSV P QoS Service Provider the mapping
consists mainly between the ESI’'s QoS Parameter and the RSVP QoS Service Provider's TSpec (T
representing traffic, so TSpec means Traffic Specification, either for sender or receiver) and RSpec (R
representing reservation, so RSpec means Reservation Specification). It has to be distinguished between
the sender and receiver’'s side. On the sender’s side the QoS Parameter can be directly mapped to the
Sender's TSpec parameter, used in the Sender's service primitives whereas on receiver side the QoS
Parameters has to be mapped to the Receiver's TSpec and RSpec depending on the client’s requested
service type®’. For more details see [A5.7], ashort introduction can also be found in chapter A5.9.3.

8 Context information deduced from the current processing of the request/response.

™ Note that the failure is generated by one specific network entity, it might be that all the other network entities
between the sender and receiver could support a QoS aware flow.

80 Best Effort, Control Load or Guaranteed Load
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Ab5.11.2.1 Mapping ESI QoS Parameter to RSVP Sender TSpec and viceversa

Table A5-7 shows a mapping of the ESI’s QoS Parameter to RSVP Sender TSpec parameter. The
mapping is applied during mapping the RSVP Sender's primitives. This means that the ESI QoS
Parameters passed with a SetQoS.request primitive call (mapped to Sender.request) are directly mapped
to the RSVP Sender.request TSpec parameters according Table 5. The same is valid during mapping the
RSVP Sender.indication primitive to the ESlI SetQoS.indication primitive whereby the TSpec is mapped
'back’ to the SetQoS.indication 's QoS Parameters. (The same procedure is valid for ChangeQoS service
primitives QoS Parameter mapping).Note, that the Latency and DelayVariation is simply ignored or left
empty in this case - in contrast to the mapping on the receiver side (see below). Figure A5-21, at the end
of this section, depicts how the parameter mapping relates to the primitive mapping.

QoS Parameter RSV P Sender TSpec Direction

TokenRate TokenBucketRate (RSVP) QoS SP<->ES
TokenBucketSize TokenBucketSize (RSVP) QoS SP<->ES
PeakBandwidth PeakRate (RSVP) QoS SP<->ES
MinimumPolicedSize MinimumPolicedUnit (RSVP) QoS SP<->ES
MaxSduSize MaximumPacketSize (RSVP) QoS SP<->ES
Latency (RSVP) QoS SP<->ES
DelayVariation (RSVP) QoS SP<->ES

Table A5-7: Mapping of ESI QoS Parametersto RSVP Sender T Spec

Ab5.11.22 Mapping ESI QoSto RSVP Receiver's Flowspec (T Spec and RSpec)

Table A58 and Table A5-9 outlines a mapping between the ESI’s QoS Parameter and RSVP Receiver
Flowspec parameter comprising Receiver's TSpec and RSpec. The mapping is applied during mapping the
RSVP Receiver primitives. This means that ESI QoS Parameters passed with a SetQoS.response primitive
call (mapped to Receiver.request) are mapped to the RSV P Receiver.request TSpec and RSpec parameters
respectively. The same is valid during mapping the RSVP Receiver.indication primitive to the ES
SetQoS.confirmation primitive whereby the TSpec and RSpec is mapped 'back’ to the SetQoS.confirmation
's QoS Parameters. (The same procedure is valid for ChangeQoS service primitives QoS Parameter
mapping). Figure A5-21, at the end of this section depicts how the parameter mapping relates to the
primitive mapping.

QoS Parameter RSV P Sender Tspec Direction

TokenRate TokenBucketRate (RSVP) QoS SP<->ES
TokenBucketSize TokenBucketSize (RSVP) QoS SP<->ES
PeakBandwidth PeakRate (RSVP) QoS SP<->ES
MinimumPolicedSize MinimumPolicedUnit (RSVP) QoS SP<->ES
MaxSduSize MaximumPacketSize (RSVP) QoS SP<->ES
Latency (RSVP) QoS SP<->ES
DelayVariation (RSVP) QoS SP<->ES

Table A5-8: Mapping of ESI QoS Parametersto RSVP Recelver TSpec and RSpec

The RSVP RSpec specifies requested QoS parameters and is used by the receiver in RESV messages to
transmit requested reservation parameters only when rvice of type Quaranteed is specified by the
application. RSpec consists of a Rate and SackTerm parameter (see [RFC2210]). Mapping to the RSpec is

depicted in Table A5-9.

Latency

calculated based on
DelayVariation and L atency

QoS Parameter RSV P Receiver RSpec Direction
TokenRate and Rate is copied from TokenRate (RSVP) QoS SP<->ES
DelayVariation SackTermiscopied from
DelayVariation. The Latency
parameter isignored.
DelayVariation and Rate parameter of RSpec (RSVP) QoS SP<->ES

Table A5-9: Mapping of ESI QoS Parametersto RSVP Recelver TSpec and RSpec
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Ab5.12 Support of QoS unaware Application

As depicted in Figure A51 the ESl supports both, QoS aware Applications and QoS unaware
Applications also called legacy Application. The focus of this chapter is on legacy Application or using
BRENTA [BRENTA] terminology - on Type-A applications. How the ES supports legacy Application is
described in this chapter.

Ab.12.1 What isalegacy Application?

Before going into detail how alegacy Application can be supported, it has to be worked out what alegacy
Application is. Requirements have to be elaborated what a QoS aware Application is and from these the
support of a QoS unaware Application can be deduced. To find out the requirements a receiver/ sender
scenario isinvestigated in the following.

Y QoS negotiation consideres only
Reca ver | QoS on Application Layer | %nder

< QoS negotiation

Start transmission phase handles (in some way)
a) Application QoS

b) Network QoS

T
<]Start Transmission (establish QoS)>

DATA -sendina

o
Stop transmission phase handles (in some way)
a) Application QoS

‘,// b) Network QoS
<Stop Transmission (tear down Q@

Figure A5-22: What isa QoS aware Application

As depicted in Figure A5-22, a QoS aware Application, either in the role of a Sender or Receiver, @) can
participated in a QoS negotiation phase b) has to participate in a Start Transmission phase and c) hasto
participate in the Stop Transmission phase. During the Start and Stop Transmission phase the necessary
network QoS for a QoS aware flow has to be set-up. A QoS unaware Application has to be supported in a
way that the corresponding side assumes that a QoS capable corresponding peer is available. If the
Sender/Receiver scenario is analysed from a QoS Aware and Legacy Application in more detail four
different cases can be considered as depicted in Table A5-10.

Case Receiver Sender

1) QoS Aware Application QoS Aware Application
2) Legacy Application QoS Aware Application
3 QoS Aware Application Legacy Application

4) Legacy Application Legacy Application

Table A5-10: Analysethe Sender/Receiver Scenario

Case one has been already elaborated in conjunction with Work Group [A5.1]. The focus here is on the
other cases. It has to be noted that the support of QoS unaware Application makes only sense in specific
scenarios where the supported legacy Application is friendly in a way that it can be supported with QoS
by a third party application. It is out of discussion, that there are scenarios where the support of legacy
Application can not be accomplished in a meaningful way - hence there is no aim to support any kind of
Legacy Applications. The focus is preferentially on considering specific scenarios and based on the
results ameaningful support of Legacy Application should be achieved.

Due the fact that a Legacy Application is not QoS aware a third party component on the mobile terminal
has to take over and slips into the role of a QoS proxy for legacy Applications. An Application doing that
is termed Configurator (see also [A5.3]). It might have a Graphical User Interface alowing user-friendly
support of legacy Application. Due the fact that the details of how a Configurator looks like are rather
implementation specific they are not discussed in the scope of this document.

Note also, that the forth case (see Table A5-10) can be derived from the second - and third case, so for the
sake of analysing the scenario the fourth case is skipped.
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Ab.12.2 Consider the support of Recelver QoS unawar e Applications

If the case that areceiver is a QoS unaware Application is considered the Configurator has to take over
the task of handling QoS for the Legacy Application. As mentioned above the Configurator has at |east to
participate in the Start Transmission and Stop Transmission phase to establish a QoS aware flow.

Configurator is in charge of|
- supporting/steering legacy
Recelver [ appiication

Configurator

Sender

QoS negotiation

Start transmission phase handles (in some way)
a) Application QoS
b) Network QoS

P
Start Transmission (establish @
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DATA -sendinafas fla -
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]
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Figure A5-23: Receiver QoS unaware Application

The exact behaviour of the Configurator depends inherent on the used QoS Service Provider - mainly
between Sender-initiated (ike YESSIR) and Receiver-initiated (like RSVP) ones. Is the Sender-initiated
case is considered, the Configurator isin charge of replying to a Sender's offered QoS. This can be done
automatically (simply replying with the Sender's offered QoS) or by inclusion of the user via the
Graphical User interface. In the Receiver-initiated case the Configurator has to request the appropriate
QoS for aflow in some way to the Sender.®! If the QoS Service Provider does not supporting any kind of
explicit end-to-end signalling - like a DiffServ Service Provider does - the sender can still start with
sending information without any information about the client's capabilities. In the worst case the Receiver
can not display the information received for a QoS aware flow inan appropriate manner.

Due the fact that the QoS Service Provider can be either Sender-initiated or Receiver-initiated considering
a Sender QoS unaware Application behaves in the same way a Receiver QoS unaware Application does.
So the third case is not considered explicitly. But it should be noted that on the sender's side it has to be
guaranteed that the sender's socket (of the legacy Application) keeps the condition for their flows®?.

A5.12.3 How can a Configurator be supported

After analysing the task of a Configurator it has now to be discussed how it can take over the task of a
QoS Proxy and gets access to the specific flows of the legacy Application. In general the Configurator
can be supported either by the Local Management Functionality (see chapter A5.13) or by additional
primitives offered by the ESI for supporting the Configurator in managing Legacy Applications. By the
Local Management Functionality the Configuration can get access for example to the traffic control
(packet classifier, admission control and packet scheduler) properties and can modify them through the
Local Management Interface. The ESl can support the Configurator with new primitives, specific for
legacy Applications or modifying the signature of already existing primitives. The latter is subject of this
chapter and discussed in the following sections.

A5.124 Additional ESI primitivesfor supporting QoS unawar e Applications

To support a Legacy Application's flows with QoS the Configurator a) has to be informed about which
flows it should take over the QoS management and b) it has to be notified about incoming '‘QoS aware
flow request' yet to be established and not handled by any application running on the mobile terminal. It
is first considered the case 'a where the Configuration is informed or configured due either a specific

81 A way to do that might be offered by the means of QoSTemplates.

82 A legacy Application has to be built with Shared Libs, so it is possible that the lib supporting the ESI can be linked
during runtime.
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configuration file or the user's input e.g. through the Configurator 's Graphical User Interface. The main
issue on how a legacy application's flow can be addressed is explained in the following. There are
different possibilities:

1. Explicitly specifying the flow by the means of a 5tuple (Source IP Address, Source Port, Protocol-
ID, Remote IP Address, Remote Port). How to get each element is a question directed to the operating
system supported features.

2. Instead of addressing each parameter of the 5tuple explicitly the usage of wildcards ** can be
introduced.

3. Specifying the flow with a 5tuple (see 1) but instead of specifying a Source IP Address and Source
Port the application's Process-id can be used.

To assigh QoS to specific flows a flow descriptor is necessary (see definition of ESl primitives, chapter
Ab5.8). The ESI has to support primitives allowing the specification of aflow in the above mentioned way
and all matching flows has to be passed to the primitive's caler. Figure A5-24 depicts the way a
Configurator can take over other's application QoS management for their flows. In afirst step it has to
register itself for the specific flows using the ESl's Register ForFlow primitive. After getting a set of flow
descriptors matching the request the Configurator can associate QoS with the flow by using the common
ES Services like SetQoS, AssignQoS, ChangeQoS and ReleaseQoS. If the Configurator is not longer
interested in managing QoS for a specific flow the UnregisterForFlow primitive can be triggered
resulting in releasing QoS management for the specific flows.

RegisterForFlow

SetQoS Service

AssignQoS Service

ChangeQos Service

ReleaseQos Service

UnregisterForFlow

\)
time

Figure A5-24: Register For Flow Service

As mentioned above, the information received after a RegisterForFlow primitive call is a set of flow
descriptors used in ES Services. This set consists of any flow matching the primitive's parameter. Note
that this can be a lot of flows - and in some scenario the usage of wildcards or Process-ID is rather
pointless. But nevertheless there are also meaningful scenarios where the usage of these parameters
makes sense - and therefore they are provided by the ESI.

A5.1241 Register ForFlow and Unregister For Flow Service

A detailed description of the additional introduced primitive Register ForFlow and Unregister ForFlow are
introduced in the following tables.

Register For Flow.request primitive service user -> service provider
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associated Description of flows the Configurator wants to manage QoS for. Can be specified in

information the following ways:

Explicit specification of the 5-tuple: Source IP Address, Source Port, Protocol-ID,
Remote IP Address, Remote Port.

Using wildcards instead of specifying elements explicitly.

Instead of Source IP Address and Source Port the legacy Application'sProcess-id
can be used to specify the flow.

description Specifies for which - already established flow - the Configurator takes over the QoS
handling - so that the legacy Application gets QoS aware.

Register For Flow.confirm primitive service provider -> service user

associated A set™ of flow descriptors usable for associating the flow with QoS by using ESI's

information SetQoS, ChangeQoS or AssignQoS Services.

description The primitive call passes all flow descriptors matching the Register For Flow.request
parameters, which are not already QoS aware.

Unregister For Flow.request primitive service user -> service provider
associated Description of flows the Configurator wants to release the managing of QoSfor.
information Can be specified in the following ways:

Explicit specification of the 5-tuple: Source |P Address, Source Port, Protocol-ID,
Remote IP Address, Remote Port.

Using wildcards instead of specifying elements explicitly.

Instead of Source IP Address and Source Port the legacy Application'sProcess-id
can be used to specify the flow.

description Specifies for which flows the Configurator does not managing the QoS handling
any longer.

Remarks:

It might be that UnregisterForFlow.request gives up the control for a QoS established flow without
triggering the ESl's ReleaseQoS Service. Either the Configurator involves the user with the decision
or ReleaseQoS is accomplished implicitly for all flows matching the UnregisterForFlow.request
parameters.

To use the Process-ID as parameter might be an optional case not supported by all mobile terminals
operating system®.

See section A5.12.4.3 how the primitives can be used.

A5.12.4.2 Register ForQoSRequest and Unregister For QoSRequest Service

The previous primitives are good if the Configurator plays the active role - like register itself for a
specific flow. But there might be the case that the Configurator will be informed automatically about all
incoming requests for establishing a QoS aware flow, which are not handled by any application. What
does it mean - not handled by an Application? If a RSVP QoS Service Provider is considered, a
application has to call the Session.indication primitive (see RFC [A5.6]) to announce its interested in
participating RSVP handling. A Legacy Application can not do that - and therefore incoming request on
the well-known port where no application feels responsible for can be forwarded to the Configurator, if it
isinterested in.

It is very useful for the Configurator on the Receiver side if a Sender-Initiated QoS Service Provider is
used. In this case it can answer all incoming request for establishing a QoS aware flow by simply replying

8 The kind of data structure passed with the primitive called isimplementation specific.

8 The author's personal view [OS].
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with the Server's offered QoS. Note this is one way how the Configurator handle such kind of requests,
an other way might be to involve the user in the decision process but that's open how the Configurator
handles that request, the important thing is that thereis afacility to do it automatically.

The ES supports two primitives allowing the Configurator to register and unregister itself for all
incoming requests for establishing a QoSaware flow. These are introduced in the following:

Register For QoSRequest.request primitive service user -> service provider
associated none

information

description A Configurator register itself at the ESl interested in getting all incoming requests

relating to a QoS aware flow, not handled by any other application.

Unregister For QoSRequest.request primitive service user -> service provider
associated none

information

description A Configurator unregister itself at the ES resulting that all incoming reguests

relating to a QoS aware flow, not handled by any other application are handled in a
predefined way - means that they might be ignored. (Depends on the basic
behaviour of the QoS Service Provider responsible for the request).

See section A5.12.4.3 Usage Example how the primitives can be used.

A5.12.4.3 UsageExample

The following two figuresiillustrate the usage of the primitives introduced in the previous sections. Figure
A5-24 shows a Receiver/Sender scenario assuming that the Receiver is alegacy application supported by
the Configurator. It is further assumed that a logically connection is established meaning that a complete
flow description is available on both sides. Note though the diagrams show the Receiver to the left of the
Configurator does not mean that information from the ESI to the Receiver is passed through the
Configurator - it is passed directly. After registering for the specific flow the Configurator manages the
QoS for the specific flow by replying to the SetQoS.indication primitive with the SetQoS.response
primitive passing the appropriate QoS Parameter (see chapter How the QoS Parameter are specified is out
of scope of this example - rather a question of the functionality of the Configurator. After setting up the
QoS aware flow data can be transmitted from the Sender to the Receiver on a QoS aware flow. At a
specific point - triggered for example by the user - the Configurator unregister itself for the specific flow
- after releasing all request resources due ReleaseQoS.
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Figure A5-25: Usage of Register For Flow and Unregister For Flow

Figure A526 shows the usage of the RegisterForQoSRequest.indication and
Unregister ForQoSRequest.indication from a Receiver point of view. Note though the diagrams show the
Receiver to the left of the Configurator does not mean that information from the ESl to the Receiver is
passed through the Configurator - it is passed directly. In the example a RSV P QoS Service Provider is
assume for the sake of explanation. The Configurator show its interest in managing QoS for flows by
simply calling the RegisterForQoSRequest.indication primitive resulting in forwarding all request for
QoS aware flows to the Configurator. Incoming Sender.indication primitives, mapped to a
SetQoS.indication primitive are brwarded to the Configurator which is henceforth responsible for
handling the QoS for that flow. At least the Configurator gets the Sender.indication. If it is replying
depends on how the Configurator acts in detail. If the Configurator is not longer interesting the
Unregister For QoSRequest.request result in that the ESI handles request to QoS aware flow in the default
way - depends on the default behaviour of the usable QoS Service Provider.
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Ab5.13 Local Management Functionality

Asdepicted inFigure 5-1: an additional interface is defined beside the ESI. It aims to support multimedia
applications with different management functions. The detail about the interface and the it's functionality
isintroduced in the following sections.

Ab5.13.1 Background

Future broadband wireless multimedia applications shall be able to run on a set of different terminals.
These terminals might support a variety of different networks. In order to be aware of the terminal
capabilities and to manipulate the operation of the terminal, applications usually interact with the
operating system to discover available network adapters, the state of the network and other required
features. Furthermore, the operating system usually provides control functions that allow fine grain
control over the behaviour of the terminal.

A set of mandatory and optional management functions has been identified that are useful to support
specialised multimedia applications. In order to avoid operating system specific functions, local
management functions in terms of an abstract object model are defined. The advantages of this approach
are two-folded. First, it allows to concentrate on the management functions itself, without being distracted
by the way, a specific operating system might implement this. Second, it alows mapping this
specification to an API that abstracts from OS specific functions. This layer between the OS and the
applications enhances the portability of applications.

The following sections are structured like this: First, we describe the abstract object model that allows
specifying the required functionality. Then an overview about the management function isidentified.

Ab5.13.2 Management M odel

The Management Model describes management functions through a standard object model with an event
mechanism. Furthermore, the management provides a mechanism to detect which management objects
areavailable.

Management Objects
A Management Object represents a single functionality inside of a BRAIN protocol stack. Management
objects consist of
?? Attributes that describe the state of the object. For simplicity reasons, attributes can only be
basic datatypes like integers or strings.
?? Methods that allows invoking operations on the object.
?? A set of childobjectsthat allows representing dynamic aspects of the system.
?? A namethat identifies an object uniquely in the set of siblings (e.g. /adapter/ethernetl,
/adapter/ethernet2, /adapter/hiperlanl).

Management Events
Interested applications can register for management events that can be issued from an object. There are
two types of events:
?? Thefirst event signals the change of an attribute of a management object. It returns the name of
the changed attribute as well asthe new value.
?? The second event signals the change in the set of children. It returns the name of the affected
child aswell asthis object wasinserted into the child set or removed.

Discovery Functions

In order to alow the flexible usage of the event model, each terminal is allowed to implement different
sets of management object. This gives additional flexibility to the terminal manufacturer. In order to cope
with this, applications need a way to discover available management objects. In order to do so, the system
provides a root object named “/” that represents the logical collections of available management objects.
A predefined method listChildren() returns the names of the children objects. The application can then
access these objects and apply the listChildren() function recursively.

Remarks:

The main purpose of this model is to provide an abstract object model to describe management
functionality. Therefore, the model presented here tries to provide a minimum set of required
functionality. A concrete implementation would probably add functions that allow a sophisticated and
efficient usage of the model. For example, instead of registering with each object for events, a concrete
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implementation might offer a function that automatically delivers all events from a single sub-tree of the
management functions.

A5.13.3

BRAIN Management Functions

The following section describes several identified local management functions. This is by far not the
complete set of required local management functions, but deal with certain aspects of the system.

A5.133.1

Network Adapters

BRAIN applications want to identify the available network adapter and their status. The system provides
amanagement object called “/networkadapter” that monitors the available network adapters. For each
adapter it provides a child object that represents the adapter and its status attributes. (see also section

A5.15.3.2 Network Interface Card related parameter (NIC))

Name Attribute/M ethod Description
/networkadapter MO representing alist of available
Network Provider:
/networkadapter/ethO One example network adapter. Thereis
NO naming convention on the name of the
adapter.
Type Type of network, e.g. “Ethernet”,
“HIPERLAN/2’
Status 0=down
1=up
MaxBandwidth Maximum avail able bandwidth on this
adapter,
e.g. 10Mbit/s on an standard Ethernet
adapter
AddMonitor() Adds amonitoring child object
RemoveM onitor() There can be only one.
/networkadapter/ethO/ A object monitoring the current network
monitor adapter
UsedBandwidth_sec | The bandwidth used in the |last second
UsedBandwidth_min | The bandwidth used in the last minute
UsedBandwidth h The bandwidth used in the last hour.
Ab5.13.3.2 Enhanced ServiceLayer

According to WP1, BRAIN applications might want to select the QoS SP used by the Enhanced Socket
Layer. Whenever a terminal manufacturer provides this capability, the following set of management

object shall be used to give applications the required control.

Name
JESL

Attribute/M ethod

Description
M anagement Object representing the ESL

JESL/Q0SSPs

MO representing alist of available QoS
SP;

StandardQoSSP

The currently active standard QoS (at
start-up time, thisis pre-configured, can be
changed with the SelectQoSSP function).

SdlectQoSSP()

Method to set the new QoS SP.

JESL/Q0SSPYRSVP QOSSP

A RSVP QoS SP.

Type

Type of the QoS SP

A5.13.3.3

M obility functionality

Local Management Interface offers functionality that enables the user to monitor handover functionality.

It provides mechanisms to inform about ongoing handovers.

Name
/MobilityManagement

Attribute/M ethod

Description

Contains status information about the
Mobility MO. Is used to beinformed
about possible handover opportunities.

/M obilityM anagement/Handover

MO representing alist of supported
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handover types.

addMonitor()

adds a monitor object as child

removeM onitor()

removes arunning monitor object

/MobilityManagement/Handover/
Monitor

Status

0 = no ongoing handover
1 = planned handover
2 =forced / unplanned handover

Based on thisinformation an application can accomplish specific tasks.
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A5.14 Analyse Mobility Management-r elated aspects of the ES

At the beginning of 1P based networks, the end systems —known as hosts- had a single physical point of
attachment (network interface) to the network. This network interface was identified by an IP address.

This address had to be known to establish a connection with a remote host, thus this | P address somehow
served as identification of the host. When different services were run at the same host, an additional

number had to be supplied to identify each different service. It was termed port number. Lately the need
to run different instances of the same service in ahost appeared. As an example, consider a host attending
requests to two different web servers (e.g. www.info.net and www.news.org). The port (service identifier)
is the same while different web pages should be served. To solve these situations, the I P aliasing concept
was introduced, allowing a host to have several |P addresses associated with the same network interface.
At thistime, the IP address could no longer be used as the unique host identifier.

Another evolution of the single network interface host was the multi-homed host. This is a host with
several network interfaces, thus being able to send/receive traffic to/from different IP networks. The main
difference with a router is that it acts as source or sink for the traffic flows. This type of hosts required
special support from its operating system, mainly in two aspects. Firstly, the routing table needed to store
an additional parameter, the outgoing network interface to reach the next hop. Secondly when a
connection is established the application had to have control on the interface used. The standard socket
interface allowed this possibility. The application had to provide the required source address in addition
to the destination address. This information has to be used by the local operating system to assign the
connection to the network interface configured, which such address. The application obtained the local |P
addresses queering to the operating system.

The BRAIN usage scenarios [A5.2] introduced some situations where the terminal must be aware of an
additional information: the network provider (NP). The NP is an entity offering |P based communication
services. With the introduction of radio based network interfaces—cellular systems or wireless LANs- the
terminal faces a new situation: several NPs offering simultaneously IP based communications at a given
location. Then the terminal must somehow choose one of them to establish network connections. Several
reasons can influence the selection of a NP when establishing a connection. The first one would be that
the NP can reach the intended destination. Recall that BRAIN usage scenarios consider the possibility of
a NP which deploys a wireless network offering access to a limited set of services (e.g. the wireless
network of an airport). This NP cannot be used to establish Internet scoped connections, while it must be
used to access the airport local information. The discovery of the reachable destinations through a NP
does not need new developments, current | P protocols already support this functionality. The terminal can
use ICMP messages to find out if a particular destination is reachable through a NP at any time. In
addition the NP could broadcast routing information to the terminals attached to its network.

In some situations, several NPs will be able to deliver traffic to a destination. Then the terminal must be
able to acquire extra information to choose one of them. Typically the terminal could check on the
additional features to the basic IP service. For example it could check if there are enough resources at the
NP to provide the required QoS for the connection; or what are the security mechanisms in place for the
transmission (authentication or privacy); or if there are special servers deployed at the NP to easy the
transmission (e.g. a local email relay). All this type of information can be obtained using current
protocols, what is new is the need for the terminal to gather thisinformation and storeit. This information
could then be used by the module of the ESL automatically assigning new connections to NPs or by
applications selecting the NP for their connections through the Local Management Interface.

This last sentence raises the question on which entity should select the NP for a connection. Two modes
are supported: automatic and manual NP selection. Most of the applications will use the automatic mode,
that is relying in the terminal to choose the best NP for each connection. The entity in the ESL that will
perform this function automatically is the Primitive Mapper. For the decision it will consider the
information gathered from the available NPs, the parameters supplied by the application in the connection
request (e.g. intended destination, QoS desired) and the user profiles and system policies stored in the
terminal. Some applications might prefer to control the NP used for their connections. This is the manual
NP selection mode supported through a set of primitivesin the Local Management Interface (see chapter
A5.13).

?? EnumerateNWProvider ([capabilities])

The EnumerateNWProvider primitive is used to retrieve information about available network
providers. The optional capabilities parameter could be used to provide a profile of the specific
network provider capabilities required (e.g. mobility support/without mobility support). The
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primitive returns a list of Network Providers that are able to fulfil the indicated capahilities. Each NP
is identified by a code and a text string. The text string will be a name familiar to the user, while the
code will be used internally by the terminal entities. As an example, EnumerateNWProvider() could
return {(134,Vodafone) (2345Mal_NP)}, while EnumerateNWProvider(mobility support) could
return {(134,Vodafone)}. The enumeration of the complete set of capabilities offered by NPs is
outside the scope of this document, as thiswill be primarily market driven.

??  GetlnfoNWProvider (NWProvider_code)

The GetInfoNWProvider retrieves information about the operational characteristics and performance
of a given network provider. As a NP can be accessed from a terminal using different network
interfaces (e.g. a NP which offers UMTS and GSM services), the answer will be classified by the
network interfaces of the terminal. As an example, GetlnfoNWPRovider(2345) could return
{/networkadaptor/UMTS (capabilities list, performance_param), /networkadaptor/GSM
(capabilities list, performance param)}. The network interfaces correspond to these retrieved
through the Local Management Interface. The capabilities list corresponds to the one commented in
the previous primitive. The performance parameters are described in similar terms than the QoS. For
more details of information, see section A5.15.3.2 Network Interface Card related parameter (NIC).

??  SelectNWProvider (flow, NWProvider_code, network_interface)

The SelectNWProvider primitive sets the network provider and the network interface for the
specified flow. To perform this assignment, the application is expected to have its internal policy. As
an example, an application-based policy could look like: first, use network provider for a fixed
network interface; if none is available, use 802.11 conform wireless NP due to cost constraints;
finally, use UMTS NP if no other available. This policy will be applied to assign each flow to a pair
(NP, network interface).

To improve the performance when creating a new flow, an application typicaly will use the
primitives EnumerateNWProvider and GetinfoNWProvider in advance, storing the retrieved
information. In this way, the information is ready at the time the flow is created. To maintain this
information updated, applications should poll regularly the network, even if no new flows are
expected. In order to avoid this inefficiency, the Local Management Interface allows applications to
register for certain events related to NPs behaviour. These are the indications that applications can
register for:

?? NWProvider Reachablel ndication(NWProvider _code list)

Issued when a new network provider becomes reachable or a previously reachable NP is now
unreachable. As parameter the list with the codes of the affected NPsisincluded.

?? NWHProvider ForcedHandOver .| ndication(NWProvider_code, old NI, new_NI)

Issued when a NWProvider performed a forced vertica handover (e.g. from HIPERLAN/2 to
UMTS). If the handover is horizontal, the application is not informed with this indication as no
mayor disruption of the service capabilities are expected. The level of QoS could be affected due to
the lack of resources in the new access point, but thisis notified as a QoS violation. As parameters it
contains the code of the affected NP, the old network interface and the new network interface.

?? NWProviderHandOver Planned.Indication(NWProvider_code, current_NI, future NI)

Issued when a vertical handover is planned in the near future. As parameter it contains the code of
the NP, the current network interface and the future one. Based on this information and the
information about alternative network interfaces for the NP, the application can proactively prepare
itself for the handover —e.g. increasing the buffering- or specify a different network interface for the
vertical handover using SelectNWProvider () .
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A5.15 Appendix

This chapter contains the background knowledge rose up during different discussion in WP2 and
terminology of used termsin this document.

Ab5.15.1 Terminology

flow  Anindividual, uni-directional datastream between two transport layer entities, uniquely
identified by a flow identifier like a 5tuple containing source address, source port,
protocol type, remote address, remote port. Note that a flow is supposed to exist for a
longer period of time. A flow can be described as data packets traveling hop-by-hop
through the network from the originating transport entity on a specific host to areceiving
transport entity at the destination host or hosts.

Ab.15.2 Explicit Congestion Natification

This chapter contains the issue of how Explicit Congestion Notification can be handled to support the
application (if requested) with information about it. Detailed information can be found in[A5.4].

QoSrelated issue (see [A5.4])

If network resources are running out, various queues are growing and routers are dropping packets. Both
the applications and the network would benefit from explicit indications of these problems: applications
can take measures to lower their transmission speed or a Vol P application can start to use a more robust
coding scheme; the lowered amount of data transferred enables the network to clear the congestion
situation. Even without explicit notifications, some transfer protocols watch their transfer and react to
probable congestion. If packets are dropped or sufficiently delayed, for example, TCP halves its sending
rate and RTP can try to switch between multimedia codecs.

Explicit Congestion Notification (ECN, [A5.17]) is becoming a central element in reporting of congestion
in a network. ECN is so far studied to be used with TCP, and work is ongoing towards using ECN with
UDP-based flows. Therefore, we suggest using the ECN framework to notify of network congestion in
the BRAIN network. In addition, the IP2W interface provides a mechanism to provide feedback to MNs
on problems related specifically to the wirelesslink.

ESI/LMI related issue

The feedback about ECN can be passed to the application layer either through the Local Management
Functionality or it can be mapped to a QoSViolation.indication primitive (if specific QoSis violated) with
the parameter type value's ECN. This has to be specified into more detail, it might be that the type can be
expressed in a more generic way, nevertheless the information - if available - should be passed to the
application.

Ab.15.3 Requestsfrom Work Group 1

This chapter contains requests from Work Group 1, which have to be considered in further design and
implementation phases.

A5.153.1 Local Management Functionality related

WPL1 requested to have the possibility to set a network provider explicitly for a specific flow - aprimitive
called SelectNWProvider(flow, NWProvider). This method is especialy useful in a multi-homed terminal
(see chapter A5.89.1). As an example, the application might always use the 802.11 conform wireless
network provider (if available) due to cost constraints. However, the application would use as its primer
network provider the gigabit Ethernet conform NWProvider due to performance constraints. Therefore an
application-based policy could look like - first, use network provider for a fixed network. If none
available, use 802.11 conform wireless NWProvider due to cost constraints. Finaly, use UMTS
NWProvider if no other available.

AbB.15.3.2 Nework Interface Card related parameter (NIC)
Note, the content of this section isexact the same as send out with the WP-SM 030-1b-Pl document.

This section describes parameters that are of interest for WP1. These parameters allow the QoS
framework to retrieve operational and performance-related information in order to make policy driven
QoS decisions. This allows making adaptation cycles in advance. Note that this describes parameters that
should be available through the Local Management Interface. Note, in a multi-homed terminal, there

Page 339



BRAIN D22/10

might be more NIC (Network Interface Cards) running in parallel. There should be a mechanism to
address each NIC, separately for gathering per NIC statistics.

To be in line with the Local Management Functionality (introduced in chapter A5.13) the following
characteristics can be implemented as attributes of the Network Adapter Object for example for the first
HIPERLAN Interface : /networkadapter/hl 0)

General Operational Characteristics

Name Description

GEN_SUPPORTED LIST List of Supported Parameters
GEN_HARDWARE_STATUS Specifiesthe current hardware status of the underlying NIC:
Parameters could be one of the following:

Ready

Initializing

Closing

Reset

Not Ready

GEN_MEDIA_SUPPORTED M ediatypes supported. Parameters could be one or alist of
thefollowing:

MEDIUM_HIPERLAN/2

MEDIUM_802.11

MEDIUM_UMTS

GEN_MEDIA_IN_USE Specifies acompletelist of the mediatypesthat the NIC
currently uses. Thislist can include some, none, or al of
the above.

GEN_QOS SUPPORTED Specifiesif and to what extend QoS is supported.
Parameters could be one of the following:

QOS BEST_EFFORT

QOS CONTROLLED LOAD

QOS _PREDICTABLE_QOS

GEN_MAXIMUM_FRAME_SIZE Specifies the maximum network packet size, in bytes, that

the NIC supports. In response to this query from requesting
transports, the NIC driver should indicate the maximum
frame size that the transports can send, excluding the
header. This parameter can be used by WP1 to determine
the packet size of the PDUs for compressed multimedia
datain order to optimise throughput.

GEN_LINK_SPEED Specifies the maximum speed of the NIC in kbps. This

parameter can be used in WPL for the broker to distribute
the possible link capacity among all QoS managed
connections when performing QoS orchestration.

GEN_VENDOR 1D Specifies athree-byte |EEE-registered vendor code,

followed by asingle byte that the vendor assigns to identify
aparticular NIC. The | EEE code uniquely identifies the
vendor and is the same as the three bytes appearing at the
beginning of the NIC hardware address. In our case this
code could be HI-2

GEN_VENDOR DESCRIPTION Pintsto a zero-terminated, counted string describing the

NIC

GEN_MEDIA_CONNECT_STAT

US Returns the connection status of the NIC on the network as

one of the following values:

M ediaStateConnected
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MdiaStateDisconnected

GEN_PHYSICAL_MEDIUM Specifiesthe types of physical mediathat the NIC supports.

This parameter is an extension of
GEN_MEDIA_SUPPORTED. NICs use this Parameter to
differentiate their physical mediafrom mediathat they
declared to support in the GEN_MEDIA_SUPPORTED
guery. These mediatypes could be one of:

PhysicalM ediumWirelessLan
Packets are transferred over awireless LAN
network.
Includes, for example, IEEE 802.11

General Statistics

The following attributes can be provided by a network monitors (see A5.13.3.1) for all network adapters,
e.g. /networkadapter/ethO/monitor.

These Parameters describe the general statistics. With frames, we denote the units used by the NIC, i.e.
MAC-frames. Note that these statistics are applicable from the start of the system up to where the
statistics are gathered. As an example, directly after start, the value of GEN_XMIT_OK is 0, after 1 sec it
could be 300, after 2 seconds 450,...

Name Description

GEN_XMIT_OK specifies the number of framesthat are transmitted
without errors.

GEN_RCV_OK specifies the number of frames that the NIC receives

without errors.

GEN_XMIT_ERROR

specifies the number of framesthat aNIC failsto
transmit

GEN_XMIT_BUFFER_ERROR

specifies the number of framesthat aNIC failsto
transmit due to limited buffer space. This helps
applicationsto decide to slow down the rate of
transmission

GEN_RCV_ERROR

specifies the number of framesthat aNIC receives
but does not indicate to the protocols due to errors.

GEN_DIRECTED BYTES XMIT

specifies the number of bytesin directed packets that
are transmitted without errors.

GEN_MULTICAST BYTES XMIT

specifies the number of bytesin multicast/functional
packets that are transmitted without errors

GEN_BROADCAST_BYTES XMIT

specifies the number of bytesin broadcast packets
that are transmitted without errors

GEN_DIRECTED_BYTES RCV

specifies the number of bytesin directed packets that
are received without errors

GEN_MULTICAST_BYTES RCV

specifies the number of bytesin multicast/functional
packets that are received without errors

GEN_BROADCAST_BYTES RCV

specifies the number of bytesin broadcast packets
that are received without errors

GEN_RCV_CRC _ERROR

specifies the number of framesthat are received with
checksum errors

GEN_RCV_BUFFER ERROR

specifies the number of framesthat aNIC failsto
deliver to higher layersdue to limited buffer space.
This hel ps applications to decide to start downgrade
adaptation.

GEN_TRANSMIT_QUEUE_LENGTH

specifies the number of packetsthat are currently
queued for transmission. For queries, the number
returned is always the total number of packets
currently queued.

Wireless Operational Characteristics
Thefollowing attributes can be provided by a network monitors (See A5.13.3.1) for wireless network
adapters, e.g. /networkadapter/hl0/mo nitor.
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These Parameters describe specific wireless operational characteristics. NIC denotes network interface
card and stands for one radio transceiver unit (e.g. HIPERLAN/2 or UMTS). Of course, if the radio
transceiver unit supports several technologiessimultaneously, these statistics apply per technology.

Name Description

WW_GEN_OPERATION_MODE return information about the NIC's current power
saving mode as:
normal

power saving_on
WW_GEN_DISABLE TRANSMITTER | return the NIC's current transmitter status as:

enabled
disabled
WW_GEN_NETWORK_ID return the ID of the network with whichitsNICis
currently configured to communicate
WW_GEN_BASESTATION_ID return the ID of the base station or adhoc device last

contacted by the NIC

return the type(s) of encryption supported by the NIC.
Thefollowing lists the valid encryption types

WW_GEN_ENCRYPTION_SUPPORT
BED

WWUnknownEncryption

WWNOoEnNcryption
No support for encryption is available.

WWDESENCcryption
The NIC supports DES encryption.

WWRC2Encryption
The NIC supports RC2 encryption.

WWRC4Encryption
The NIC supports RC4 encryption.

WWRC5ENcryption

The NIC supports RC5 encryption.
WW _ GEN ENCRYPTION IN USE returns the type of encryption currently in use
WW_GEN_CHANNEL_QUALITY return information about the quality of the link
between its NIC and the network as follows
0
Thewireless NIC is not in contact with the network.

1-100

The NIC can communicate with the base station at the
given quality for the link, expressed as a normalized
value. 100 designate the highest possible quality for
thelink.

-1
Channel quality is unknown.

WW_GEN_REGISTRATION_STATUS | return the current registration state of its NIC on the
network as follows

0

Registration was denied.

1
Registration is pending on the network.

2
Registered on the network.
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-1
Registration status is unknown.

WW_GEN_RADIO_LINK_SPEED TX returnsthe current radio link speed in bps for

transmitting

WW_GEN_RADIO _LINK_SPEED RX returnsthe current radio link speed in bps for
receiving

WW_GEN_LATENCY returns current estimate of the minimum latency, in

milliseconds, for sending a net packet of the
maximum size permitted by the network from one end
point to the other within the BAN.

WW_GEN_RSS| returns information that specifies the strength of the
signal in decibels (dBm) that the NIC receives. This
parameter requests the raw signal strength versusthe
normalised value.
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A6 IP2W Interface Annex

A6.1 | P,W Convergence Model

This Annex presents the IP to Wireless convergence (1P,W) model and the interface specification. IP,W
defines interfaces for controlling specific link layer features. It identifies a set of functions and functional
requirements as well as a set of recommendations on how to design wireless link layers in a way that
facilitates |P mobility, IP QoS, and efficient transmission of | P traffic in general.

A6.1.1 Overview

Figure A6-1 presents the layers of the TCP/IP stack, link-layer and the relation of the IP,W interface to
these.

Application Layer

Upper Layer Service Interface

Transport Layer (TCP, UDP)

IPv4 Network Layer IPv6 Network Layer .
Multicast packet
(IP, ICMP, IGMP) (IP, ICMPV6, ND, ...) replication or mapping
Address Resolution to multi-access
(ARP, INARP, ...) link addresses
“ Framing (e.g. IP over Ethernet)
Layer 2.5" PW
Convergence 2
Link Layer Specific Convergence
(e.g. HiperLAN Type 2 CPCS and SSCS) IP,W:
recommendations
for wireless
. link layers
Link Layer

Figure A6-1: TCP/IP Protocolsand IP,W Interface

Motivation for the interface stems from the characteristics of wireless links; they are very different
compared to fixed links. This poses special requirements on the interworking between the network layer
and the wireless link layer. Radio resources are typically scarce and packet loss may be extensive. The
point of attachment to an access network may change suddenly, which inflicts fluctuations in QoS and
may cause a need to change the routing path. Moreover, it has been widely recognised that assistance
from link layer mechanisms is prerequisite for devising efficient fast handover solutions for wireless IP
access networks. These issues call for designing a uniform wireless-enhanced interface for transmitting 1P
packets over wireless links.

There has been little previous work dedicated to this task. To some extent, a subset of this functionality
can be found in any existing implementation. However it has been geared towards supporting the IP layer
in a minimal fashion. Even if there was some provision for wireless traffic, the interfaces have been ad-
hoc in nature and tied to a particular link layer technology.

To avoid similar problems, a set of design goals have been applied in designing the IP,W interface:

?? Provide a unified interface for controlling the various capabilities of wireless interfaces, including
support for QoS, resource reservations, efficient handover and idle mode.

?? Make useful information from the link layer available to upper layers, including application layer,
e.g., in order to assists in handover and address acquisition.

?? Provide a platform for supporting (at least) mobile controlled handover between different air
interfaces (vertical handover).

?? Allow for link layer specific optimisations of various IP specific features in a manner that is
transparent to upper layers.

?? Do not attempt to make policy decisions within the link layer or in the interface design.

?? Do not compromise layer transparency. Define the added functionality in the form of a service
interface and inter-layer hints.

Page 345



BRAIN D22/10

The IP,W interface is presented in Figure A6-2. It is separated into adatainterface and a control interface
(i.e., a separation between control plane and user plane is identified). Each interface offers access to a set
of functionality on the link layer. Several distinct functions have been identified under the interfaces,
represented by the small ovals. The ovals surrounded by broken lines represent optional functions, which
may or may not be supported by the wireless link. If supported, however, the requirements and
recommendations given in the |P,W specification should be applied.

IP,W Control Interface

IP,W Data Interface

Wireless Link Control Functions

Basic Data Transport Function

IP2W i i -~ N Pin ~a N

] Configuratiol Address * 90S Control I Buffer ' QoS |
compatible < Manageme! Managemen| Q P Management/ *_ Support /
wireless Seos- ~._ -
link layer - o

- ~e > ~< - . - “~ - . - N
)" Handover % ,” IdleMode ) ¢ Security sSegmentation®, (7 Header Y, ¢ Multicast Y,
A Control &\ Support & ‘Managements ' Re-assembly» ' Compressions % Support »

- 7 - _’ " _7 ~e__-" - _’ Se _

Figure A6-2: IP2W Convergence Interface

The functional blocks below the IP,W Control Interface indicate functions that can be configured and
controlled through the interface. These include Configuration Management, interface for querying the
capabilities of the link layer, Address Management, Quality-of-Service (QoS) Control, Handover Control,
Idle Mode Support and Security Management.

Data Interface consists of Error Control, mechanisms used to detect and correct errors on the link layer.
Buffer Management refers to how buffers are managed on link layer with regards to congestion, flow
control and other issues. QoS Support schedules packets to radio link channels. Segmentation and Re-
assembly refer to supporting links, which do not support minimum MTU sized packets. Header
Compression can optionally be performed in the link-layer and Multicast Support refers to supporting
native multicast transmission.

The set of functions is not intended to be a complete one, but rather identifies the functions that are of
interest to upper layers. The model does not attempt to mandate any specific organisation of functionality
inside a particular link-layer technology. Nor does it imply any particular way of dividing the
functionality into sub-layers inside the link-layer. The same degrees of freedom apply to the functional
blocks in the IP,W Data Interface. These functions have been identified in order to organise the
requirements and recommendations on user plane procedures in a coherent way. The functions have no
direct implication on the IP,W data interface. However, the behaviour of some of the user plane
procedures can be adjusted through the control interface.

The IP,W interface aims to be generic enough to be applicable to different wireless link layer
technologies, yet detailed enough to preclude the need at upper layers to utilise any functionality or
information that is specific to a particular wireless technology. This flexibility is achieved by dividing the
IP,W functional blocks into specific capabilities, some of which are considered optional. An IP,W
compliant link layer advertises the capabilities it supports through a configuration function, allowing the
higher layersto adjust to the characteristics and capabilities of thelink layer.

IP,W is only one piece of the whole. It is always coupled with an implementation of a “convergence
layer” for a specific link layer technology. In the BRAIN architecture the link-layers used in Mobile Node
(MN) and the Brain Access Router (BAR) are expected to comply with this interface. Both MN and BAR
rely on IP,W capabilities to support fast handovers at the IP layer and to provide efficient IP packet
transfer and QoS reservations over the wireless link. The IP,W capabilitiesin turn are based on the more
elementary servicesthat are provided by the wirelesslink layer.

This section is organised into sub-sections according to the functional blocks as defined above. Section
A6.1.2 describes the Address Management issues; section A6.1.3 discusses requirements and solutions
for QoS Control; section A6.1.3 describes the Handover Control functions; section A6.1.5 addresses the
Idle Mode support; section A6.1.6 discusses Security issues; section A6.1.7 summarises the required
Configuration information; section A6.1.8 discusses the requirements imposed on the data interface by all
of these functions. Finally, section A6.2 contains the interface specification.

Page 346



BRAIN D22/10

A6.1.2 Address Management

Address Management includes the all ocation and managing of link layer and network layer addresses, and
mapping between these addresses. |P,W Address Management interface should cope with a wide variety
of different links and alow for an efficient implementation of IP specific functionality, nevertheless
without excluding non-IP based network layers.

The under-lying link-layer should implement at least the minimum functionality required for supporting
the IP version 4 and 6. This might mean finding ways to support functionality not provided by the link
natively, such as multicasting. The interface should be generic enough that advanced link-layers can
export extended functionality in a sensible manner. The network layer can then use this extended
functionality to implement its functions in an optimised manner. For example, special care should be
taken to enable fast address acquisition in case of handover type situations.

A6.1.2.1 | Pv6 Address Management

The operation of the |Pv6 address management mechanisms and their requirementsto the lower layers are
discussed in this section. Of these mechanisms, address acquisition may be needed during handoffs. Then
its performance playsintegral role to the overall handoff performance.

Mobile Nodes conforming to Mobile IPv6 [A6.1] perform movement detection to detect change of
location from one link to another. Mobile 1Pv6 defines a scheme for movement detection using the
facilities of the IPv6 Neighbor Discovery [A6.2] such as Router Discovery and Neighbor Unreachability
Detection. These mechanisms are designed to work independently of the link layer to enable
implementations work in a variety of environments. However if link layer can provide additional
information for possibly faster and more robust movement detection, it can be used by specific
implementations.

Each IPv6 host has multiple | P addresses that the host is required to identify to it self [A6.3]:
?? Link-local addresses of each interface are used when communicating with network elements on the
same link as the host.

?? Assigned unicast addresses of site or global scope are used when communicating with other hosts
within the same site or the Internet.

3

Loopback addressis ahost internal address.

All-nodes multicast addressis alink-local multicast address used for Router Advertisements and
when it isrequired to reach all nodes on thelink.

?? Solicited-node multicast address; One for each of its assigned unicast and anycast addresses. They
are formed by taking the low-order 24 bits of the address and appending those bitsto the prefix
FF02:0:0:0:0:1:FF00::/104. They are used for Neighbor Discovery messages.

?? Multicast addresses of all other groups to which the node belongs.

3

In addition to that routers have to recognise the following addresses:

?? The Subnet-router anycast addresses for the interfacesit is configured to act as arouter on.
?? All other anycast addresses with which the router has been configured

?? All-routers multicast addresses that are used for Router Solicitations and when reaching all routers on
thelink.

?? Multicast addresses of all other groups to which the router belongs.

There must be alink-layer address that corresponds to each of these addresses. Therelation isanot one to
one mapping because usually interface has only one unicast link-layer address it recognises. Network
layer uses link-layer addresses to identify interfaces on the link. Link-layer is not required to use the same
address asits hardware link address although this is the case with many common link-layers.

A6.1.2.2 Address Resolution

Address Resolution refers to the determination of the link-layer address of a neighbour given only its IP
address. It is performed only on nodes, which are determined to be on-link by the routing table and for
which the sender does not know the corresponding link-layer address.

Each node maintains a neighbour cache for mapping between IP and link-layer addresses. A node can
have a unicast packet to send to a neighbour, but the cache does not hold an entry for the corresponding
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link-layer address, so it has to discover the link-layer address through some mechanism. In IPv6 thisis
known as the Neighbor Discovery procedure asillustrated by Figure A6-3.

||—3| |L2| ||_2| |L3|
Neighbor
[Solicitation
’ To Solicited
Wait for replies Neighbor Node multicast
Advertisement address
<

Figure A6-3: Neighbor Discovery Procedure

Node sends a Neighbor Solicitation message to the solicited-node multicast address corresponding to the
target address. The neighbour (or Correspondent Node) will reply with a Neighbor Advertisement
message including its link-layer address as a Source Link-Layer Address option. The Neighbor Cache is
updated with this link-layer address. In future, the cached address is used instead of performing address
resolution.

A6.1.2.3 Address Acquisition

An IPv6 compatible node needs an I P address of global scope if it wants to communicate with the rest of
the Internet. This procedure, hereafter referred to as address acquisition, is performed when one of the
interfaces attaches to a new link. Interface attached to alink when it is first brought up or while changing
location from one access point to another. Also, the previous |P address might have become deprecated
dueto limited lifetime.

In this context it is not needed to know why address acquisition is needed. It is usually performed as
described in Stateless Address Autoconfiguration [A6.4] or DHCPv6 [A6.12]. What follows is a
somewhat simplified description of the operation. Address acquisition includes creating a link-local
address, verifying its uniqueness on the link, and determining what information should be autoconfigured
(addresses, other information, both). Addresses can either be acquired using the stateless or stateful (e.g.
DHCPv6) mechanisms. This is indicated as a flag in the Router Advertisement (RA) messages. These
mechanisms complete each other to provide more possibilities for the operator. Stateless approach is
usually used when operator is not particularly concerned about the exact addresses, which are configured.
Stateful mechanism allowsfor atighter control over the nodes attached to the link.

Each IPv6 address has an associated exact lifetime (but possibly infinite) to indicate how long addresses
are bound to the interface. On expiration the binding becomes invalid and the address can be assigned to
another interface. Interfaces with deprecated |P addresses must use the same procedure to acquire a new
IP address.

In summary the design goals of the IPv6 address acquisition facilities are; 1) Manual configuration of
individual machines should not be needed. Consequently, a mechanism for obtaining unique address for
each of the interfaces is needed. This mechanism assumes that interface can provide a unique (at least
within the link) interface identifier. 2) Presence of a stateful server or even arouter should not be needed.
Plug-and-play communication with other nodes on the link is achieved by using link-local addresses. 3)
Even on larger sites a stateful server should not be needed for autoconfiguring site-local or global
addressed. 4) Configuration should facilitate graceful renumbering of nodes for example when changing
network providers. This is achieved by leasing of addresses to interfaces and assigning of multiple
addresses to the same interface. 5) Administrators need the ability to specify which autoconfiguration
system, stateless or stateful, is used.

A6.1.2.3.1 Overview

Mobile nodes can either wait for the periodic unsolicited Router Advertisements or send a Router
Solicitation message. Figure A 6-4illustrates the network layer signalling in the | atter case.
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Figure A6-4: Address Acquisition Signalling

The Router Solicitation message is sent to the all-routers multicast address with the link-local address as
the source address. Link-local address is created by prepending the interface identifier with the well-
known link-local prefix FE80::0 [A6.3], but before using this “tentative” address, mobile node has to
check that it is not already in use by using the Duplicate Address Detection (DAD) procedure. In
principle the DAD procedure would have to be performed for each acquired address. However in case of
Stateless Address Autoconfiguration, it is sufficient to perform this check only once for the uniqueness of
the interface identifier. The same identifier is used to generate the other addresses, so their uniquenessis
assured.

DAD is performed by sending “DupAddrDetectTransmits’ amount of Neighbor Solicitation messages
with the address being checked as the target. Source addressiis set to the well-known unspecified address
of 0:0:0:0:0:0:0:0. The default value for “DupAddrDetectTransmits’ is one (1) but can be overridden if
not appropriate for the particular link. Address is considered unique if no Neighbor Advertisement
messages are received from the checked address for “RetransTimer” milliseconds, default of which is
1,000 milliseconds. Regardless of specific values for these defaults, the DAD procedure clearly takes too
much time. Mobile IPv6 specification relaxes the DAD procedure by allowing it to be asynchronous with
respect to rest of the Autoconfiguration.

It is suggested that to prevent packet storm situations nodes should delay the transmission of Router
Solicitations between zero to MAX_RTR_SOLICITATION_DELAY seconds, the default of which is one
(1) seconds. Mobile IPv6 relaxes the requirement by allowing the message to be sent immediately. On
links where the hardware link address does not equal the link-layer address, it isimportant to includeit in
the message as a Source Link-Layer Address option. If not included, router might not have knowledge of
the link-layer address85 and it would have to use Neighbor Discovery to discover it.

Router or routers, as there can be several, respond with a Router Advertisement message. The primary
contents of this message are shown in Table A6-1.

8 With some link layers the link-layer address and the hardware interface address (if any) might be different.
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Field Description

Source Address Must be the link-local |P address assigned to the router.

Destination Source Address of an invoking Router Solicitation or the all-nodes multicast

Address address.

Authentication If a Security Association for the IP Authentication Header exists between the

Header sender and the destination address, then the sender should include this header.

M 1-hit “Managed address configuration” flag. When set, hosts use the administered
(stateful) address autoconfiguration in addition to any addresses autoconfigured
using statel ess address autoconfiguration.

@] 1-hit “ Other stateful configuration” flag. When set, hosts use the administered
(stateful) protocol for autoconfiguration of other (non-address) information.

Router Lifetime 16-hit unsigned integer presenting lifetime associated with the default router in
units of seconds. Lifetime of O indicates that the router is not adefault router and
should not appear on the default router list.

Source link-layer Thelink-layer address of the interface from which the Router Advertisement is

address sent.

MTU Should be sent on links that have avariable MTU.

Prefix Information These options specify the prefixes that are on-link and/or are used for address
autoconfiguration. A router should include all its on-link prefixes (except the
link-local prefix) so that multihomed hosts have complete prefix information
about on-link destinations for the links to which they attach.

Table A6-1: Router Advertisement M essage

Mobile node uses the Prefix Information options contained in the Router Advertisement messages to
create site-local and global addresses. Alternatively if the “managed” flag is set, node has to use the
stateful address configuration protocol to acquire the address.

Valid Router Advertisements contain one or more Prefix Information options. The most important fields
of the option are explained in Table A6-2.

Field Description
Prefix Length The number of leading bitsin the Prefix that are valid. Ranges from 0 to 128,
L 1-bit on-link flag. Indicates that this prefix can be used for on-link determination.

When not set the prefix might be used for address configuration with some of the
addresses bel onging to the prefix being on-link and others being off-link.

A 1-bit autonomous address-configuration flag. When set indicates that this prefix
can be used for autonomous address configuration.

Preferred Lifetime The length of time in seconds that addresses generated from the prefix via

statel ess address autoconfiguration remain preferred.

Prefix An IP address or aprefix of an |P address.
Table A6-2: Prefix Information Option
A6.1.2.3.2 Interface Identifier

If stateless address acquisition method is used, addresses are created by prepending the interface identifier
with the prefix(es). This identifier is assumed to be a maximum of 118-bit in length (e.g. EUI-64) and
unique at least within the link. In case the prefix and identifier do not add up to 128 bits, that prefix
should beignored. It must be noted that in practice prefixes and identifiers should be 64 bitsin length.

Identifier can contain specific flags to give further information about its properties. Table A6-3 for
example, shows the format of the EUI-64 based interface identifiers.

0-15
(66000061 C66000000;

16-31
CCCCCCCCMVIVIVIVVIVM

32-47
MVWMVWVVMIVVMIVMVM

48-63
MVWMMIVVVVVVVIVMVM

Table A6-3: Interface | dentifier Based on EUI-64

In the table above, ‘C’ hits refer to the assigned company _id. ‘U’ bit is the universal/local flag. ‘G’ isthe
individual/group bit and ‘M’ bits refer to the manufacturer-selected extension identifier. If ‘U’ flag is set
then the identifier can be assumed to be universal (or global) in scope. If the value of ‘U’ hit is enforced
strictly, network layer could make assumptions about the necessity of DAD for example.
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A6.1.2.4 Implementation Discussion

Addresses formed using 1Pv6 Stateless Address Autoconfiguration are a combination of the network
prefixes and interface identifiers. Interface identifiers are often formed by using link-layer addresses.
With some link layers these link-layer addresses are derived from hardware serial numbers or other non-
changing information. This static identifier can possibly used to track the movement of the MN and the
user, even if the upper layer payloads were encrypted.

Given the proposed interface, it is possible to somewhat optimise the address acquisition. These
optimisations can be classified according to the network signalling they propose to eliminate:

A6.1.24.1 Duplicate Address Detection

The mobile node has to normally perform Duplicate Address Detection (DAD) on its link-local and other
addresses. There is a possibility to avoid DAD in some cases if there are co-operating MNs and BARs.
BAR can keep a database of the allocated Interface Identifiers.

The BAR and the co-operating MNs negotiate the interface identifiers in the following way. MN forms a
new 11D in an unspecified manner. It uses the IP2W_PROPOSE _|ID reguest to propose the 11D to the
BAR. The IID is sent in a link-specific manner to the AP (or similar entity). IP2W_I1D_PROPOSAL
indication used to inform the BAR about the 1D proposal. If the addressis not yet allocated, the proposal
can succeed and the response can contain a positive acknowledgement. The allocated |1Ds are kept in a
database keyed by the link-layer address of the mobile node. These entries can be removed if the
corresponding mobile node detaches. BAR should avoid Denial of Service type situations by allowing
only one or two interface identifier per single link-layer address (or mobile node).

Those mobile nodes that do not support this optimised procedure must perform DAD as specified. BAR
can then possibly defend the link-local addresses on behalf of the mobile nodes by replying with
Neighbor Advertisement messages.

A6.1.2.4.2 Router Solicitation

With certain link-layers, there is a central authority (or access point) which has complete knowledge of
the nodes on the link. In these kinds of situations, the IP2W_NODE_ATTACH indication can be used to
indicate higher layers about new nodes on the link. Implementation can either place the access point in
the BRAIN Access Router or access point can act as a proxy for the BAR. Higher layers react to this
information by sending the Router Advertisement message to the link-layer address of the newly attached
node.

IP,W Configuration Interface should present this capability as a flag. In case the flag is set, mobile nodes
should act according to the Stateless Address Autoconfiguration [A6.4] and wait for up to
MAX_RTR_SOLICITATION_DELAY before sending the Router Solicitation. If not set, then Mobile
IPv6 behaviour should be used instead. The wait is carried out to prevent excess signalling, which why
the default delay should be set based on the capabilities of the link to a possibly quite small value. The
Router Solicitation can be cancelled if Mobile Node receives the RA before the wait is over.

It must be noted that this optimisation should be implemented only if there is a measurable advantage to
it.

A6.1.3 Quality-of-Service Control

The provision of QoS within the BRAIN Access Network is a major issue since the BRAIN technology is
designed to be used for instance by voice and multimedia applications (which means real time, or very
sensitive traffic). QoS is mostly studied at both the session/application layers (with protocols like SIP,
RTSP, RTP) and at the network/transport layers (with architectures like DiffServ or IntServ with its
associated signalling protocol RSV P).

Whatever choices will be made for BRAIN, the QoS cannot be a strictly high layersissue. Indeed the link
layer must not undo the QoS related scheduling and processing the network and upper layers have
performed. This means that the link layer will have to perform some QoS processes related with the ones
performed at IP layer in order to maintain on the radio link the QoS requirements coming from the user
(inthe high layers of the equipment for instance).

As a result, there will be an interaction between the IP QoS and the Link Layer QoS, which the IP,W
interface will haveto deal with.
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Concerning the BRAIN system, many QoS scenarios have to be considered because the IP layer can
manage QoS in many ways. Moreover the QoS management at the link layer is quite free as well because
of the possible enhancement of the convergence layer based on the HIPERLAN/2 standard, for instance.

A6.1.3.1 Basic Requirementsfor thel P,W QoS

When a QoS context is created at the IP layer, it will have to be taken into account at layer 2, in order to
carry some QoS-constrained data on the radio link. We consider in the following that the convergence
layer is QoS capable, that it is able to map IP QoS contexts to the link layer QoS contexts.

The IP,W interface is separated into a Data Interface and a Control Interface. The QoS issue is quite
different in these two planes; it mostly concernsthe Control Interface.

A6.1.3.1.1 Control Interface: QoS Control

The QoS Control refers to the creation of a QoS context at the link layer, and to all QoS information
necessary to maintain a defined QoS apart from the data themselves: information about the QoS
capabilities of thelink layer or about QoS changes (improvement or violation).

?? Egablishment of the L2 QoS context: before transmitting QoS-constrained packets, the | P layer has
to check if the link layer will be able to respect the QoS. If so the link layer has to grant a QoS
context to the packets. That means the need for messages crossing the interface for QoS requests
from L3 to L2, to convey mappings between L3 and L2 QoS, and the answer from L2to L3.

?? Advertising of the QoS capabilities: on regquest from L3, the link layer should be able to advertise
its QoS capabilities. We need here another exchange of messages between both layers.

?? Changes in Qo0S: during the transmission of data from the same application there might be a QoS
change on the link layer (QoS degradation as well as QoS improvement). Again we need a message
from L2 informing L 3 of such achange, or L3 can query L2 for more available resources.

A6.1.3.1.2 Data Interface: QoS Support

The QoS Support concerns the data themselves, that is the transmission of IP packets, which require
particular QoS parameters, once the mapping between the L2 QoS context and the IP QoS has been done.
At this stage, the QoS is an IP,W Data Interface issue, but does not highly affect the definition of the
IP,W interface. Indeed, the relevant parameters concerning the L2 QoS context are known by the IP layer
and simply added as the QoS context identifier to the information attached to an IP packet transmission
primitive.

A6.1.3.2 Existing | P QoS M anagement Proposals

As far as IP QoS is concerned, there are two primary QoS architectures to provide differentiated service
to flows. Additionally some adaptation can be provided in higher layers, with the Real-Time Transport
Protocol [A6.13].

A6.1.3.2.1 DiffServ

The Differentiated Services (DiffServ) architecture [A6.5], defines a model whereby network service
providers can provide different ‘classes’ of service to traffic flows, based on bilateral Service Level
Agreements (SLAS) between the customer and the provider. The basis of the model isthe following:

Core routers in an |P network forward traffic in a simple fashion based on a per-hop-behaviour (PHB)
associated with each IP packet, and that the more complex forwarding decisions (classification, routing,
gueuing, marking, etc.) are made at the network edge routers where traffic is assumed to be lighter and
the number of flows smaller. Packets are routed in an aggregated fashion based on a DiffServ Code Point
(DSCP). Thisis avalue that is encoded in the DS field which supersedes 6 bits of the IPv4 TOS and the
IPv6 Traffic Class fields in the IP packet header. The IP packets entering the DS capable network are
marked by a boundary router and inside the network, in each DS-capable router, atable isused in order to
map the DSCP with the PHB which need to be received by the packet, if this PHB has been implemented
in the node. Else there is default PHB in each node, which consists in the best-effort forwarding
behaviour.

A6.1.3.2.2 IntServ/RSVP

The Integrated Services, [A6.6]/ Resource ReSerVation Protocol, [A6.7] (IntServ/RSVP) model [A6.8]
provides enhanced QoS to applications by reserving network resources on a per-flow basis. Before data
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can be received with enhanced QoS, the applications must first set up an end-to-end path and reserve
resources by means of the signalling protocol RSVP. RSVP provides three basic levels of service: apart
from the best-effort service, IntServ specifies Guaranteed Service (for applications with stringent real-
time delivery requirements) and Controlled-Load Service (which offers the flow a service equivalent to
that seen by a best-effort flow on alightly loaded network). "Best effort” traffic shares the non-reserved
network resources, leaving QoS traffic-flows undisturbed.

RSVP sends a Path message from the sender that contains the Traffic Specification (Tspec field)
information to the receiver. The receiver then sends a reservation request (RESV) back to the sender,
using the same route as the path message. The RESV message includes the Tspec field again and a
request gecification (Rspec) indicating the type of IntServ required (Guaranteed or Controlled Load)
Thanks to these parameters, the data flow is characterised at the IP layer in each RSV P-enable router on
the way back to the sender.

A6.1.3.3 L2 QoS

Concerning the Link Layer QoS, most of the work has been done around the IEEE 802 LAN technology.
The IEEE 802.1p, 802.1Q and 802.1D standards define how Ethernet switches can classify frames in
order to expedite delivery of time-critical traffic. The IEEE 802.1p standard provides priority mechanisms
to enable QoS in 802- style LAN. It allows bridges on the LAN to mark a packet for QoS. The standard
defines eight different priority levels and describes which type of traffic is expected to be carried in this
priority, as shown in Table A6-4.

User priority Traffic type Comments
1 Background (BK)
2 Reserved for future use
0 (Default) Best Effort (BE) Default LAN traffic
3 Excellent Effort (EE) For valued customers
4 Controlled Load (CL) Traffic will have to conform to some form of
Higher Layer admission control
5 Video (V1) <100 msdelay and jitter
6 Voice (VO) <10 msdelay and jitter
7 Network Control (NC)

Table A6-4: IEEE 802.1p Tr affic Types

802.1D bridges support a number of queues and the user priorities are mapped one-to-one or many-to-one
to queues, depending on the number of queues supported. When a packet arrives at the bridge, it is added
to a queue according to its priority marking. The user priority information is carried in each |IEEE 802
frame using a Tag Header following the source and destination address.

This mechanism allows different behaviours at layer 2 depending on the priority of the frame, so that it
performs abasic QoS management.

A6.1.34 QoS Architecture Combining L2 and L 3 M echanisms

A6.1.34.1 Subnet Bandwidth Manager

Some work has been done in this area by the ISSLL Working Group of the IETF, [A6.9], in order to deal
with the IntServ architecture over IEEE 802-style networks. This work has resulted in the development of
the Subnet Bandwidth Manager (SBM) for shared or switched 802 LANs. SBM is a signalling protocol
for RSVP-based admission control over |IEEE 802-style networks. It provides a method for mapping an
internet-level set-up protocol such as RSVP onto |IEEE 802-style networks. In particular, it describes the
operation of RSV P-enabled hosts/routers and link layer devices (switches, bridges) to support reservation
of LAN resources for RSVP-enabled data flows.

Basically, the SBM protocol performs at layer 2 the same functions as RSVP does at layer 3. In order to
perform this, two primary components are required:

?? aBandwidth Allocator (BA) maintains state about allocation of resources on the subnet and performs
admission control

?? a Requestor Module (RM), in every end-station, performs the mapping between higher layer QoS
protocol parameters and layer 2 priority levels
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Two different SBM architectures are proposed, depending on the number of BAs per segment
(Centralised architecture if there is only one BA, which must have some knowledge of layer 2 topology of
the subnet, distributed otherwise.), as shown on Figure A 6-5 and Figure A 6-6.

Bandwidth Allocator

L2

QoS QoS

Requestor Module Requestor Module

2 2 +——Pp o
Figure A6-5: Centralised BA Architecture
QoS 3 S » Qos
Requestor Module <4——p BA 4——p BA 4—P Requestor Module
L2 4—Pp 2 4——p 12 44— L2

Figure A6-6: Distributed BA Architecture

In any case, the SBM protocol implies two types of communications between the different components:

?? communication between the higher layers and the RM (for the application to initiate, change or delete
reservations, for the RM to inform the higher layers of a QoS unavailability, etc.)

?? communication between the RM and the BA, or between BAs (a signalling mechanism similar to
RSVP)

The details of this protocol are not fully developed here since the aim of this paper isto give an overview
of thework donein the areain order to find out what could be donein the BRAIN context.

A6.1.35 IP,W QoS Proposals

It is supposed first that the Link Layer can support a number of QoS context otherwise there is no need
trying to perform any QoS at this level, even if some QoS protocols exist at the upper layers. (This
requirement is achieved in the HIPERLAN/2 standard, since the Ethernet SSCS can support the |IEEE
802.1p based priority scheme.) The definition and implementation of those contexts in the nodes of the
network are part of the work to do at the convergence layer. We focus here on the consequences for the
IP,W interface.

A6.1.35.1 QoS Control (Control Interface)

A6.1.35.1.1 IntServ Context at the |P layer

?? QoSrequest

At the Control Interface, the IP layer has packets from the same flow to send with a number of QoS
parameters. L3 has thus first to ask for a QoS context 1D on L2, that would fit with those parameters. This
request will basically consist in a primitive, e.g. QoS Request, meaning "I would like a QoS context for a
traffic that conforms the following <FlowSpec>". The FlowSpec would thus be one of the parameters for
this primitive and is similar to the Guaranteed Service IntServ specification.

?? QoS request answer
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At this stage, the L2 has to find a QoS context able to perform the QoS needed by the upper layers
(function provided at the CL), and keep inform L3. A QoS Context ID of the mapping between the
IntServ QoS definition and aL2 QoS context will be passed to L3 as the answer to the previous primitive.

If the link layer is not able to respect the <FlowSpec>, for example, there is not enough bandwidth, it will
return an error.

Once L3 knows the QoS context that will be used for its flow at L2, it will start transmitting the data
packets of the flow using the Context ID in each packet. Enforcement of the QoS is here managed by the
Data Interface (see Section A6.2.9).

If explicit reservations are not available at the link layer, the IP layer with know about this, since it can
get the properties of the link layer with a capabilities query. Thus, it will use some priority-based QoS
Context for the IntServ flow and schedul e the packets itself.

A6.1.35.1.2 DiffServ context at the |P layer

With DiffServ, several flows may be put within the same forwarding treatment group. Packets within a
service class are independent from each other. The requested behaviour of packetsin aflow isindicated
with the QoS Context ID that is passed with each packet; thisis a Data I nterface function.

A6.1.35.1.3 Change of QoS

?? QoSviolation

The link layer is supposed to support the context transmitted by the IP layer. But the resources available
at a node can change so that a constraining context cannot be supported anymore. The link layer is the
one which can detect a more permanent (compared to a short but sudden) QoS violation because it is
aware of both QoS contexts needed and actually granted to this application and will thus have to inform
the IP layer of any violation. QoS violations are applicable only to reservation based link layer flows, thus
other QoS violations need to be noticed at the [P layer.

A further complication can happen after a handover. Let's assume that the mobile had five 100 kbps
reservations for flows. If the new AP can only support 300 kbps of reserved bandwidth, some entity must
make a decision about whether all five flows will be downgraded to 60 kbps or two flows will be closed
in favour of the other three.

QoS violations are indicated to the IP layer through a single primitive that covers all the ongoing flows.
As aresult, al reservation-based flows are deprecated. The IP layer must then make the decision about
which flows it will try to get the resources back. In the example with five flows, the IP layer can start to
request resources, first for the most important flow (according to some user/application driven priority)
and then continue until the link layer cannot all ocate resources to further flows.

The Outage flag in the data interface can also be used to inform of momentary resource problems. When
problems arise on the link and packets are difficult or impossible to get delivered, the link layer can use
the Outage flag in the confirmation-messages of the send-primitive: when link problems are ongoing, the
bit is set, otherwise it is zero. A link outage is different from more general resource outage in the whole
cell. A link outage is seen from the single MN that receives the indication.

An open question still remains. What must the BAR do, when the link layer informs of a resource outage
for the downlink; the mobile node and its user are the most capable to decide on which flows will be re-
reserved resources.

?? QoS improvement

In certain situations, a mobile might want to increase the reserved resources, for example to get a better
quality video stream, which was not possible when the flow was initially set up. Thus, the link layer
should be able to indicate that new resources are now available at the node. This would require
asynchronous messages from L2 to L3. Another option would be to add a primitive, which the IP layer
can use periodically to query for more available bandwidth.

In the IP,W interface, the IP layer can poll for new capacity by using the primitive to request a reserved
bandwidth. It can set an existing QoS context identifier in the call and set a larger bandwidth, for
example. If resources are available, the link layer will make the modification and return a positive signal.
However, if resources are not available, the return value indicates this. This is only applicable if the link
layer can provide explicit reservations.
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However, requesting an upgrade in the resources is less straightforward for the downlink direction. It is
an open question how a MN can trigger the BAR to initiate to request, for example, more bandwidth for
anincoming flow.

A6.1.35.1.4 Advertising QoS capabilities

On request from L3 the link layer should be able to advertise its QoS capabilities. Actually the request is
originating from L3, this feature would thus be performed using a primitive from L3 to L2, e.g. Query
QoS Capabilities, meaning "Which QoS characteristics can you support on the link layer?'. This
primitive can have many optional parameters, corresponding to which parameters L3 is interested in.
According to the return values, the IP layer will know about the properties of the link layer and can
therefore use the proper primitives and scheduling mechanisms to handle the different QoSsensitive
flows.

A6.1.3.5.2 QoS Support (Data Interface)

A6.1.35.2.1 IntServ Context at the |P layer

Once the QoS control functions have been achieved the IntServ flow will be delivered to the link layer
(that is the data packets). Following the QoS Request primitive mentioned in section A6.2.4.1, the IP
layer has been returned a QoS context identifier for its flow. This QoS context will be passed with each
packet of the flow to give information to the CL about which link layer queue each packet should be put
to. L3 must be able to differentiate the flows and set the proper identifier to each packet.

A6.1.35.2.2 DiffServ context at the | P layer

This case is quite similar to the previous one except the QoS identifier will differ. Similarly, the IP layer
first requests a QoS context identifier from the CL, which is then used in each data packet provided to the
CL toindicate the proper link layer queue.

A6.1.3.5.2.3 No QoS guarantees

If the IP layer does not specify any QoS guarantee, the QoS context identifier is empty. There is still a
mapping to do at the CL between such packets and the identifier and queue corresponding to the Best
Effort context (for instance the priority 0 if the CL usesthe 802.1p priorities scheme).

A6.1.35.3 Scheduling Interaction

Traditionally, operating systems have implemented a quite simple data interface between the network and
link layers. Conceptually, each network device has asingle input queue. The device is assumed to transfer
packets in first-in/first-out order, and not hold anymore packets than is necessary for the hardware to
function. The layers perform flow control by sending XON/XOFF like flow-control indications to each
other.

As this model is so smple, it can be applied in practically all scenarios. However, to get better
performance and robustness, a more sophisticated model might be justified. Specifically, the wireless
environment seems to demand it. The wireless medium cannot be adequately abstracted as a single
channel:

?? There can be multiple base stations or transceivers behind a single network device. Effectively, there
are multiple independent schedulable channels that have to be serviced through a single point of
congestion.

?? The wireless channel suffers from a relative high error rate. In itself, that is not harmful. However,
these errors are | ocation-dependent and possibly bursty. Mobile nodes experience error rates that are
largely independent of other traffic on the link. So flows that are destined to a particular mobile
node may or may not be able to make progress, regardless of other flows destined to other mobile
nodes. Congestion is therefore mobile node dependent.

7?2 Many wireless link layers can perform forward and backward error correction. These are techniques
that can somewhat aleviate the effects of the wireless environment. At the same time, they
complicate the scheduling and increase the buffering on the link layer.

?7? Packet flows have different reliability and delay requirements, which should be reflected in the link
layer and re-transmission scheme of the radio hardware.
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Consequently, applying the traditional interface in a wireless environment poses several problems. Link
layer needs a possibly large set of schedulable packets, to select which to send next. This significantly
reduces the possibilities of the network layer to control traffic flows.

Thus, the traditional scheduling model is inadequate, alternative models should be considered. It can be
argued that the best way to proceed is to determine the respective roles of both layers. Asthe Figure A6-7
illustrates, there are three primary choices for the scheduling model. The decoupled approach (a)
resembles most the model that was described above. The network-controlled (b) and link-controlled (c)
approaches are described below.

m |_'] ¢ —classifier

00 T
A A A

a) decoupled b) network-controlled,  ¢) |ink-controlled,
coupled coupled

Figure A6-7: Primary Scheduling Model Choices

In the link-controlled approach the link layer handles most of the scheduling activities. The arguments
against this model are significant:

?? Toavoid considerable layer violations, the datainterface still needs to be changed. Link layer can not
perform packet classification.

?? Support for many advanced scheduling functions, such as Explicit Congestion Notification (ECN)
[A6.10], cannot be achieved without layer violations.

?7? Network layer scheduler needs to be implemented anyway, for other link layers. Having each link
layer implement this functionality resultsin needless code duplication.

The last choice left is the network-controlled, coupled approach. Requirements for the interface are:

?? Link layers should be able to make optimal use of all their features. This includes capabilities such as
link state prediction and monitoring, error detection, and forward and backward error correction. For
example, the link layer should be able to decide a set of eligible flows, and decide the next packet to
send from this set. The set of eligible flows can possibly be the set of flows that can make progress.

?? Link layer characteristics such as centralised scheduling, or collision handling in the distributed
approach, should be handled optimally. In the former case, the link layer needs to know beforehand
the set of packets that can be transmitted in the near future, in order to make educated guess for the

resource request.

?? Granularity of flows, as evidenced by the link layer, should be low enough that the burden for the
link layer is minimal. However, granularity should be high enough, that no flow should contain both
packets that can make progress and packets that can not make progress.

7? Network layer scheduler should have all the information and control capabilities needed to provide
guaranteed performance. This includes having absolute control over how long a packet should be
queued, and what should happen to those packets that exceed this bound. The network layer should
be made aware of link layer conditions, such as whether flows can make progress or not.

Based on these requirements, we formulate the respective roles of the layers in the IP,W scheduling
mode.

A6.1.35.3.1 Network-layer Scheduler

The network layer scheduler is the controlling entity in the scheduling model. In principle, its task is to
ensure that all flows receive the desired service. This service is characterised by a service curve. Parekh

Page 357



BRAIN D22/10

and Gallager [A6.11] introduce the concept to abstract the behaviour of particular scheduling algorithms.
The service curve is such, that given an arrival function Ai(t) for flow i, the output function S(t) can
satisfy certain bounds for the flow.

Network layer scheduler controls the buffering of backlogged packets. Link layer may inquire the status
of the individual flows, to gather context for its own decisions. However, link layer should allow only for
minimum amount of packets to be buffered on the link layer. The minimum is determined to be the
amount of packets, that is enough for the hardware to function optimally.

A6.1.35.3.2 Link-layer Scheduler

The task of the link layer is to ensure that the wireless link functions optimally. It should not contradict
with the fairness of the service, as provided by the network layer scheduler. Link layer should not
implement policy by itself, but be guided by the control interface to make decisions regarding error
correction and other advanced features.

The link layer co-operates with the network layer scheduler to provide service that aspires to hide the
effects of the wireless link. Network layer can alow limited leeway for the link layer, on packet-per-
packet basis, to attempt through retransmissions and other means, to deliver the packet. Control interface
should have means to specify how rigorously the delivery of the packet should be pursued. Effectively,
the interface should unambiguously express, which packet should be preferred in the case, where two
contest for the same resource. That includes the case whether to retransmit now or later, if there are other
deliverable packets.

In some cases these guidelines cannot be followed. Namely, the proposed scheduling model assumes that
the wireless link, i.e. the congestion point, is directly connected to the entity containing the network layer
scheduler. In cases, where there is alarge link layer infrastructure, e.g. base station subsystem, behind the
"last-hop” network layer entity, the point of congestion can possibly be quite far away. For these systems,
the link layer has no choice but to perform scheduling in the link layer entities between the wireless link
and the network layer scheduler.

A6.1.35.3.3 Noteson IP,W QoSin BRAIN

From the different scheduling models in Figure 7 only the network- and link-controlled coupled models
are feasible if the IP,W interface is used; the decoupled model is not possible, since the IP,W layer is
aware of thelink layer mechanisms can do the proper mapping from L3 to L2.

The HIPERLANY/2 link layer provides both reservation of bandwidth and relative priority without explicit
resource reservations. These two service types map very straightforward to the BRAIN QoS architecture,
where both IntServ and RSV P based reservations and DiffServ relative priorities provide a wide range of
services. Since BRAIN is based on IP technology, we would suggest using the network-controlled
coupled approach for scheduling IP packets. An important optimisation task would be to define the
amount of data buffered at L2. The link layer must be able to function at full capacity, but not store too
much data, so that the QoS noticed at the IP layer is not compromised.

A6.1.4 Handover Control

IP mobility protocols have traditionally tried to avoid making assumptions on the link layer between the
MN and an access network when specifying the mechanisms for access router discovery and movement
detection. However, it has been noticed that the anticipation of prospective handover to a new router is
essential in achieving fast and smooth handovers. In the recent handover proposals at the IETF, this need
for anticipation is expressed as an assumption of the availability of link layer “triggers’” that can
accelerate IP level handover procedures. Handover control in IP,W tries to capture these needs for
signalling of handover eventsto upper layers and for initiating handovers to new access routers.

A handover control interface should be applicable to a variety of handover scenarios. Depending on the
wireless technology, local policies, or points of view of different protocol layers, handovers can be
classified into several types:

?? When handovers can be anticipated, the old and new access routers can negotiate on establishing
service for the MN at the new router. These handovers are planned or proactive (as opposed to
unplanned and reactive handovers). Thisis a network layer view where “planning” typically expects
thelink layer to give hints of imminent handovers.
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?? Handovers may be initiated by the MN (Mobile-controlled handover, MCHO) or by the access
network (Network-controlled handover, NCHO). Furthermore, the MN or the network may assist
each other in making the handover decision (Mobile-assisted handover, MAHO or Network-assisted
handover. NAHO).

?? Some technologies allow the MN to be simultaneously connected to the old and new access routers.
Handovers are then soft (make-before-break). These are typically backward handovers. Otherwise
the handover is hard (break-before-make), and typically forward.

?? A radio handover occurs entirely within the link layer without the MN changing the BAR. A network
handover within the BAN occurs between BARs. |P,W functionality is mainly related to network
handovers. However, even aradio handover may have implications on QoS provision.

In this context, handover control not only includes getting hints on imminent handover events (e.g., for
facilitating movement detection in the MN or proactive operation in the network) but also the support for
making decisions on performing handovers. Generic high level support for handover control proceduresis
looked into. It would not be dependent on specific wireless link layer technologies. For more detailed
control, an advanced but also more technology specific control interface would need to be specified. In
particular, radio signal measurement and resource availability signalling for network resource
management is not considered here, although 1P,W might provide a generic message passing function for
conveying requests for and reports on radio resources and measurements. We assume that the link layer
is able to independently monitor the radio link quality and start measurements on neighbouring radio
transmitters when the link quality degrades between a BAR and its MNSs. If a BAR selection mechanism
is to be specified which relies on link layer measurements, current load on the BARS, etc., the protocols
for conveying and algorithms for processing the needed information have to be specified. Harmonising
these protocols for diverse radio technologies is essential for achieving a generalised radio and BAN
resource control. However, these mechanisms for network resource control are beyond the scope of the
IPW itself.

At a handover, part of the MN’s link-layer context may need to be transferred from the old access router
to the new access router using network-layer signalling. Therefore, IP,W must provide means for pulling
the MN’s context up at the old access router and pushing it down at the new access router. The context
information may include header compression and QoS states, and encryption keys, for example.

This section proposes the IP,W functionality (neighbourhood awareness, handover progress monitoring,
and handover decision control) which forms the basic building blocks for handover mechanisms.
Handover control adds to and builds on association control (i.e., connection control) which includes the
basic node attachment/detachment (connection/disconnection) primitives and which is a mandatory
subpart of the overall handover control.

Although handover control is asymmetric in nature, here we specify handover management collectively
from the MN and from the BAR point of view. The requirements for handover control inthe MN and the
BAR differ, but the eventual handover support mechanisms may be very similar in both cases. The exact
parameters used to trigger a handover and the actual decision process, however, are beyond the scope of
IPW.

A6.14.1 Neighbourhood Awar eness

When enabled, neighbourhood awareness provides a view of nearby BARs that are candidates for
handover, ranked in the order of preference. Each entry is accompanied with a value indicating the
“goodness” of a particular BAR, based on an arbitrary scale that is independent of the wireless link
technology.

The ordered list of nearby transmitters contains an identification of candidate BARs. The BARS are
identified by their hardware addresses, |P addresses, or NAIs. The MN may use this information for its
own handover decisionsin MCHOs. This list is passed to the upper layers through an event notification.
In MAHOs, the list may be conveyed from the MN to a BAR to aid the BAN in making handover
decisions. A BAR may also receive thisinformation from neighbouring BARSs.

The information provided by neighbourhood awareness depends on the internal procedures of the link
layer and may be unavailable except at well defined times. It is assumed that the information is complete
and available at least when the link layer & ready to transition from handover preparation phase to
handover execution phase.
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A6.1.4.2 Handover Progress Monitoring

When enabled, handover progress monitoring allows monitoring of current handover phase (in a BAR,
for each attaching or detaching MN), BAR selection, and handover timing. In the MN, handover progress
notifications have a direct relationship with move detection. When using NCHO, the MN only receives
notifications on handovers but it cannot decide on these handovers. These notifications are accompanied
with the identity of the new BAR, such as with its hardware address, IP address or NAI (Network Access
Identifier). The IP,W signals the upper layers of the handover phase via an event notification. In the
BAR, handover progress events may be used for triggering fast and smooth handover mechanisms on the
upper layers.

The following events separating different handover phases can be identified:

?? A handover is suggested (e.g. the signal quality has dropped below a certain threshold). This signals
aproposition to move to handover preparation phase.

3

Candidate BARs have been selected for handover (thelist and the preferred selection is available via
the neighbourhood awareness function). This signal enables proceeding to handover execution phase.

MN has detached from old (or this) BAR.
MN is attaching to thisBAR (may be rejected by BAR)
MN has attached to new (or this) BAR

33 33

Handover is completed. Signals handover completion (either success or failure). This assumes that
the link layer supports the notion of handover. Otherwise, we may simply get the notification that the
MN has attached to new BAR (or back to old BAR in case of failure).

?? an attachment request has been rejected.

The order of the attachment and detachment events is not fixed. A MN that supports soft handover may
first attach to the new BAR and then detach from the old one.

The upper layers may take specific actions depending on the handover phase. For example, the events
may initiate upstream buffering or advance registration procedures at the MN. These mechanisms vary
depending on the fast handover schemes and they are beyond the scope of |P,W.

A6.1.4.3 Handover Decison Control

When enabled, handover decision control allows control over the BAR selection and over the exact
timing of the handover phases. For controlling BAR selection, neighbourhood awareness is required. For
controlling handover timing, handover progress monitoring is also required. When the handover progress
monitoring function signals that the previous handover phase has been completed, the handover decision
control function can be invoked to allow the handover to proceed into its next phase. Handover decision
control at the BAR is only available for NCHO (and MAHO), and at the MN it is only available for
MCHO (and NAHO).

The possible actions for allowing the link layer to progress from one handover phase to another are:

?? Prepare for handover or tell the MN to prepare for handover (e.g. look for candidate BARs for
handover). This commands the MN to enter handover preparation phase.

?? Execute handover to new BAR. This action assumes that the link layer supports the notion of
handover. Alternatively, the handover can be decomposed into successive detach and attach actions.

?? Detachfromold BAR

?? Attach to new BAR or tell the MN to attach to new BAR (optionally, the new BAR may be selected
from alist provided by the neighbourhood awareness function)

?? Accept or reject a MN that is attempting to handover to this BAR. Note that the MN may also be
rejected independently by the admission control function as part of security management or QoS
control if these are not supported as an integral part of the handover.

Again, attach and detach may occur in any order, depending on the handover type supported by the link
layer.
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The handover control functionality presented here overlaps with radio and network resource control
activities. The role of IP,W handover decision control is to override, time or tune the resource control
actions.

A6.1.4.4 Example Application

Handover protocols can be specified by using very generic network-layer mechanisms. Although a
generalised handover procedure is supposed to be fully handled at the network layer, some issues
concerning the link layer still remain. Therefore, network-layer solution cannot exist without any
communication between the different layers.

Figure A6-8illustrates handover signalling in a planned MCHO scenario where the MN detaches from an
old access router (OAR) before connecting to the new router (NAR). The arrows in the figure represent
network-layer messages. The Host Handover Request message instructs OAR to start building atunnel to
NAR for packet forwarding (possibly using bi-casting) and transferring any required context of the MN to
NAR. The Router Advertisement message notifiesthe MN of the availability of the NAR for registering.

2: Build a tunnel to NAR, transfer
context and start buffering/bi-casting

1: Instruction from the MN
to OAR to prepare for a

handover to NAR 2. AR Handover

Reauest/Renlv
B

1. MN Handover Request \ / 5. Registration Request
3. MN Handover Reply ‘ 4. Router Advertisement

OAR

Mobile
Node

Figure A6-8: Planned MCHO Signalling

From the message sequence chart in Figure A6-9 we can notice how handover event notifications at the
IP,W interface may facilitate proactive |P handover preparation between the access routers, and how they
can trigger the mobility registration procedure at the new access router. That is, the network-layer Host
Handover Request and Router Advertisement messages shown in Figure A6-8 can be triggered by the
handover responses and indications at the |P,W interface.
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Figure A6-9: A Mobile-Controlled Planned Handover

A6.1.5 Idle Mode Support

A6.15.1 Idle/Standby M odes and Paging

A MN supports different operating modes in order to optimise its mobility support. While the MN is
powered off, out of the coverage area or does not require any connectivity with the network, it is
considered as being detached. Otherwise, the MN may be in active or in idle mode. In the active mode,
the MN is sending and or receiving packets via its interface to a network. In the idle mode, the MN is not
transferring IP data packets. Furthermore, if the MN is a terminal that supports the Advanced
Configuration and Power Interface (ACPI, APM), the MN or subparts of it may be sleeping in a standby
mode. Then, the MN may be woken up by an external signal. This signal may be the reception of an IP
packet, for example. The state-changes may aso be explicitly initiated by network or terminal command
(e.g., by a paging request received from the network or the need for the terminal to initiate location
updates).

In summary, there can be identified two separate but interrelated concepts of state with respect to the
mode of activity, which can be coarsely characterised as follows:

?? activelidle/detached according to | P packet transmission activity

?? active/standby according to (link layer) power management

Page 362



BRAIN D22/10

Hence, idle mode reduces signalling load, and saves radio spectrum and routing state in the BAN whereas
standby mode saves battery in the MN. These two concepts may coincidein aMN but not necessarily; an
idle MN need not be in standby mode even if power management is supported.

When a MN enters the idle mode it records the identity of its current paging area (or severa of them if
there are overlapping areas). A paging area consists of a set of BARs. When the MN migrates within the
BAN it informs the BAN of its location only when it crosses a boundary of a paging area. In the idle
mode, the terminal can move inside a paging area without signalling its exact location to the network
(except to refresh paging timers if required by the paging scheme). The network uses paging when it
needs to force the MN to switch from the idle mode to the active mode (to be able to send data packets to
the MN): the BARs in the current paging area send a paging signal in order to locate the MN. When a
MN isinidle mode it listens to paging signals from BARs and responds with a location update when it is
paged.

The IP,W Idle Mode support allows location tracking of idle MNs and power saving at standby mode. In
the implementations, standby mode can be maintained during paging only if the paging protocol engineis
not reliant on the CPU or other main resources of the MN. This is typically not possible if location
management is always performed a the network layer. In the standby mode, the radio receiver at the MN
may be periodically shut down provided that the access point and the MN can agree on time slots during
which the MN must monitor paging area advertisements and paging signals. When the link layer detects
that it does not receive the paging channel it has to wake up to be able to synchroniseits radio transceiver
with the periodic paging time dlots.

Figure A6-10 shows a topology of the network with two paging areas. Assuming the mobile nodeisin the
idle state, in Paging Area 1, routers only know the paging area the mobile isin. A router has to know the
exact BAR the mobile node can hear, to route packets correctly. It buffers the data packets and then
performs paging procedure by broadcasting a paging message to the Paging Area 1, and waits for a
response before routing the data packets.

IP core

X < BMG

Paging area

Paaina area

Figure A6-10: Paging Areasin the BRAIN Access Network

Performing such paging over the wireless link on network layer will unfortunately require maintaining
network layer connectivity, at least the ability to receive signalling | P packets broadcast (or multicast) by
the network. This does not allow the MN to enter a standby mode, as it requires computation on the IP
layer.

A paging scheme should be able to use link layer signalling over the radio link. It seems to be more
efficient to handle paging over the radio link by defining a broadcast or multicast paging channel. The
MN gets all the distributed paging requests via that channel and determines if it is relevant for the
terminal (e.g. based on an identifier of the MN included in the paging packet parameters). Then, the MN
wakes up through internal mechanisms.

A6.1.5.2 Paging on theLink Layer

The short description of the paging functionality given in the previous section should be enough to point
out the necessary paging messages.
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Basically what is needed in a paging procedure at the link layer:
?? ldentifier to each paging area.

?? Way for the mobile node in the idle state to find out which paging area it is in. One approach is to
have BAR broadcast beacon messages periodically to mobile nodes. In this case, each BAR transmits
its Paging Area Identifier in its periodic beacon signals, thus enabling a mobile node to notice when it
moves into a new Paging Area. If a BAR belongs to several overlapping Paging Areas, it may
advertise all Paging Areasin the beacons.

?? ldentifier for the MN

?? Paging request initiated by a BAR. This packet must contain the identifier of the MN being searched
for. Like the Paging Area ldentifier, this paging request should also be conveyed in the BAR
broadcast beacon signals.

To perform paging at the link layer, there is a need to make the link layer procedures fit with the IP
network. Thisis not obvious because the link layer messages will depend on the technology used on this
layer. Adaptations have to be done in order to come up with a generic paging procedure. It will consist in
defining an interface between the link and the network layers, so that IP paging packets can be converted
in suitable link layer messages and link layer messages can be made suitable to the IP layer (which will be
therole of the convergence layer). A set of messages is needed, which will go through the interface.

The interface is asymmetric: the MN and the BAR see different primitives and messages crossing the
interface. Toillustrate, Figure A 6-11 shows the paging request at a BAR and Figure A 6-12 at the MN.

The Paging Request coming from the

L3 BAR has reached the right MN
IP2W
. - the convergence layer translates the Paging Request message
Standby - from layer 2 into a paging indication for the IP layer.
MN B Mode N > - eventually, the MN switches into active mode and performs a

location update at the IP layer.

; !

Paging Request message
coming from the BAR via the
link laver

Figure A6-11: Paging Reguest at the M obile Nodes

At the MN, the link-layer paging request results in the need of alocation update, produced at the network
layer.

L3 ’
Paging Request

IP2W

Idle Mode

L2 Paging Request
L2 Sianal

l

Figure A6-12: Paging Request at the BRAIN Access Router
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A6.15.3 Example Scenario

Figure A6-13 depicts a scenario that demonstrates link-layer paging support. The MN moves between two
BARsthat belong to different Paging Areas (“a’ and “b”).

The MN starts in active mode and it first configures its MN-identifier that it expects to be used in Paging
Requests. This configuration is typicaly performed after the initial registration with the network. The
BARs configure their Paging Areas to be able to advertise their Paging Areas in link-layer beacons. When
the MN enters the idle mode it (typically) informs the network, waits for areply, and sets the link-layer in
stand-by mode where the MN’s receiver only monitors a broadcast channel or a specific paging channel,
which conveys information about the current Paging Area and Paging Requests. When the link layer at
the MN notices that the Paging Area advertised by a BAR changes, the link layer notifies the upper layers
of the change by a Paging Area change notification. This event will wake up the IP stack and typically
result in anetwork-level registration procedure.

MN BARa BARb
L3 L2 L2 L3 L2 L3
Config MN-Id Config PAa Config PAb
» < <
Advertise PAa
< L3 Enter Idle Mode >

Standby Mode
»

>

MN moves to

BARnK Advertise PAy
d
<
PA Change
- d
<
1
\
A < L3 Registration >
MN goes idle
< L3 Enter Idle Mode >
IStandby Mode MN ds t
Sta needs to
> be paaed

Paging Request

L2 Paging Request

A

Paging Request

<

A < L3 Registration >
-~ - - = . ]

Figure A6-13: Paging Procedures

The scenario continues with a network-layer Paging Request at the BAR. This is forwarded to the link
layer through the IP,W Paging Request primitive, which will trigger a link-layer paging signal from the
BAR to the MN. The link-layer at the MN notices that the identifier in the request matches with the
configured MN-identifier and notifies the upper layers of a received Paging Request. This will typically
result in anetwork-layer registration procedure, which sets up the routing path in the network for the MN.

When an idle MN wants to send packets, it should initiate a registration procedure with the current BAR.
Thisregistration will entail 1P packet transmission that will (implicitly) wake up the link-layer.

A6.1.6 Security

A6.1.6.1 Authentication

To perform admission control, the BAN is assumed to operate AAA protocol. Between the BAR and the
MN, the authentication mechanism may be performed at the link layer or at the IP level. IP,W
requirements are given below in the case the link layer ensures the authentication of the users.
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The IP,W within the BAR has
?? toindicate whether aLayer 2 admission control isrequired

?? to transfer credentials for a MN from upper layers to the link layer as the BAR will consult the local
authority at the IP level

The IP,W within an MN has
?? toindicate Layer 3if authentication is performed at Layer 2
?? totransfer itsidentity from upper layersto thelink layer if required

As it is done with IP layer authentication, a link layer authentication procedure will not cipher credential
exchange, since cryptographic exchange can not be performed before the end of the authentication
process.

A6.1.6.2 Data Ciphering

Once the MN is authenticated, key exchange procedure like IKE, can be triggered. For example, IKE
standard allows ciphering network layer SA (Security Association) exchange as soon as possible. Then
the ciphering of data and control packets may be performed at the IP level and optionally at the link layer
level. If the link layer level dphering is independent from the IP level ciphering (depends on the Layer 2
capabilities to generate and exchange its own key to encrypt), no specific function has to be implemented
in the IP,W layer. On the contrary, the MN and the BAR may need to share asecuring key that is built
and known at the IP level or even at a higher level, for ciphering on the air interface. The Layer 2 then
can not be ciphered, while this key is not built and distributed.

In that case, the IP,W within the BAR has:
?? toindicate whether aLayer 2 ciphering isrequired or not

?? to provide the encryption key from the IP layer to the link layer, so that encryption key exchange can
be performed on the Layer 2 between the BAR and the MN

The IP,W within an MN has:

?? toindicateto the Layer 3 whether a Layer 2 ciphering is performed or not.

A6.1.7 Configuration

The 1P,W configuration interface enables discovering the capabilities of the wireless link layer and
setting parameters for link-layer operation. Accordingly, the configuration interface provides overall
management of the functional blocks identified in the control interface and in the data interface. While the
individual control functions implement primitives for operational control (e.g., of packet flows or
individual packets), the configuration interface is used for managing the general and default modes of
operation.

The following sections list the capabilities and the configuration parameters used for enabling or
disabling these capabilities and configuring their operation.

A6.1.7.1.11 Discovery of link-layer capabilities

The IP,W must be able to report on the capabilities of the underlying link layer. The link-layer
capabilities are categorised into broad capability classes according to the functional blocks of 1P,W
interface. If alink-layer implementation claims to support a certain capability it must implement the set of
primitives and the underlying functionsincorporated in that capability. The capabilities are: -

Address Management
?? support for address autoconfiguration (supersedes DAD)
?? support for optimised address resolution
?? support for promiscuous mode

QoS Control
?? support for int-serv flow specification
?? support for diff-serv mapping
?? predefined QoS contexts

Handover Control
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support for association control

support for neighbourhood awareness (handover preparations possible)

support for handover progress monitoring (indications of handover events received)
support for handover decision control (possible to select handover timing and target)
support for soft handover

NI IISN

Idle Mode Support
?? support for standby mode and paging

Security Management
?? support for link-layer encryption
?? support for link-layer authentication

Error Control
?? support for ARQ

Buffer Management
?? support for queue flow control

Header Compression
?? support header compression

Multicast Support
?? support for link-layer broadcast
?? support for link-layer multicast (filtering)

A6.1.7.1.1.2 Configuration of link-layer capabilities

The link layer may be instructed to operate in different modes and with different parameters within the
ranges of its capabilities. In addition, the modes of operation and values of fixed and settable parameters
can be queried. The possible modes and parameters are: -

Address Management
?? enable/disable support for address autoconfiguration
?? enable/disable support for optimised address resolution
?? enable/disable promiscuous mode

QoS Control
?? enable/disable FEC
?? enable/disable ARQ

Handover Control
?? enable/disable handover monitoring and control modes:
?? neighbourhood awareness
?? handover progress monitoring
?? handover decision control
?? get connection status

Idle Mode Support
?? enable/disable link-layer paging protocol
?? setpaging areainfo at BAR

Security Management
?? enable/disable link-layer encryption
?? enable/disable link-layer authentication (for admission control)
?? get encryption mandatory status (encryption always on)
?? setencryption agorithm (DES, RC2, RC4, RC5)

Error Control
?? enable/disable ARQ
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?? set error control parameters

Buffer Management

Header Compression
?? enable/disable IPv4/IPv6 header compression

Multicast Support

General
?? get accesstype: connection-oriented or random access
?? get mediatype (HIPERLAN/2, IEEE 802.11, UMTS, ...)
?? getvendor info
?? get/set network identifier or domain name, ESSID in 802.11
?? get hardware status (ready, initialising, closing, reset, not ready)
?? get link speed (approximate or precise)
?? enable/disable transceiver

A6.1.8 Data Transfer

The Data Interface allows upper layers to send and receive packets over the wireless link. The actual
service primitives required for data transfer are fairly limited. The interface support primitives for sending
and receiving 1Pv4 and 1Pv6 packets and attaching additional interface control information (ICI) to each
transmitted/received packet. The ICI includes:

?? source and destination hardware addresses

?? packet length

?? QoS context identifier (optional, acquired through QoS control function)

?? security context identifier (optional, possibly acquired through security management function)

I P packets are mapped to radio resources (e.g. radio channels) by using the interface control information.

When link-layer buffers are becoming exhausted inter-layer flow control is triggered. The flow control
indication should be sent before the link layer has to drop packets.

While the Data Interface in itself is very simple, there is a host of behavioural requirements that come
from IP layer and upper layers. These do not have a direct impact the interface, but rather affect the
implementation of the "user plane procedures' taking care of the actual packet transmission in the link
layer. Requirements and recommendations can be identified for the following user plane procedures:

?? Error Control refers to mechanisms used to detect and correct transmission errors on the link layer,
including error detection, forward error correction, and ARQ. Implications of different error control
strategies on | P traffic and on the performance of | P based protocols and applications are considered.

?? Buffer Management refers to how buffers are managed in the link layer in conjunction with
congestion, QoS, flow control, etc.

?? QoS Support refers to scheduling dataflowsto radio link channels based on QoS parameters.

?? Segmentation and Reassembly refers to the procedures of segmenting an IP packet into multiple
link layer frames and reassembling them back into an |P packet at the receiving end.

?? Header Compression refers to the compression of IP packet headers below the IP,W interface.
Optionally, payload data could also be compressed at thislevel.

?? Multicast Transmission refers to the process of transmitting and receiving packets on multicast
channels offered by the underlying wireless technology.

The general requirements for any link layer that is designed for conveying I P packets should be based on
the guidelines given by the IETF Performance Implications of Link Characteristics (PILC) working
group. These design issues are discussed in the “Advice for Internet Subnetwork Designers” document
[A6.14].
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A6.2 Interface Specification

This Annex specifies the primitivesincluded in the IP,W interface.

Unless otherwise noted each primitive is specific to a single interface. Each primitive has an implied
interface number parameter. Unless otherwise noted primitive applies for both mobile nodes and access
points. The latter refers to a specific scenario found in many link-layers that there is a central-point of
control within the link, a so-called access point.

A6.2.1 About Primitive Notation
Four primitive types may be used between different layers:

?? req(request), for ahigher layer to request service from alower layer.
?? cnf (confirmation), for the layer providing the service to confirm the activity has been completed.

?? ind(indication), for the layer providing service to notify the next higher layer of any specific service
related activity.

?? rsp(response), for alayer to acknowledge receipt of an indication primitive from the next lower
layer.

Many of the primitives take the MN’s and BAR’s identification (MN Id and BAR |d, respectively, or Peer
Id) as their parameters. In most cases this identifier will be a Destination Link-layer Address. However, in
some occasions it could also be an IP address or a NAI (this needs further study and feedback from the
implementers).

A6.2.2 Data Structures and code values

A6.2.2.1 Genericlink-layer address(GLLA)

A network interface is assumed to be identifiable by a unique interface identifier within the scope of its
use. Network interface is usually configured to use its link-layer address as the interface identifier, so the
link-layer address is assumed to possess the same properties. Link-layer addressis often referred to asthe
MAC address but this is a misnomer. No doubt this practice is being influenced by the IEEE 802.x and
most notably the widespread Ethernet (IEEE 802.3) standard, which defines a static globally unique link-
layer address.

Nevertheless there are link layers, even of the multiple access kind, which do not support static link-layer
addresses natively. These are most often found in the wireless links, typically uniqueness only being
guaranteed within the link. 1P,W interface must take al kinds of link layers account. See Figure A6-14
for an illustration of the various addresses, identifiers and their relationship. The link-layer usually has an
internal presentation for its link-layer address (such as IEEE 802) and then another presentation that is
seen by the network layer. This public link-layer address might be directly derived from the internal one
or be formed in completely another way.

Network layer interface

Policy
dictated 11D
[1..N] IPv6 address(es)
— ~—
A 4
| prefix | IFidentfier | weeene | prefix | 1FIdenifier |
Network layer A
: IPW
Convergence laye | Link-layer Address |
Link layer | Internal Link-layer Address |

Figure A6-14: TheRelation of Various Addresses
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To network layer, link-layer addresses should appear as opaque tokens with associated attributes. Table
A6-5 details the properties of the generic link-layer address (GLLA):

Property Explanation

Data Opague link-layer address

Length Length of the link-layer address

Type Type of the link-layer address— O for undefined, 1 for EUI-64

S Static flag if set, indicates that the link-layer address will not be deprecated. It is
globally stable.

U Uniqueflag if set, indicates that this addressis unique at least within the link.

G Individual/Group flag to indicate whether this address refers to a hardware
multicast address or not.

Table A6-5: Generic Link-layer Address Properties

How to map the true hardware interface address (e.g. MAC address) (if any) to the link-layer address, isa
link-specific problem. It is advised that the link-layer addresses should follow the EUI-64 format.

AB.2.2.2 Ethernet Protocol 1D

A protocol ID is needed to demultiplex the packet at the network layer. The protocol stack needs to know
which protocol handler should take care of the packet. Some of the currently assigned Ethernet protocol
identifiers are listed in Table A 6-6.

AB.2.2.2.1 Protocol AB6.2.2.2.2
ode
| Pv4 packet 0x0800
Address Resol ution Packet 0x0306
Reverse Address Resolution packet 0x8035
| Pv6 packet 0x86dd

Table A6-6: Ethernet Protocd | dentifiers

A6.2.3 Address Management Interface

IP,W should provide a 1) robust, 2) secure and 3) link-independent interface for supporting the network
layer address management. Interface should also minimise the need for network layer signalling and
maximise the performance if additional link knowledge can be used to aid in the network layer decisions.

A6.2.3.1.1 Requirements
The following requirements for the interface have been identified:
?? ThelP,W interface should accommodate both the shared and point-to-point interface models.

?? IP,W should provide a static, globally unique link-layer address. If one is not available, the shared
interface may support a dynamic hardware address assignment procedure. The procedure must ensure
that the assigned link-layer address is unique on the link. Upper layers must be able to query the link-
layer address from the interface.

?? The shared interface should support multicast.

A6.2.3.1.2 Discussion

The proposed interface should fulfil all the requirements. Both shared and point-to-point links are
supported. In fact the interface tries to abstract them away, so the higher layers need not know the actual
type of the link. The defined interface supports both static, globally unique hardware addresses and those,
which are dynamically acquired. Higher layers can access this property information in form of the flags
described in  Table AG65 The proposed primitives [P2W_JOIN_MULTICAST_GROUP,
IP2W_LEAVE MULTICAST _GROUPand IP2W_MAP_MULTICAST provide the multicast support.

The control interface presents the following functions:

?? Given a raw link-layer address (e.g. acquired from a Link-layer Address option) creates a generic
link-layer address structure.
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Indicates higher layersif link-layer addresses are no longer valid, for example because of a handover.
Acquiresthe link-layer addressin link-layer specific ways.

Allowsthe link-layer address be set explicitly.

Maps | P multicast addressesto link-layer addresses.

33 I3 3 3

Facilitates joining/leaving multicast groups.

Negotiation of 1Pv4 addressesis considered to be out of the scope of 1P,W.

IP2W_ACQUIRE_LLA {reg, cnf}

The request is used by the network layer to acquire the interface link-layer address as a generic link-layer
address (GLLA) structure. It can be used as the nterface identifiers (I11D) or for other purposes.
Additional “Random” flag can be specified, if the user wishes not to use a globally known static address.

The confirmation is used by the link layer to inform network layer about the acquired link-layer address.

The optional GLLA as a reguest parameter can be used to explicitly set the link-layer address to be used.
In this case the responsibility of higher layersisto ensure the uniqueness of the address. The request may
fail if thelink layer does not support the notion of explicitly settable link-layer addresses.

PARAMETER REQ | CNF | IND RSP
GLLA o A - -
Random Flag O O - -
A Always present
(0] Optional
- Not applicable

GLLA

A link-layer address, which should be guaranteed to be unique at least within the link. See Table A6-5for
the definition of the generic link-layer address attributes.

Random Flag

This flag indicates that associating the acquired link-layer address to particular hardware or person should
not be possible. The flag is passed back to the higher layers if the link-layer is able to provide such an
address.

IP2W_QUERY_LLA {req, cnf}

The request is used by the network layer to query link layer about specific properties of a raw link-layer
address. Typically this address has been acquired by higher layer mechanisms such as Neighbor
Discovery.

The confirmation is used by the link layer to inform the network layer about the properties of the
requested address.

PARAMETER REQ | CNF | IND RSP
Link-layer Address A - - -
GLLA - A - -

A Always present

- Not applicable

Link-layer Address
Parameter isaRaw Link-layer Address of which only dataand its length are known.

GLLA
Generic link-layer address corresponding to the link-layer address. See Table A6-5 for the definitions of
thefields.

IP2W _LLA DEPRECATION {ind}

This indication is used by the link layer to inform network layer that a particular link-layer address has
become deprecated. Typically address deprecation follows handovers in wireless network because the
previous interface link-layer address is no longer valid. Higher layers should then acquire a new link-
layer address. The lower layers use this primitive to indicate the deprecation of al link-layer addresses,
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that is, also link-layer multicast addresses. Higher layers must check the group flag of the address to
check whether it refersto alink-layer address or multicast group address.

PARAMETER REQ | CNF | IND RSP
Link-layer Address - - A -

A Always present

- Not applicable

Link-layer Address
Higher layers must remove all references to the deprecated link-layer addresses.

IP2W_JOIN_MULTICAST_GROUP {reg, cnf}

The request is used by the network layer when joining to a multicast group. It must be noted that this
primitive is not optional if IPv6 should be supported, even in the case where link layer does not support
multicast or broadcast. The primitive is slightly ugly in that it demands knowledge of the network-layer
multicast addressing in lower layer. This ugliness can not be easily avoided because the process of
deriving link-layer multicast addresses is really dependent on both the network layer protocol and link
layer.

The confirmation is used by the link layer to inform about the outcome of the procedure. The request can
fail if there are a limited amount of hardware multicast addresses and if the link-layer for example does
not support promiscuous mode. Because of this, the network layer should be careful when ordering the
join operations. Mandatory multicast groups such as all-nodes group in IPv6 should be joined before
others.

Network-layer Multicast Address
Address Type
Link-layer Address

PARAMETER REQ | CNF | IND RSP
A
A

A - -

A Always present
- Not applicable

Network -layer Multicast Address
Primitive expects the address as a structure combining the data portion of the address and its length.

Address Type
Address Type describes the network-layer protocol, typicaly IPv4 or 1Pv6. Implementations should
support every network-layer protocol that the network stack software supports.

Link-layer Address
Lower layers confirm the success of joining to a multicast group with the link-layer multicast address.

IP2W_LEAVE MULTICAST _GROUP {req}
Thisrequest is used by the network layer to |leave a multicast group.

PARAMETER REQ CNF IND RSP
Link-layer Multicast Address A

A Always present
- Not applicable

Link-layer Multicast Address
This addressidentifies the link-layer multicast context.

IP2W_MAP_MULTICAST {req, cnf}

The request is used by the network layer to map a multicast address to alink-layer address. The procedure
is a distinct operation from joining, because a node need not join to a multicast group, before being able
to send datagrams to the group.

The confirmation is used by the link layer to inform the network layer about the link-layer multicast
address.

PARAMETER REQ [ CNF | IND RSP

Network-layer Multicast Address A - - -
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Address Type A - - -
Link-layer multicast address - A - -

A Always present
- Not applicable

For parameters, see IP2W_JOIN_MULTICAST_GROUP.

The following primitives can be supported optionally:

IP2W_PROPOSE _|ID {req, cnf}

The request is used by the network layer to propose an Interface Identifier to the AP. 11D could have been
formed by taking the link-layer address of the interface, manually or otherwise.

The confirmation informs the network layer about the outcome of the operation.

PARAMETER REQ | CNF | IND RSP

Interface Identifier A - - ;i
Success Flag - A - -

A Always present
- Not applicable

Interface | dentifier
11D to be proposed.

Success Flag
FALSE indicated failure of the operation. MN has to form another 1D somehow or use other |P address
configuration mechanisms such as DHCP. TRUE indicates success.

IP2W_11D_PROPOSAL {ind, rsp}

The indication is used by the link layer in BAR to inform network layer about new 11D proposal. If no
duplicate entries are found and other conditions are met, the request by MN can be granted.

Theresponseis used by the network layer to signal the outcome of the operation to the MN.

PARAMETER REQ | CNF | IND RSP
Interface Identifier - - A -
Link-layer Address - - A -
Success Flag - - - A

A Always present

- Not applicable

Interface | dentifier
I1D that has been proposed.

Link-layer Address
Link-layer address of the mobile node that proposed the 11D.

Success Flag
Status of the proposal.

A6.24 Quality-of-Service Control Interface

IP,W should allow higher layers to take advantage of link layer QoS mechanisms in as generic way as
possible. The interface should be link-type agnostic but still allow for precise control of the link layer
capabilities.

All flows are presented by an opaque token that is called the QoS context identifier. It is a numerical and
unique value that is used by the data interface and the QoS control interface primitives to manage flows
on the link layer. It should be unique in the sense that all link-layer flows towards a certain link-layer
destination address should have a unique identifier, regardless of the way that they are mapped to physical
or logical link layer flows or other QoS mechanisms. This requirement was made to separate the token
and the mechanism from each other. The actual link-layer flow can change due to (radio) handovers or
other reasons independently of the QoS context ID. Thus, because no remapping of the QoS Context Ids
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should be required at a new BAR if link-layer QoS contexts are transferred from an old BAR, the QoS
Contexts are identified by the pair (QoS Context Id, MN’slink-layer address).

All flows are uni-directional and the interface is fully symmetric. The sender, a MN or a BAR, allocates a
flow by using either the IP2ZW_RESERVE_FLOW.REQ or IP2W_PRIO_FLOW.REQ primitive.

A6.2.4.1 Reservation Based Link Flows

The reservation based service deals with hard agreements of data rates and the transmission delay at the
radio interface. Therefore, fixed capacity should be allocated for a specific link-layer flow. The packets
belonging to the same flow are delivered in order by the link layer.

IP2W_RESERVE_FLOW {reg, cnf}

The request is used by the network layer to reserve capacity on the link. All flows are considered uni-
directional and the request primitive is applied in the node that is the sender on the link.

The request should fail if the link layer is incapable of performing access control on the link layer or the
corresponding node on the link refuses to accept the reservation. Network layer can either try to change
the capacity of an existing QoS context or reserve acompletely new one.

The confirmation is used by the link layer to inform about the outcome.

PARAMETER CNF | IND RSP

Destination Link-layer Address
QoS Context ID

Maximum Packet Size

Rate

Slack Term

Rate Dependent Error Term
Per-packet Error Term

Loss Rate

'>>OO>§
> >

O000O0"

O ]

A Always present
0] Optional
- Not applicable

Destination Link-layer Address
Link-layer address of the destination of the flow.

QoS Context ID

An opague token presenting the QoS context. It should be unique within the life of the QoS context. If the
caller adds QoS Context ID, the call requests a change in the reservation of the indicated flow; the other
parameters thus indicate what the request changeis.

Maximum Packet Size
Optionally, maximum packet size should help link layer to provide better estimations for the slack and
error terms. If not specified, then MTU should be used instead.

Rate
The rate is measured in bytes of |P packets per second. This rate is asked to be reserved from the whole
capacity. If the link can not provide such throughput then it should report what it can actually provide.

Slack Term

The slack term is measured in microseconds. It signifies the difference between the desired delay and the
delay obtained by using a reservation of rate n. This slack term can be utilised by the link layer to reduce
its resource reservation for a particular flow.

Rate Dependent Error Term

The rate-dependent error term represents the delay a datagram in the flow might experience due to the
rate parameters of the flow. An example of the error term is the need to account for the time taken
serialising adatagram broken up into radio cells, with the cells sent at afrequency of 1/rate.

When computing the delay bound, the error term is divided by the reservation rate, the effect of the error
term is a function of the transmission rate. Implementers should take care to confirm that their error term
values, when divided by various rates, give appropriate results. Delay values that are not dependent on
the rate should be incorporated into the value for the per-packet error term.

The rate dependent error term is measured in units of bytes.
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Per-packet Error Term

The per-packet error term represents the worst case non-rate-based transit time variation through the link
layer. It is generally determined or set at boot or configuration time. An example of the term is a slotted
radio link, in which senders are assigned particular slotsin acycle of dots, e.g.. in GSM. Some part of the
per-flow delay may be determined by which slots in the cycle are allocated to the flow. In this case, the
term would measure the maximum amount of time a flow's data, once ready to be sent, might have to wait
for aslot.

The per-packet error term is measured in units of one microsecond.

LossRate

The loss rate gives an indication to the link layer about how critical it isto get packets through the link. A
low loss rate will force a more persistent retransmission scheme, for example, and possibly changes in the
coding. A higher loss rate will let the link layer drop packets more often.

The loss rate is given as a fraction of [P packets that can be lost, for example, 10-2 means, in average,
every 100th IP packet can belost.
IP2W_FLOW_RESV {ind, rsp}

The indication is used by the link layer to inform network layer about pending uni-directiona
reservations. Network layer can either accept or refuse the reservation based on policy. It must be noted
that this primitive must not be mixed with call access control policy inthelink layer.

The response is used by the network layer to signal its access control decision.

PARAMETER REQ | CNF | IND RSP
Link-layer Address - - A -
Rate - - A -
Accept Flag - - - A

A Always present

@] Optional

- Not applicable

Link-layer Address
Link-layer address of the sender.

Rate
Theratein bytes of | P packets per second can aid making the policy decision.

Accept Flag
The decisionissignalled by thisflag.

IP2W_TEAR_FLOW {req, cnf}
Therequest is used by the network layer to explicitly tear down aflow presented by a QoS context.

The confirmation is used by the link layer to signal that the flow has been torn down.

PARAMETER REQ | CNF | IND RSP
MN Id A - - -
QoS Context ID A - - -
A Always present
@] Optional
- Not applicable

MNId

The identification of the MN. This parameter isonly applicable at BAR.

QoS Context ID
The context ID of the flow that isto be torn down.

IP2W_FLOW_DEPRECATION {ind}

Thisindication isused by thelink layer to signal that aflow has been deprecated.
PARAMETER REQ | CNF | IND RSP
MN Id - - A -
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QoS Context 1D - - | A | -
A Always present
(0] Optional
- Not applicable
MNId

Theidentification of the MN. This parameter is only applicable at BAR.

QoS Context ID
The context ID of the flow that is deprecated.

IP2W_RESOURCE_VIOLATION {ind}

This indication is used by the link layer to sgnal that the resources of one specific or all flows have
diminished and the indicated flow(s) will be torn down, to be re-allocated again by the IP layer, for
example.

PARAMETER REQ | CNF | IND RSP
MN Id - - A -
QoS Context ID - - O -
A Always present
0] Optional
- Not applicable

MNId

Theidentification of the MN. This parameter is only applicable at BAR.

QoS Context ID

The context ID of the flow that will be torn down. If the value is not present (equals to zero), then
resources of al flows are running out and the higher layers needs to react. This primitive tears down all
indicated flows (one specific or all flows) and the higher layer can then re-request resources with some
specific logic.

A6.2.4.2 Non-reservation Based Link Flows

The non-reservation based service deals with link flows possibly having a priority and/or a transmission
delay bound at the radio interface. If flows with priorities are supported, the link layer serves the flowsin
priority order following its scheduling algorithm. If flows with priorities are not supported, the link layer
serves the flows with different delay bound in an appropriate order (for example using round robin). No
fixed capacity should be alocated for such link-layer flows. The packets belonging to the same flow are
delivered in order by thelink layer.

IP2W_PRIO_FLOW {reg, cnf}

Therequest is used by the network layer to allocate and identify aflow on the link and to assign a specific
priority and (reliability related) delay bound to the flow. All flows are considered uni-directional and the
request primitive is applied in the node that is the sender on the link. The packets belonging to the same
flow are delivered in order by thelink layer.

If the network layer does not request any priority nor delay or if the link layer does not support the flow
of requested type, the link layer may assign appropriate values to the flow of fail in allocating the flow.

The confirmation is used by the link layer to inform about the outcome.

PARAMETER CNF | IND RSP

Destination Link-layer Address
QoS Context ID

Priority

Delay Bound

Reliability Flag

Loss Rate

OOO>O>§
>>>r >

o 1

A Always present
0] Optional
- Not applicable

Destination Link-layer Address
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Link-layer address of the destination of the flow.

QoS Context ID

An opaque token identifying the flow and presenting the QoS context. It should be unique within the life
of the QoS context. The network layer may request one of the predefined flows by using a QoS Context
ID thelink layer returned with the IP2W_PREDEFINED_QOS CLASSES.CNF primitive.

Priority

Priority is a value from 0 to 255, conveniently taking a single octet. If the link layer has no facilities to
take the value into account, it may assign the closest supported value that indicates higher priority than
the requested value, or it may assign the best effort class, if no priorities are supported.

Delay Bound

Delay bound is used to allow separate handling of packet flows requiring different persistence related
delay bound. The Delay bound is considered as the absolute upper bound that a single packet is allowed
to wait to be transmitted over the link, excluding the queuing delay. This delay value includes possible
retransmissions. Packets exceeding this delay bound should be discarded. Typically lower delay bound
indicates the possibility to accept higher packet loss rate. A special value (zero=0) is used to indicate
desire for minimum delay.

Rédiability Flag

Reliability flag suggests that the higher layer protocols do not care about bit errors in the data portion of
the packet. Link-layer framing if any must still be sent untouched but higher layers take care of any
corruption in the data portion of the packet. Link-layers that do not have the capability to separate link-
layer framing and data portion packet checksum should just ignore this flag.

LossRate

Theloss rate gives an indication to the link layer about how critical it is to get packets through the link. A
low loss rate will force a more persistent retransmission scheme, for example, and possibly changesin the
coding. A higher loss rate will |et the link layer drop packets more often.

The loss rate is given as a fraction of |P packets that can be lost, for example, 10-2 means, in average,
every 100th |P packet can belost.

IP2W_BUFF_CTRL {req, cnf}

The network layer may use this primitive to get information of the current buffering status information of
the QoS Class (flow).

PARAMETER REQ [ CNF | IND RSP

MN Id A - - -
QoS Context I1d A
Max Buffer Size -

Current Buffer Size -

Quench High Water Mark -
Quench Low Water Mark -
Current Min Buffer Size -

>>r>>

A Always present
@] Optional
- Not applicable

MNId
The identification of the MN. This parameter is only applicable at BAR.

Max Buffer Size
Maximum amount of buffer space allocated for the QoS class associated with the QoS Context ID.

Current Buffer Size
Amount of data currently buffered by the link layer for the QoS class associated with the QoS Context ID.

Quench High Water Mark
Indicates a high water threshold for the data buffered at the link layer for the QoS class associated with
the QoS Context ID. When this threshold is exceeded, the link layer will enter the soft stop mode (i.e.,

start of quench period).
Quench Low Water Mark
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Indicates a low water threshold for data buffered at the link layer for the QoS class associated with the
QoS Context ID. When the amount of data buffered returns below this threshold, the link layer will leave
the soft stop mode (end of quench period).

Current Min Buffer Size
How much data the link layer would like to have buffered for the QoS class associated with the QoS
Context ID to be able to efficiently deliver data over the link.

A6.25 Association and Handover Control Interface

Typically handover protocols at the network layer are specified in a way that does not rely on link layer
signalling between the MN and access routers. However, often any indications of handover events at the
link-layer can make a handover protocol more efficient, which adds attractiveness of link layers that
support neighbourhood awareness and handover progress monitoring. Independently of these monitoring
functions, handover decisions may or may not be controlled viathe IP,W interface.

The IP,W Handover Control Interface provides an optional set of functions for achieving smooth
handovers by supporting network layer handover mechanisms. Handover Control builds on Association
Control, which is a mandatory part of 1P,W control functionality. Context transfer via network layer is
supported by allowing the upper layers to retrieve link-layer feature contexts at a BAR and to push them
down to the link-layer at another BAR.

The naming of the handover primitives suggests a connection-oriented link. When a pure random-access
link is used, the notion of “attachment” can be interpreted as“ providing link-layer access’.

A6.25.1 Handover Phases

The handover-phasing model is illustrated in Figure A6-15. The figure shows the relevant commands and
eventsthat are relevant in various handover phases:

Suggest Handover <« NULL

Prepare Handover
;—‘—\
. Abort Handover/no targets
Candidate Targets Selected <=--=-==-==--1 Handover 9
Preparation
Handover Aborted <« and Decision
 —
Execute Handover
or
Detach/Attach
Detached/Rejected <« N X
. Abort Handover / Reject
Attaching/Attached <=-s==-=nn=u=q Handover
Handover Complete < Execution e
Handover Aborted <= ----- )

L egend:
Indications and Confirmations <«
Requests(State Transitions) ¢——

Figure A6-15: Handover Phases

The phase diagram is primarily seen from the MN’s point of view. However, it is also applicable to BAR.
Any phase transitions shown in the figure may happen either after following a command or
spontaneously. Note also that the figure does not show all possible transitions. For example, the
Handover Preparation phase is not a prerequisite for the Handover Execution phase if NAR86 can be
known by other means than through the IP,W candidate BAR selection procedure. Similarly, Handover
Preparation may be started without a preceding Handover Suggest indication. For example, the network
layer may recognise an idle period in IP packet transmission, which may be used as a trigger for starting
radio measurements.

% Note that the granularity of identification of point of attachment is an interface of an AR and not the whole AR
node if it has multiple wirelessinterfaces.
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A6.25.2 Association Control

IP2W_NODE_ATTACH {req, cnf, ind, rsp}
Therequest is used to attach the MN to anew BAR.
The confirmation confirms a successful attach.

The indication is sent by the link layer to inform the network layer in the MN or BAR that a MN has
performed a handover and acquired alink-layer address for itself. The event

?? may be spontaneous (e.g., the MN has powered up at the new BAR),

?? may be initiated by an IP2W_NODE_ATTACH or IP2W_HANDOVER_EXECUTE request at the
peer node.

The response accepts the attachment of a peer node.

A BAR may not want to admit the attaching MN. Alternatively, the MN may not want to get served by
the new BAR (in a network-controlled handover). Then the BAR (or the MN) may reject the attachment
by IP2W_NODE_REJECT request. It should be configurable whether the link-layer automatically
accepts an attaching node or whether it must wait for an IP2W_NODE_ATTACH response from the

upper layers.

CNF

W)
Py)
%

PARAMETER

MN Id

BARId

Reason

Timeout

Link-layer Address
QoS Context Id

' >>>>>@

> >>>>
>>>>> >z

A Always present
@] Optional
- Not applicable

MN Id
Theidentification of the MN. This parameter isonly applicable at BAR.

BAR Id

The identification of the new BAR. This parameter is mainly applicable at MN. The parameter may not
be vaid unless it has appeared in the target list of the IP2W_HANDOVER_TARGETS SELECTED
primitive.

Reason
This parameter should be conveyed to the peer for information. Possible reasons are - 1) the peer has
performed an (initial) attach procedure or 2) handover has been executed.

Timeout
The Timeout parameter specifies the maximum time in seconds that is allowed for attaching.

Link-layer Address
Link-layer address of the mobile node (may be the sasme as MN Id).

QoSContext ID
The default context |D used for all traffic at attachment time.

IP2W_NODE_DETACH {req, cnf, ind}

Therequest is used to detach the MN from the currently serving BAR.

The confirmation confirms a successful detachment or rejection (see, IP2W_HANDOVER_REJECT).
Theindication informs that the MN has detached from its current BAR. The indication

?? may be spontaneous (e.g., the connectivity between the MN and the currently serving BAR is
suddenly lost), orit

?? may indicate the first phase of a handover that may have been initiated by
IP2W_HANDOVER_EXECUTE request.
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If “Retain Addresses’ flag is specified, the node wants to retain its interface identifiers for a possible
later re-attachment.

PARAMETER D RSP

MN Id

BARId

Reason

Timeout

Retain Addresses

o>>> >z

O>>>>§
>

A Always present
0] Optional
- Not applicable

MNId
The identification of the MN. This parameter isonly applicable at BAR.

BAR Id
Theidentification of the BAR. This parameter is mainly applicable at MN.

Reason

This parameter indicates the reason for detachment. Possible reasons are - 1) lost of connection (typically
after atimeout), 2) explicit detach to release resources (either local confirmation or indication at the peer),
or 3) handover executed.

Timeout
The Timeout parameter specifies the maximum time in seconds that is allowed for detaching.

Retain Addresses
Flag that signifies that allocated interface identifiers should be retained.

IP2W_NODE_REJECT {rsp, ind}

The response is used to reject an attachment that has been announced in IP2W_NODE_ATTACH
indication. This request is normally given by a node that has not initiated the handover execution or an
initial attachment.

The indication notifies of the rejection of an attachment procedure that has been initiated either with the
IP2W_NODE_ATTACH request or with the IP2W_HANDOVER_EXECUTE primitive. The indication
may be preceded or followed by an IP2W_NODE_ATTACH indication, which indicates that the MN is
returning back to the old BAR. This indication may aso be accompanied with the
IP2W_HANDOVER_ABORTED indication.

PARAMETER REQ [ CNF D SP

MN Id - -
BARId - -
Reason - -

> > >0

>> >z

A Always present
@] Optional
- Not applicable

MNId
Theidentification of the MN. This parameter is only applicable at BAR.

BARId
Theidentification of the intended new BAR. This parameter is mainly applicable at MN.

Reason
Thereason for rejection.

A6.2.5.3 Handover Control

IP2W_HANDOVER_SUGGEST {ind}

This indication is sent by the link layer to inform the upper layers of the need for a handover. The
indication may be due to a degradation of radio signal quality or emergence, new neighbouring
transmitters, or pre-emption, for example.

Page 380



BRAIN D22/10

PARAMETER REQ | CNF | IND RSP
MN Id - - A -
Reason - - O

A Always present

@] Optional

- Not applicable

MN Id
Theidentification of the MN. This parameter is only applicable at BAR.

Reason
This parameter indicates the reason for aneed for a handover. It may also indicate the urgency for starting
handover preparations.

IP2W_HANDOVER_PREPARE {req, cnf}

Therequest is used to initiate the handover preparation phase. The link layer should start measuresto find
the most appropriate set of BARs to which the MN can attach. The mechanisms for determining this set
areinternal to the link layer and they may require consultation with radio resource management.

The confirmation is used to inform of the available BARs to which the MN may handover. The list of
targets consists of structures that indicate the identification of the target BAR and its preference. The
BARsarelisted in decreasing preference value.

PARAMETER

MN Id

Method
Timeout

BAR Target List

' >O>§
Q
pd
M
=z
)
py)
8

A Always present
0] Optional
- Not applicable

MNId
Theidentification of the MN. This parameter is only applicable at BAR.

Method

The Method parameter may give hints of accessibility of neighbouring access points and the criticality
and urgency of handover. This parameter may be opaque to the network layer, and it is not needed if the
link layer is able to get thisinformation without help from the upper layers.

Timeout

The Timeout parameter specifies the maximum time in seconds that is allowed for determining the set of
candidate BARs for handover targets. For example, the link layer must not perform radio signal
measurements for alonger time that isindicated by the Timeout value.

BAR Target List
Thelist of candidate target BARs (CARS).

IP2W_HANDOVER_EXECUTE {reg, cnf}
Therequest is used to start the handover execution phase. Thelist of possible target BARs is given.

The confirmation is used to inform of the completion of a handover procedure that has been started with
the IP2W_HANDOVER_EXECUTE request. If a backward handover is initiated by OAR, this
confirmation may or may not be received at the BAR. Instead, the BAR may only receive an
IP2W_NODE_DETACH indication.

PARAMETER CNF | IND RSP

MN Id

BAR Target List
Timeout

BAR Source

A
A - -

A - -

'>>>§

A Always present
@] Optional
- Not applicable
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MNId
Theidentification of the MN. This parameter is only applicable at BAR.

BAR Target List
The Target List parameter gives the list of handover targets. The list contains the identification of the
candidate BARs in the order of decreasing priority. In the confirmation this list only contains a single
BAR (i.e, NAR).

Timeout
The Timeout parameter specifies the maximum time in seconds that is allowed for executing the
handover.

BAR Source
The identification of the source BAR (OAR).

IP2W_HANDOVER_ABORT {req, cnf, ind}

The request is used to stop the handover execution phase started by the IP2W_HANDOVER_EXECUTE
request. If the MN has already detached from OAR it should be reattached to the OAR. If the handover to
NAR isalready complete the link must not try to return the MN to OAR.

The confirmation confirms the abortion.

The indication is used to inform of the abortion of a handover procedure that has been started with the
IP2W_HANDOVER EXECUTE primitive. If a backward handover has been initiated by a BAR, this
indication may or may not be received at the BAR if the MN has already detached from the BAR. This
indication may be preceded or followed by an IP2ZW_NODE_ATTACH indication, which indicates
returning back to OAR.

PARAMETER CNF D RSP

MN Id
Reason
Timeout
BAR Source
BAR Target
BAR Current

> >

|||>>>§

>> >
>>> "' > >|5

A Always present
o Optional
- Not applicable

MNId
The identification of the MN. This parameter isonly applicable at BAR.

Reason
This parameter indicates the reason for handover abortion.

Timeout
The Timeout parameter specifies the maximum time in secondsthat is allowed for aborting the handover.

BAR Source
Theidentification of the source BAR (OAR).

BAR Target
Theidentification of theintended target BAR (NAR).

BAR Current
The identification of the current BAR (must be either OAR or NAR).

A6.2.5.4 Context Transfer

Context transfer primitives do not initiate transfer signalling but they enable accessing the MN’s state
information that resides at the link layer. The state information is assumed to consist of data elements
associated with various protocol mechanisms. A group of mechanisms constitute a functionality that is
called afeature.
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IP2W_GET_MN_CONTEXT {reg, cnf}

This primitive is used for retrieving a MN’s link-layer context information at BAR. The parameters for
this primitive are still for further study.

PARAMETER REQ | CNF [ IND RSP
MN Id A - - _
Feature Context Ids A - - -
Feature Contexts - A - -

A Always present
o Optional
- Not applicable

MN Id
Theidentification of the MN.

Feature Context Ids
The identifications of the feature contexts that are to be retrieved. A single identifier may refer to several
context instances that belong to different micro-flows, for example.

Feature Contexts
The list of feature contexts.

IP2W_SET_MN_CONTEXT {req, cnf}

This primitive is used for setting the MN’s link-layer context information at BAR. The parameters for this
primitive are still for further study.

MN Id
Feature Contexts
Return Vaue - A - -

PARAMETER REQ [ CNF | IND RSP
A
A

A Always present
0] Optional
- Not applicable

MN Id
Theidentification of the MN.

Feature Contexts
Thelist of feature contextsthat are to be set.

Return Value
Thisvalue indicates whether the context set-up succeeded or failed.

AG.2.6 Idle Mode | nterface

IP2W_PAGING_MN_INFO {req}

The request is sent by the network layer in the MN to provide the link layer with the MN identifier, that is
used to detect a layer 2 paging request addressed to the MN. This identifier is provided following a
regular LOGIN procedure.

PARAMETER REQ | CNF | IND RSP
MN ingld A - - -
A Always present
@] Optional
- Not applicable
MN Paging Id

Theidentification of the MN which will be received in the link-layer Paging Request message.

IP2W_STANDBY_MODE {req}

The request is sent by the network layer to inform the link layer in the MN that the MN becomes idle and
that the standby mode can be triggered. The event that triggers the idle mode is implementation specific
(e.g. timer expiration in absence of upstream data packets, absence of TCP connection...)
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PARAMETER REQ [ CNF | IND RSP

A Always present
(0] Optional
- Not applicable

IP2W_PAGING_REQUEST {req, ind}

The request is sent by the network layer to inform the link layer in the BAR that it receives a paging
reguest for the MN identified with MN Paging Id (or the BAR itself needs to send an IP packet to the
MN) and that it hasto page thisMN on thelink layer.

The indication is sent by the link layer to inform the network layer in the MN that the MN receives a
paging request. On receipt of this primitive, the network layer has to trigger the relevant network layer
procedure, depending on the MM protocol. In the case of the BRAIN micro-mobility protocol, the MN
has to initiate aregular handover (HOFF message) to update its routing entries and to eventually initiate a
context transfer between the old BAR and the new BAR if the MN performed a handover when it was
idle.

PARAMETER REQ | CNF | IND RSP

MN Paging Id A - - -

BARId - - A -

A Always present
@] Optional
- Not applicable

MN Paging Id
Theidentification of the MN to be inserted in the link-layer Paging Request message.

BAR Id
Theidentification of the. This parameter is only mandatory in the MN to detect amove for example.

IP2W_PA_CHANGE {ind}

The indication is sent by the link layer to inform the network layer in the MN that the MN changes its
paging area (paging information received by the MN changed). On receipt of this primitive, the network
layer has to trigger the relevant network layer procedure, i.e. the MN has to initiate a regular handover
(HOFF message) to update its routing entries and to eventually initiate a context transfer between the old
BAR and the new BAR.

PARAMETER REQ | CNF | IND RSP
New PA Id o
A Always present
o Optional
- Not applicable
New PA Id

The parameter indicates the new identifier of the paging area in which the MN resides. The New PA Id
may be optionally alist of PA Idsto allow paging area overlapping

A6.2.7 Security Management Interface

The security interface primitives allow setting up security contexts at the link layer for encryption and
performing a challenge/response handshake for authentication.

IP2W_KEY_REQUEST {ind}
This primitive is used by the link layer to request for keys that are needed for communicating with a peer
node.

PARAMETER REQ [ CNF | IND RSP
Peer Id A - - -
Key Types A - - -
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A Always present
(0] Optional
- Not applicable

Peer Id

Theidentification of the peer node. This may be either an MN or aBAR.

Key Types

The types of the requested keys. The link layer may request for a PIN Code, authentication key or an
encryption key, or all of them.

IP2W_SET_KEYS {req, cnf}

This primitive is used for setting up the authentication and/or data encryption keys. Key generation is
link-layer dependent (for example, an encryption key may be generated from an authentication key). This
primitive takes a PIN-code, link key, and encryption key as optional parameters that can be used as keys
or factorsin key generation.

The request may be may sent spontaneously or as aresponseto the IP2W_KEY REQUEST indication.

The confirmation may return a context identifier for the security context that is used for packet
transmission.

PARAMETER CNF | IND RSP

Peer Id

PIN

Link Key
Encryption Key
Security Context 1D

' OOO>§

A Always present
0] Optional
- Not applicable

Peer Id
Theidentification of the peer node. This may be either an MN Id or aBAR Id.

PIN
A variablelength PIN code that can be used for generating keys for authentication and encryption.

Link Key
A key that can be used for authentication, generating authentication keys, and/or generating keys for
encryption

Encryption Key
A key that can be used for encryption.

Security Context 1D
The identification of the security context, which is used as one element of the ICl when transmitting data
packets. Thus, this context relates to data encryption (rather than authentication).

IP2W_AUTHENTICATION_COMPLETE {ind}

This primitiveis sent by the link layer to inform about the completion of the authentication phase.
PARAMETER REQ | CNF | IND RSP
MN Id - - A -
Event Code - - A -
Error Code - - A
A Always present
o Optional
- Not applicable

MNId

Theidentification of the MN. This parameter is only applicable at BAR.

Bvent Code
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An event code that indicates reception of avalid Response to a Challenge, an acknowledgement of a sent
Response, and/or completion of atwo-way authentication handshake.

Error Code
An error code that indicates whether authentication succeeded or failed. Possible codes for errors are “ bad
authentication”, “missing challenge”, “ stale challenge”, or “timeout”, for example.

A6.2.8 Configuration Interface

The configuration primitives allow retrieving link-layer capabilities and getting/setting modes of
operation and operational parameters. Parameters that pertain to the whole interface instance are accessed
through the configuration interface while flow-wise and MN-wise (at the BAR) parameters are accessed
through other control functions that are specific to certain functional blocks.

IP2W_CAPABILITY {reg, cnf}
Test whether the link-layer supports a particular capability defined in the IP,W interface.

PARAMETER REQ | CNF | IND RSP

Capability A - - -
Supported Flag - A - -
Capability Info - - - -

A Always present
o Optional
- Not applicable

Capability
IP,W capability identifier.

Thefollowing capability identifiers have been defined:

IP2W CAP _ADDRESS AUTO CONF support for address autoconfiguration
IP2W_CAP ADDRESS RESOLUTION support for optimised address resolution
IP2W CAP PROMISCUOUS MODE support for promiscuous mode

IP2W _CAP_INT _SERV support for int-serv flow specifications
IP2W_CAP DIFF SERV support for diff-serv mapping

IP2W_ CAP ASSOCIATION_ CONTROL support for association control

IP2W CAP HANDOVER NA support for neighbourhood awareness
IP2W_CAP HANDOVER PM support for handover progress monitoring
IP2W_CAP HANDOVER DC support for handover decision control
IP2W_CAP HANDOVER SOFT support for soft handover

IP2W_CAP PAGING support for link-layer paging

IP2W CAP_POWER MANAGEMENT support for power mgmt and standby mode
IP2W_CAP ENCRYPTION support for link-layer encryption

IP2W CAP_AUTHENTICATION support for link-layer authentication
IP2W_ CAP ARQ support for ARQ
IP2W_CAP_FLOW_CONTROL support for queue flow control
IP2W_CAP HEADER COMPRESSION support header compression

IP2W_CAP BROADCAST support for link-layer broadcast

IP2W _CAP MULTICAST support for link-layer multicast

IP2W CAP FORWARD CAPACITY support query of forward link capacity
IP2W CAP BACKWARD CAPACITY support query of backward link capacity

Supported Flag
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True or False. Indicates, whether the link layer supports the identified capability.

Capability Info

This parameter supplements the binary-valued supported flag by further specifying the capability. For
example, it may indicate what header compression modes are supported (e.g., IPv4/6, IPv4/6 UDP/RTP,
IPv4/6 TCP).

IP2W_QUERY_QOS CAPABILITIES {req, cnf}

The network layer uses this primitive to acquire information from the link layer about supported QoS
capabilities, including predefined link layer QoS classes (flows) and their properties (parameters).

PARAMETER REQ [ CNF | IND RSP

Resv Flows -
Prior Flow Classes -
Dynamic Prior Flows Flag -

> > >

A Always present
@] Optional
- Not applicable

Resv Flows

A numeric value indicating whether the link layer supports reservation of capacity for link-layer flows. If
the returned value is zero, reservation-based flows are not supported. A non-zero value indicates the
maximum number for the link-layer flows that the network layer may request using the
IP2W_RESERVE _FLOW primitive. Note that the network layer may not be able to request the maximum
number of flows as the number of flows the link is actually able to serve depends heavily on the capacity
reserved for each allocated flow.

Prior Flow Classes
The confirmation returns a list of tuples, one per predefined priority class/flow. A tuple includes the
following entries:

?? QoS Context ID: apredefined QoS Context ID that identifies the flow,
??  Priority: the priority of the flow,
?? Delay bound: the delay bound associated with the flow.

Dynamic Prior FlowsFlag

If this flag is set, it indicates that the link layer support dynamically created non-reservation based link
flows. That is, the network layer may use IP2W_PRIO_FLOW.REQ primitive to request a new link flow
with parameters different from those listed in the set of predefined priority flows.

IP2W_SET_PARAMETER {reg, cnf}
Set a configurable parameter to value.

Parameter
Vaue

PARAMETER REQ CNF IND RSP
A
A

Error -

A Always present
@] Optional
- Not applicable

Parameter

IP,W parameter identifier. The parameters listed in the table below have been defined. Some of the
parameters are read-only, while some parameter values are also changeable (i.e., the “get parameter” -
operation is applicable to all parameters). Some of the parameters are toggles that enable or disable a
piece of functionality (capability).

IP2W ENA ADDRESS AUTOCONF enable/disabl e support for address autoconfiguration
IP2W_ENA_ ADDRESS RESOLUTION enabl e/disabl e support for optimised address resolution
IP2W_ENA PROMISCUOUS enabl e/disabl e promiscuous mode

IP2W_ENA HANDOVER NA enable/disable neighbourhood awareness

IP2W _ENA HANDOVER PM enabl e/disable handover progress monitoring
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IP2W_ENA_HANDOVER DC

enabl e/disable handover decision control

IP2W_PAR_CONNECTION_STATUS

get connection status

IP2W_ENA_PAGING

enable/disable link-layer paging protocol

IP2W_PAR PAGING BAR INFO

set paging areaidentifier(s) + optionally other info at BAR

IP2W_ENA_ENCRYPTION

enable/disable link-layer encryption

IP2W_ENA_AUTHENTICATION

enable/disable link-layer authentication

IP2W_PAR _ENCRYPTION_MANDATE

get encryption mandatory flag

IP2W_PAR_ENCRYPTION_ALGO

set encryption algorithm

IP2W PAR SECRET KEY

set secret key

IP2W_ENA_ARQ

enable/disable ARQ

IP2W_PAR_ARQ MAX_RETRY

set error control parameters

IP2W_ENA_HEADER_COMPRESSION

enable/disable |Pv4/IPv6 header compression

IP2W_PAR_ACCESS TYPE

get access type: connection-oriented or random access

IP2W_PAR MEDIA TYPE

get mediatype

IP2W_PAR VENDOR INFO

get vendor info

IP2W_PAR NETWORK_ID

get/set network identifier or domain name

IP2W_PAR HARDWARE_STATUS

get hardware status

IP2W_PAR LINK_SPEED

get link speed

IP2W_PAR TRANSCEIVER

enable/disable transceiver

Value
Parameter value.

Error

Error return code. Success=0, Not Supported=1.

IP2W_GET_PARAMETER

Get the value of a configuration parameter.

{req, cnf}

PARAMETER

REQ [ CNF | IND RSP

Parameter
Vaue

A Always present
0] Optional
- Not applicable

Parameter

IP,W parameter identifier (see IP2W_SET_PARAMETER).

Value
Parameter value.

IP2W_GET_CAPACITY

{req, cnf}

Thisprimitiveisused for enquiring the capacity of the link.

PARAMETER

NF | IND RSP

Destination Link-Layer Address
Direction

Capacity Type

Available Capacity

'>>>§

>> > >0

A Always present
@] Optional
- Not applicable

Destination Link-layer Address
Link-layer address of the peer node.

Direction
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Indicates which direction the query should return the capacity for. Values ‘0’ for forward link and ‘1’ for
backward link. A link layer may be able to support a query about the sudden effective forward and
backward capacity, one direction or the feature may not be available.

Capacity Type
Defines whether the query is for the links nominal capacity or the effective capacity at the time of the
cal. Vaue 0 isfor nomina capacity and value ‘1’ isfor the effective capacity.

Available Capacity

The value is the available bandwidth, expressed in bits per second. If the query was about the effective
capacity, the answer provides the available capacity, part of which is may be in use. A negative effective
capacity indicates that a QoS violation is imminent, that a resource outage is taking place. This can
indicate the caller to reduce the bandwidth usage of some flow.

Note that at least the nominal capacity of the forward link must be supplied to the caller. If the link layer
addressin missing, the call must return the overall capacity of the link behind that network interface.

A6.2.9 Data I nterface

IP2W_SEND_PACKET {req, cnf}

The request is used by the network layer to send packets on the link. The parameters consist of the packet
data and interface control information.

The confirmation is used by the link layer to inform network layer about the outcome of the operation. It
confirmsthat the packet seems sane and can be queued not that it has been sent), or indication of inability
to accept the packet for delivery. If the link layer buffers have no more space or there is any other reason
why the packet can not be accepted for delivery, the confirmation should indicate this (see Dropped Flag).

PARAMETER CNF | IND RSP

Packet Data - - -
ICl
Source Link-layer Address
Destination Link-layer Address
Packet Length
Protocol
QoS Context ID
Security Context ID
Compressed Flag
Dropped Flag
Quench Flag
Outage Flag
Buffer Size

'>>>>

Y >»00>2>2>2 >§

oOoo>»'

A Always present
@] Optional
- Not applicable

Packet Data

Packet data includes payload and any higher layer headers. The length of this data should not exceed the
link Maximum Transmission Unit (MTU). As far as the link-layer is concerned, the contents of the
packet should not matter.

I nterface Control Information (I1CI)
ICl holds per-packet control information. The fields from Source Link-layer Address to Compressed Flag
below are parts of the ICI.

SourcelLink-layer Address

Explicitly secifies the source link-layer address to be used. It should be one of the link-layer addresses
acquired with IP2W_ACQUIRE_LLA. The link layer may send the packet with the specified link-layer
address if it is able to do so without too much overhead. In particular, if the link-layer framing does not
include a source link-layer address field and the specified address is not a valid one, the link-layer should
refuse to send the packet.

Destination Link-layer Address
Specifies the destination link-layer address. Link-layer can refuse to send the packet if the address is not
valid.
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Packet Length
This parameter specifies the packet length in octets (bytes). It must include all of the payload and higher
layer headers. If the length exceeds the link MTU, the link must refuse to send the packet.

Protocol
Protocol, a 16-bit value, refersto the network-layer protocol that should handle the packet. It must be sent
and received unmodified by the lower layers. See Table A6-5for currently assigned protocol identifiers.

QoS Context ID

QoS context identifier is an opague token acquired with [IP2W_RESERVE FLOW or
IP2W_PRIO_FLOW to identify a flow the packet belongs to at the link layer. Higher layers do not
assume anything of its format. Link-layers may useit asthey wish.

Security Context 1D
Security Context ID defines the security context for data encryption, if available and enabled.

Compressed Flag
Compressed flag suggests that the payload portion of this packet is already compressed. No link-layer
compression should be performed.

Dropped Flag

If the Dropped flag is set it indicates that the link layer was unable to accept the data packet from the
network layer due to lack of buffer space. This always indicates hard stop condition (traditional XOFF)
and network layer should not try to send a new packet on that flow (with the same QoS Context I1D) until
IP2W_FLOW_CONTINUE primitive is invoked by the link layer indicating it is able to accept new
packets again with the same QoS Context ID.

Quench Flag

If thisflag is set it indicates a start of a quench period on the flow with the given QoS Context ID. Thisis
a soft stop condition with which the link layer indicates that it has reached its high water mark and may
soon run out of buffer space if the network layer continues sending new packets at too fast rate. Hence, it
is an advise to the network layer to stop sending new packets until the link layer invokes the
IP2W_FLOW_CONTINUE primitive with the soft continue flag (Continue flag) set indicating the end of
aquench period on the given flow.

Outage Flag

Outage flag is an extra hint to higher layers indicating a possible communication problem between the
two end-points - an access point or a mobile node. This problem may be due o MN being out-of-
coverage or suspected of experiencing outage. It needs not be an accurate prediction on the access point
side.

Buffer Size

Informs the network layer of the amount of data (in octets) buffered at the link layer on the data flow
associated with the given QoS Context ID. The returned value indicates the situation after enqueueing the
data packet. Network layer scheduling algorithms may use this information to perform more effective
active queue management and scheduling.

IP2W_PACKET _RECEIVE {ind}
Indication used by the link layer to inform network layer about reception of anew packet.

W)
Py)
%

PARAMETER REQ [ CNF

Packet Data - -
Source Link-layer Address - -
Destination Link-layer Address - -
Packet Length - -
Protocol - -
Security Context ID - -
Rdiahility Flag - -

co»>»>>»0|z

A Always present
@] Optional
- Not applicable

Packet Data
Packet dataincludes payload and any higher layer headers.

SourceLink-layer Address
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Specifiesthe source link-layer address.

Destination Link-layer Address
Specifies the destination link-layer address. Unless promiscuous mode is configured, it must be one of the
link-layer addresses acquired with IP2ZW_ACQUIRE_LLA or IP2W_JOIN_MULTICAST_GROUP.

Packet Length
This parameter specifiesthe packet length in octets (bytes).

Protocol
Protocol, a 16-bit value, refers to the network-layer protocol that should handle the packet. It must be sent
and received unmodified by the lower layers. See Table A6-5for currently assigned protocol identifiers.

Security Context 1D
The identification of the security context used for the received packet.

Rédliability Flag

Reliability flag indicates that the packet failed the integrity check for data portion of the packet. The flag
refers to the capability to send packets with errors (see IP2W_SEND_PACKET). No other packets should
be let through corrupted than those suggested by the sender with the dirty flag. At receiver thisflagisan
extra hint that the packet might be corrupted.

IP2W_FLOW_CONTINUE {ind}

Thisindication is used by the link layer to release the transmission flow from the network layer. In case
of QoS enhanced flows, more advanced flow control information needs to be communicated with the link
layers in addition to the traditional XON/XOFF flow control. Network layer scheduling algorithms need
to know the exact amount of data buffered currently at the link layer to perform effective active queue
management and scheduling. The link layer indicates its inability to accept new data packets from the
network layer by the IP2W_PACKET_SEND confirmation. |IP2W_FLOW_CONTINUE primitive should
be invoked, when the link layer is again able to accept new packets for delivery. This primitive always
indicates release of the hard stop condition (traditional XOFF). In addition to that a soft continue flag
(Continue flag) may be used to indicate the end of a quench period that was earlier triggered with
IP2W_PACKET_SEND confirmation.

PARAMETER REQ | CNF D RSP

MN Id - -
QoS Context ID - -
Continue Flag - -
Outage Flag - -
Buffer Size . -

000 0>z

A Always present
@] Optional
- Not applicable

MNId
Theidentification of the MN (or MN'’s peer node).

QoS Context ID

QoS context identifier is an opaque token acquired with [IP2W_RESERVE FLOW or
IP2W_PRIO_FLOW primitive. The flow info should be reported separately for each link-layer QoS
context.

Continue Flag

A flow control flag indicates the end of the quench period on the given flow triggered with an earlier
IP2W_PACKET_SEND confirmation. The link layer sets this flag on, when it has been able to drain the
data packets on the flow so that the amount of data buffered is now below its low water mark.

Outage Flag

Outage flag is extra hint to higher layers indicating end of a possible communication problem between the
two end-points - an access point or a mobile node. The beginning of such communication problem is
earlier indicated with an 1P2W_PACKET_SEND confirmation. This problem may be due to MN being
out-of-coverage or suspected of experiencing outage. It needs not be an accurate prediction on the access
point side.

Buffer Size
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Informs the network layer of the amount of currently buffered data (in octets) at the link layer associated
with the QoS Context ID. Network layer scheduling algorithms may use this information to perform more
effective active queue management and scheduling.
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A7 Simulations Annex

A7.1 Introduction

A7.1.1 Context

This document is the result of the work of BRAIN Workpackage 2 (“Access Network™) Activity 2.4
(“ Specification of the access network requirements to support the |P-based services”).

It is expected that all of the work of this activity will be documented here. The content of this document
will eventually become part of BRAIN Deliverable 2.2.

A7.12 Scope
The scope of thisactivity, as given in the WP2 work plan[A7.1], isasfollows:

“The main aim of this activity isto support activities 2.2 and 2.3 by simulation of specific aspect as
required. This may include the interactions within the access network and external networks.”

Work in this activity was divided in 3 tasks:

?? Task 1— Simulation Framework:
‘Background’ activity. Thisincludes the implementation of the framework for the simulator. The
input of the activity 2.3 will be added to this framework in the later stages.

?? Task 2— Performance eval uation of protocols:
Includes the simulation of specific protocols and components as required from Activities 2.2 and
23.

?? Task 3—Validation of proposed architecture:
Based on the criteriadefined in activity 2.1 the proposed architecture will be validated.

Thework in activity A2.4 can be seen schematically in

A2.3: A2.3:
With input from A2.1, A2.2 (D2.1)
With input from WP1, A2.1 (D2.1), [A7.2] and feedback from A2.4,
propose scenarios that are most propose/devel op architecture(s) and
useful/suitable to BRAIN. protocols for mobility with QoS that are
most promising for the BRAIN system.

I I !

A2.4:
Simulation modelling of proposed micro-mobility protocols
with QoS extensions in a simulation environment with agreed
traffic scenarios.

A2.4:
Simulation and validation of proposals, obtaining results,
comparing with criteriadefined in A2.1 and giving feedback
to A2.3 to further develop the proposals.

I

A2.4:
BRAIN protocol specification and final validation according
to requirements and criteriaof A2.1 (D2.1).

Figure A7-1: Activity 2.4 Workflow
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This document therefore describes the work done in simulating various parts of the BRAIN access
network as desired from activity A2.3 and the validation of the proposed protocols and mechanisms
according to the requirements and criteria set out in activity A2.1.

A7.13 Relationship to Other Activities and Workpackages
Thetechnical content of this document relatesto other parts of the overall BRAIN project asfollows:

?? Activity 2.1: This activity has defined the requirements used to design the various BRAIN protocols
and mechanisms and the various criteria against which they are validated through simulations.
Furthermore network topologies and traffic scenarios used in simulations were described firstly in
this activity in coordination with WP1.

?? Activity 2.2: Thisdocument will describe the eval uation through simulations of certain network
components (e.g. protocols) for use to support different functions. Thus, it will identify weaknesses
and strengths and these results will be used in activity 2.3 to propose a specific protocol or set of
protocolsthat it must be possibleto use.

?? Activity 2.3: In effect, this activity determines the work carried out and consequently the input and
output (results) of the simulations, as they are described in this document.

?? Workpackage 1 : User services and applications affect the network topologies and the various traffic
scenarios and model s that were used in the simul ations described in this document. As mentioned
before activity 2.1 hasinitially considered these network parameters in the WP2 context. Furthermore
the Service Interface between the application and the transport and network layer as defined jointly
by WP1 and WP2 will be evaluated.

?? Workpackage 3 : The IP2W interface between the network and lower layers as specified in A2.3is
simulated and evaluated in A2.4 and results are presented in these documents. Furthermore physical
layer parameters are used asinput to the simulation scenarios..

A7.14 Structure
This document is organized as follows:
Section 1.2 gives a brief introduction to the tools that are available when considering simulation of

networks. Section 1.3 presents a simulation framework that should be considered for building valid
functional simulations. Section 1.4 presents the performed simulations and the relevant results.
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A7.2 Smulation tools

A721 Introduction

Simulation provides a means to avoid costly implementation of communication networks to experiment
new protocols. It allows the evaluation of network protocols under varying network conditions in a
virtual network environment. Studying protocols, both individually and as they interact with other
protocols, under a wide range of conditions is critical to explore and understand the behaviour and
characteristics of these protocols. Network simulator (ns) , network animator (nam) visualisation tool
[A7.3], [A7.13] and topology generators developed by the VINT project provides several critical
innovations that broaden the range of conditions under which existing and proposal of new protocols can
be evaluated while making this experimentation tractable. Furthermore, several engineering issues have
substantial impact on a simulator's usability. One of these issues is the availability of a wide range of
protocol modules in the simulator, which allows easy comparison of different approaches and reduces
simulation development time hel ping the researcher to focus on those aspects of the simulation relevant to
their own network design.

The development and use of network simulation has a very long past. Nsitself was aderivative of REAL
[A7.4] developed by the Computer Science Department at Cornell University. REAL is also a
derivative of NEST [A7.5](a NEtwork Simulator Testbed developed by the Computer Science
Department at Columbia University). All the other relevant network simulators cannot be mentioned
here, but the distinguish network simulators features will be described in this section in addition to the
comparison of some prominent network simulators with ns.

Simulator developers have wide variations of specialisations, where a number of simulators target at a
research interest on a particular network type or protocol such as LAN. Whereas simulators like ns,
REAL, OPNET [A7.6] and INSANE [A7.7] are aimed at modelling a wider range of protocols. The vast
majority of simulators generally provide a simulation language with network protocol libraries. for
example, Maisie [A7.8] and OPNET . Highly specialized simulators model or simulate only the details
the devel oper requires.

The core of the majority of simulators, including ns, is a discrete event processor. The accuracy,
performance and scaling are important to these simulators, hence several complementary steps are taken
to improve upon them. One of these steps, which a few simulators implemented, was to extend the event
processor with analytic models of traffic flow or queuing behaviour for better performance or accuracy.
Other ways of improving the performance and accuracy are parallel and distributed simulations. Several
simulators (such as REAL, Maise and TeD [A7.9]) support multi- processors or networks of
workstations for better performance. Although ns is focused only on sequential simulation, the TeD
effort has made some ns modulesrunin parallel.

Another common approach to improve the simulator’s performance, which ns also employ [A7.10], is
support for several levels of abstraction. All simulators adopt some level of abstraction given the choice
of what to simulate. An example of this is FlowSim [A7.11], which was the first network simulator to
make this trade-off clear.

The simulation interface varies from one simulator to another, which includes: programming in a high-
level scripting language, programming in a more traditional systems language [A7.8] or both [A7.6]
Some simulators focus on permitting the same code to run in simulation and in an actual network, for
example, xSim [A7.12] and Maisie. Other simulators emphasise on programming with a GUI shell of
some sort, but ns provides a split-level programming model where packet processing is donein a systems
language while simulation set-up is prepared in a scripting language. Nam [A7.13] (Network Animator)
provides visualization output and is constantly being enhanced to support simple scenario editing.

Concluding, there are numerous options regarding simulation tools that can be used to perform
simulations of networks, commercial packages, educational freeware or even specifically, privately
developed software. In BRAIN the tools that were used to perform simulations were OPNET, ns-2 and
Seawind. These are briefly presented in the following sections.

A7.2.2 ns-2

ns-2 [A7.3] isafree network simulation program that can be downloaded from the web and is compatible
with a number of operating systems. The tool has substantial functionality for simulating different
network topologies and traffic models. Ns also has an open architecture that allows users to add new
functionality. Ns has been developed at the Lawrence Berkeley National Laboratory (LBNL) of the
University of California, Berkeley (UCB). The extensibility of ns makes the tool very dynamic; changes
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occur frequently enough that a "daily snapshot” is available. This availability of modules makes ns very
suitable for the kind of simulations we pretend to performin Activity 2.4.

ns-2 can be classified as an event-driven network simulator. It is build upon an extensible background
engine implemented in C++ that uses OTcl (an object oriented version of Tcl [A7.14]]) as the command
and configuration interface. Thus, the entire software hierarchy is written in C++, with OTcl used as a
front end. This architecture makes it very smple to extend and to perform our modifications for
simulations within the scope of BRAIN.

A7221 Modules Features Description

A number of interesting contributed modules could be used. Most of them related to QoS and MM
support. There are a number of modules that could be used for traffic generation, but they are likely to
require some modifications. The accuracy of the modules is to be identified yet. Next we comment the
most interesting modules for supporting BRAIN simulations in ns, basically concerning QoS and MM.
There are many others concerning packet for logging, statistics and traffic generation. These are not
commented in detail.

DiffServ support[A7.15]]:
This software extends the functionality of the nsnetwork simulator to enable DiffServ networks to be
simulated. This patch was generated for the ns-2.1b6 distribution. It includes:

?? DiffServ code pointsin | P packets.

?? A conditioner which implements drop of EF traffic and remarking AFx1 non-conformance traffic
down to AFx2. It has support for several profiles.

?? A primitive WRR scheduler, it has three different queues EF, AF and BE classes.

?? Themoduleincludes pre-built Diff Serv nodes and meansto easily insert conditioners between alink
and anode.

Thereisanother DiffServ module. It isdistributed from Nortel [A7.16]. It isvery complete including:
?? Complete RIO and WRED implementation for queues.

?? Support for EF & AF PHBs.
?? Implementation of SSTCM, trTCM and TSWTCM policers.

RSVP support[A7.17]:
This software extends the functionality of the ns network simulation to support RSVP agents. It is a very
mature implementation developed by Marc Greis. It includes:

Controlled Load with WFQ
Soft state with parameterised timeouts

FF reservation style

33 3 3

API for programming and collecting statistics
?? Link bandwidth reservation for RSVP

It does not include WF and SE reservation, blockade state, INTEGRITY, ADSPEC and policy control.
There are a number of differences between RSVP RFC aobjects and the ones included in this ns module
but they won't affect the simulations results. This module is based on Marc Greis' RSVP/ns and thereis a
patch for ns-2.1b6

Insignia support[A7.18]:
Complete support for INSIGNIA in-band QoS protocol and statistics. The INSIGNIA simulation
environment requires the ns-2 simulator and the CMU Monarch extensions (version 1.1.2).

Wireless extensions[ A7.19]:

Developed by the CMU Monarch Project. They include a number of capabilities to support wireless and

mobility in ns. They provide elements at the physical, link, and routing layers of the simulation

environment. Among the most interesting capabilities we can find:

?? Physical: Modelling of signal attenuation, collision, and capture; and Two Ray Ground Reflection
radio propagation model.

?? MAC support: |IEEE 802.11 DCF MAC and WaveLAN-I CSMA/CA MAC
?? Network interfaces; Lucent WaveLAN DSSSradio.
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?? Routing protocols: DSR, DSDV, TORA and AODV.
?? Complete implementation of ARP
?? Concept of mobile nodes with programmable trajectories.

Mobile IP support[A7.20] :

There is a module supporting Mobile IP in ns2 implemented by Charlie Perkins with the following
capabilities (capabilities from RFC2002):

?? Agent advertisement

?? Registration
?? IP-in-IP encapsulation

There are no security checks (all registrations are accepted), no de-registrations (any registration pre-
empts earlier ones) and no agent solicitation. There is an extension to that implementation developed by
University of Southern California [A7.21] with support for overlapping service areas of base stations,
intelligent selection of foreign agents and more, with an improved handoff mechanism. The extensions
were tested with recent versions of ns version 2.1b6 and version 2.1b7 and might not work with other
versions of ns (in particular, they do not compile with the ns release from 18-Jan-2000, although this
should befairly easy to fix).

HAWAII support[A7.22]:

Very complete support for HAWAII micro-mobility protocol with possible extensions for QoS. The
implementation in ns is slightly different from HAWAII draft to accommodate its functionality to ns
architecture.

Web traffic generator:
Developed by Tom Henderson (UC Berkeley) for the ns-2, simulates a typical web user using HTTP/1.0

Scenario generators:

The ns scenario generator can be used to create different random scenarios for simulation. There are a
number of them, being the most common the UCB/LBNL random scenario generator. It consists of a
topology generator, an agent generator and a routing generator. The topology generator can generate
topology using a standard graph generator (GT-ITM) and converts the topology graph into nsformat. The
agent generator can be used to define transport protocol agents, type of sources to be used by transport
agents, different traffic models for sources and other parameters used by transport agents. The routing
generator defines the routing protocols to be used in the simulation. The options include several types of
routing.
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A7.3 Smulation Framework

As mentioned before, Task 1 of A2.4 includes the definition of a simulation framework based on which
al the simulations in A2.4 will take place. There are various issues that are related to a simulation
scenario and have to be predefined in the simulation framework. These issues are:

?? Network topology (campus size network, wide area network,...). This affects the size and the number
of radio cells.

Datatraffic models (fixed rate, variable rate, real-time, non real-time, ...)
Mobility scenarios (mobile node speed, direction, ...)
Wired and wireless channel physical parameters.

Transport protocol used for different applications (TCP, UDP,...)

333 3 3

Macro-mobility protocol (MobilelP, SIP,...) with QoS extensions
?? Micro-mobility protocol with QoS extensions

It is most likely that different cases will have to be modelled for different network topologies and
different traffic patterns. Different protocols will also have to be implemented in order to identify
weaknesses and further develop various proposals.

A73.1 Network Topology

A7.31.1 Introduction

The initial description of the Network Topology for BANs is given in D2.1 [A7.2], section 2.1.2 (pages
25-27). The section describes all the entities of the BRAIN network architecture and their relations to
other parts of the network. Using D2.1 the most important aspects influencing the network topology
design used in A2.4 is extracted. Figure A7-2 below shows the initial high-level topology of the BAN and
itsrelation to other parts of the overall network as presented in D2.1.

Another BRAIN
Access Network

BM
BRAIN Access

(Transport and
Control)

One or more
standard fixed IP
networks, with user
mobility support

Figure A7-2: BRAIN Network Topology (D2.1)

The key elements of the architecture arelisted below with their basic functionalities:
?? Mobile Node (MN): IP host with one or more | P addresses and a single interface and possibly more
than one simultaneous radio link with different BARs

?? BRAIN Access Router (BAR): an | P router with multiple wireless and wired interfaces

?? BRAIN Access Network (BAN): data transmission infrastructure and control entities for routing and
determining user access

?? BRIAN Mobility Gateway (BMG): specia purpose IP router hiding any BRAIN-specific routing
functionality
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Assumptions and requirements for BANs are specifically important for the design of network topologies.
One of these states that a BAN may have multiple interconnections with a fixed network and that it may
be connected to more than one fixed network. For very large access networks this translates that, as
indicated in Figure A7-2, BAN should include multiple BMGs for the purpose of avoiding sub-
optimal routing to and from MNs and preventing the occurrence of bottleneck, monalithic BMGs.
Therefore, it is essential to include multiple BMGsin some cases of network topologies.

It should be noted that the BAR is the last downlink network layer hop before MNs. BARs use Access
Points (APs) (H2 model) to control the wireless link and together form a single IP entity. As far as the
BAR is concerned, AP is a “logical” unit with its elements, in particular the AP Controller (APC) (or
more correctly Central Controller — CC), which manages one or more AP Transceivers (APTs). However
the structure of the AP with parameters such as the number of APTs is transparent to the BAR. The
particular structure of the AP determines the wireless link scenario were the RF aspects are controlled by
APTSs thus incurring the conclusion that the number of APTs maps into the number of wireless cells.
Another important issue is the relation of AP to the protocol layer structure inside the BAR. It is
considered that the AP “fits” below the IP2W sublayer and this is seen as a network interface. This
facilitates the possibility of having more network interfaces inside the BAR where each interface is dealt
with aseparate AP or another element from a different wireless link technology®’.

A7.312

There are three BRAIN “usage” scenarios defined in D1.1 [A7.23]: nomadic worker, leisure time and
medical care using home and school WLAN, public hotspots, on-train public system, corporate system,
low range Bluetooth or IrDA and various public networks (GPRS, GSM, UMTYS). It was the task of
Activity 2.3 to define relevant adequate “network” scenarios to accommodate all “usage” scenarios.
These arelisted below including physical parameters needed for simulations.

The Small Company

Network Scenarios

Description Company internal private WLAN
Scde small office building with afew workers (< 50 say).
MM Mohility islow.

They are not particularly concerned with vertical handoversto UMTS etc.

QoS/ applications

They useit for internal mail and video-mail, www browsing.

Security

used by themselves and perhaps by visitors.

The University Campus

Table A7-1: Small Company Scenario

Description Campus-wide private WLAN
Scde A large university campus— many buildings spread over afew km.

say 10,000 users

D1.1 suggests normal density of 0.25users/m2, but maximum up to 32* this.
MM Mohility — often none, occasionally medium (walking). Note that many

users may change location ‘ simultaneously’ (end of lecture hour)
They are not particularly concerned with vertical handoversto UMTS etc.

QoS/ applications

Priority of lecturers over students.
Email, download of lecture notes, multicasted lectures, on-line games

Security

may not be particularly interested in offering access to visitors.

The Train Stations

Table A7-2: University Campus Scenario

Description Mix of different access— public WLAN hot spot, offering access to I nternet,
public WANs (UMTS, GPRS), possibly specialised system on trains, private
WLAN (cf small company network scenario)

Scde say 1km square
Say 1000 users

MM Most users are walking-speed mobility, some are very high speed (on train)
Vertical handovers probably important, but note that these are likely to be
inter-operator.

QoS/ applications Needsto be billable

87 Multiple wireless interfaces per BAR would probably result in ascenario where the BAR isthe

crossover router.
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Security All use;s are‘visitors' - rapidly changing ‘ population’ (except for private
WLAN

Table A7-3: Train Station Scenario

The Global Network
Description Global telcos network®®
Many different access technologies
Public network + private networks run as a service by the telcos for 3™

party.
Scde 100 million users say
MM Full range of mobility

Vertical handovers required between different access run by operator (e.g.
HIPERLAN/2 to UMTY). Inter-operator handovers less critical, though also

desirable.
QoS/ applications All applications
Needsto be billable
Security Telco customers + non-customers (cf roaming access)

Table A7-4: Global Network Scenario

A7.3.13 Possible Network Topologies
The following topol ogies represent possible network scenariosin BANs and address several issues:

?? Need for defining the BRAIN Router (BR). Thisisawired router with same capabilities asthe BAR
with the exception that it does not have wireless interfaces.

?? Mapping of network scenariosinto network topologies. This should be almost straightforward and
obvious although some ambiguity may exist due to the flexibility of number of APTs attached to a
BAR asthis affects user capacity.

?? APs(and their APC and APT) are assumed to be an integral part of BARs asindicated in Section 1.2.
Thereisone AP per BAR.

?? “Treeversus Mesh” topologies. Thiswas largely influenced by the access networks used for design
of micro-mobility schemes. They enforced a“logical” tree topology where regardless of the actual
physical topology the routing in the access network is always the shortest path routing to and from
Gateways and Base Stations (BMGs and BARs). However, with the introduction of MER-TORA and
other MANET -based schemesiit is apparent that routing, and associated paths between BARs are an
important issue and greatly depend on the physical topologies. Apart from thisit was recently
observed [A7.25] that performances during handovers are also dependent on the physical topology of
the access network. HAWAII’ s Handover Managements PDI Solution falls short of Cellular IPin
some cases of meshed physical topology. Also for the validation of the robustness of some protocol
mechanism such as “ soft state”, it is required to have alternative pathsto and from BARs and BMGs
such asin the case of mesh topologies.

It is assumed that BMGs are not considered in the Small Company network scenario because of the small
size of the network where one BMG is enough. However the set-up of BMGs should be generic and
adaptable to any topology even for a small one such as the Small Company case. In an environment
where multiple campuses belong to a singe BAN (thus campuses are administratively scoped and
advertise an single address space®) is it important to deploy multiple BMGs probably as the ingress
router for each campus. Thisis the case with the University Campus network scenario. My thinking at the
moment is that for this scenario there should be interconnections between campuses either through
BMGs, BRs or BARs thus forming asole BAN. The campuses can be considered as a collection of

88 |n terms of our BAN architecture, this scenario blursthe BMG / core distinction.

8 This example requires more research. It can be investigated whether it is sensible to advertise a single
address space in a large campus environment (the University Campus) and thus have a micro-mobility
mechanism controlling the whole network. This is certainly the fairest solution since it does not
discriminate between “bad” and “good” location users (some users can be located at the boundary of
campuses and thus experience large delays if micro-mobility is not included in the whole network,
although this still depends on the way campus are interconnected and in some cases delays are inevitable
due to the distance of “cross-over” router) and my opinion it should be assumed for the time being.
Otherwise we need to think of a semi-macro or semi-global handover between campuses.
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smaller networks such as the Small Company one with the exception that they do not interconnect with
the core network independently but in accordance with the general set-up of the network.

These topol ogies give example setups for BRAIN simulations. They are asfollows:

?? SM-1 (Small Company-1), Figure A7-3: This is the basic topology, which incorporates a BAR and a
BMG with possible additions of APTs. Thistopology is probably not very useful as far asthe testing
of behaviours of BRAIN network layer protocols but presents a model for verifying the flexibility of
BAN, which can be adapted to the simplest scenarios such as this one. Additionally, this topology
can be a useful simplification of BAN for validation of BRAIN protocols in more complex setups
such as the campus environments with multiple BMGs (UC topologies) and for examination of
administratively scoped BANs and simplified modelling of macro-mobility or inter-domain
handovers.

a
Figure A7-3: Small Company-1 network topology

?? SM-2 (Small Company-2), Figure A7-4: This is a basic “tree” topology. Provides an initial model
for testing BRAIN and other network layer protocols. The topology is created in such way that it
allows different distances of “cross-over” routers from new BARs (one, two and three hops) in case
of standard micro mobility handover.

al BMG

BAR

Figure A7-4: Small Company-2 networ k topology

?? SC-3 (Small Company-3),Figure A7-5: Another example of the Small Company topology based on
SM-2 but introducing a bus link for examining particular protocol behaviours. Probably irrelevant at
this stage.

» L L&

Figure A7-5: Small Company-3 networ k topology

?? MESH1, Figure A7-6: Due to the extensive range of possible user capacities of this topology
(largely depending on the number APTs per BAR) it is not easy to classify this topology in the Small
Company, the University Campus or the Train Station case. Therefore it is presented as an
independent case because it should be first studied separately in order to check the performance of
BRAIN protocolsin asufficiently complex mesh topology. Recommended.
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Figure A7-6: Mesh-1 Network Topology

?? UN-1 (University Campus-1), Figure A7-7. An example set-up of a small-scale University Campus
network scenario which is probably large enough for testing all related behaviours since the
maximum capacity case (with up to 000 users) is not redlistic for simulating. This set-up isin
accordance with the previously mentioned explanation where a campus is a collection of Small
Company and MESH topologies forming a unified BAN. This particular case is a simple one where
only BMGs are interconnected. Probably not the best topology for testing coordination of campuses
since only BM Gs are connected to each other.

Figure A7-7: Universty Campus-1 Network Topology

?? UN-2 (University Gampus-2), Figure A7-8: Smilar to UN-1 but an extreme case where BMGs are
not directly connected to each other but the interconnections between campuses are achieved though
BRsand BARs.

Figure A7-8: Universty Campus-2 Network Topology

?? UN-3 (Universty Campus-3),: Probably the most redlistic scenario with the variety of
interconnections of BMGs, BRs and BARS. A recommendation for this case (as it is shown in Figure
10) is to simplify the topologies of the campuses (SMs and MESHS) in order to simplify the
simulation and test the overall performance. Recommended.
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Figure A7-9: University Ccampus-3 Network Topology

TS-1 (Train Station—1), Figure A7-10: A possible segment of the Train Station network scenario
based on the MESH-1 topology. It represents a fragment of the two-dimensional open space shownin
Figure 4 (NOKIA). The mode used for the University Campus topologies where smaller topologies
are included should probably be applies to the Train Station topologies. However, the given topology

emphasises that the Train Station has a large number of BARS closely distributed in a single open
plane.

Figure A7-10: Train Station-1 Network Topology
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A7.4 Smulation Studies and Results

This section describes the main work carried out in Activity 2.4. It describes the different aspects of the
BRAIN access network that where studied and simulated and the relevant results. Studies consider a set
of applications generating traffic in a given scenario (section A7.3.1). Different protocol and network
topology variables will be used for different simulations. Interaction with physical layer simulations is
also considered as part of the IP2W simulation studies.

A74.1 BRAIN Candidate Mobility Protocol

This section presents the software implementation of a new candidate micro mobility protocol that was
presented in section A3.5 of the deliverable. The protocol functionalities were implemented using ns-2
version 1.b7 and thus the protocol correctness is validated further more some initial results are obtained
illustrating the performance of the protocol.

A74.1.1 Protocol Simulation

For the purposes of these simulations, Mesh-1 network topology has been used. Following the protocol
specification the implemented topology employs one Gateway for the BRAIN Access Network, two
Anchor points and four BRAIN Access Routers. The rest of the routers are legacy IP. For simplicity of
the code the wireless links are implemented as dynamic wired links, which are turned on and off when a
L2 handover occurs, which can then |ead to a planned or unplanned handover.

Simulation of the protocol goes through various steps demonstrating its mode of operation:
?? Phase-phase: During this phase, signalling messages are exchanged for the configuration of the
network with respect to each other.

?? Login-phase: A Mobile Host logins through an AR to his closest Anchor, gets an address and
informsthe CH.

?? Planned-handover: Mobile host gets a new AR advertisement and initiates a planned handover
through the old AR.

?? Anchor-update: During the handover execution phase the Anchor can automatically update the
address of the AR that he forwards the data packets to. Thisis afeature that is controlled by the MH
which can manually send an Anchor update at any point.

?? Unplanned-handover: When the MH receives an AR advertisement, it requests a handover and
switchesimmediately after it is assigned a new channel.

?? Anchor-change: When the MH has reached far from his original Anchor can request a change of
Anchor through the anchor closest to the AR heis currently connected to.

An FTP application running on TCP and a CBR application running on two way UDP are established
between the CH and MH and are maintained throughout the move of the MH between ARs. The
following figures show some snapshots of some key simulation events, as they are animated by nam.
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Figure A7-11: Simulator Network topology

Figure A7-11 shows the simulator network topology. The set-up and login phases have been completed
and the MH is communicating with the CH. The link between AR in node (12) and the MH is green
indicating alive wireless link. The other four links are down indicated by the red colour.
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Figure A7-12: Planned Handover

Figure A7-12 demonstrates the planned handover case which is occurring 10 seconds in the simulation.
The preparation phase has been completed. MH is communicating with AR in node (13) indicating by the
green link receiving packets that are forwarded to him by the old AR in node (12). The previous link is
pink indicating that the MH has switched from it, but the old AR is not aware of that and keeps sending
the duplicated over the air, which can be seen to be dropped. The white packets are en route handover
execution control packets informing the old AR to release its resources and informing the current of the
new AR, through which the MH is currently connected, so that he can optimise the routing ..
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Figure A7-13: Planned Handover Completed and Anchor Optimised.

Figure A7-13 shows the completion of the handover, where the old AR has released the assigned
resources and the route to the new AR has been optimised.
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Figure A7-14: Unplanned Handover

Figure A7-14 shows the end of the unplanned handover phase, which occurs 20 secs in the simulation.
The link between MH and AR has switched from AR in node (13)(link red) to AR in node (14) (link
green). AR (3) has stopped sending over the wireless link since these packets were dropped and Anchor
has also been optimised again. It can also be seen that uplinks packets are send with standard routing,
finding the fastest way out of the network.

Figure A7-15shows the packet routes after the completion of a second planned handover which occurs 30
seconds in the simulation. Anchor has also been optimised with the new AR address in node (15). Its
worth while noticing the fact that packets are send upwards a lot faster that in the downlink, which affects
the performance of the data transfer.
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Figure A7-15: After second Unplanned Handover

MH now from the received data packets or hinted by the network realises that it has moved away from his
origina Anchor and request a change of anchor through AR’s, in node(15), closest default Anchor in

node(7), 40 minutes in the. Once the registration with the new Anchor has been completed packets are
now routed from the new Anchor, Figure A7-16.
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Figure A7-16: Change of Anchor
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A7.4.1.2 Protocol Performance

In this section various performance related graphs will be presented showing the effect of mobility on the
applications running and the relevant transport protocols. Because the graphs have the simulation timein
there x-axis, bear in mind the time that various events are happening during the simulations:

- 10 seconds, planned handover with automatic Anchor optimisation.

- 20 seconds, unplanned handover with automatic Anchor optimisation.

- 30 seconds, planned handover with automatic Anchor optimisation.

- 40 seconds, manual change of Anchor.

- 50 seconds, end of simulation.

Figure A7-17: TCP Throughput Sent and Received vs. Time

Figure A7-17 shows the TCP throughput for both sent and received packets. The variation of the
throughput due to the handovers can be seen. Especially in the case of unplanned handover throughput
falls almost to zero before picking up again. The throughput decreases as the MH moves far away from
the Anchor. Note that after the third handover throughput varies alot caused by the different routes that
ACKs follow towards the MH. When the MH changes Anchor the throughput returns to the maximum
value. Note that this case is not realistic since during a change of Anchor a change of MH addressis also
involved which means that the TCP connection will be killed and restarted. | any case after restarting it
will rapidly riseto the maximum value.

Figure A7-18: UDP Uplink & Downlink Throughput vs. Time
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Figure A7-18 demonstrates the variation of average UDP throughput for uplink and downlink. Although
uplink throughput is not affected by the handovers, downlink throughput varies a lot during and after a
handover, something that is not desirable for some CBR application and that will require some buffering

and traffic shaping at the AR.

Figure A7-19: TCP (1024 pkt size) and UDP (CBR@64kbps & 48bytes pkt size) Packet Dropping
vs. Time

Figure A7-19 shows the number of packets that were dropped during the handovers. There are no packets
dropped during the planned handovers and there were 7 and 9 packets dropped for UDP and TCP
respectively during an unplanned handover. Note that this graph does not include the number of
duplicated packets that were send by an old AR while the MH has switched to the new one and received

the redirected ones.

Figure A7-20: TCP Transmitted Packet Sequence Number vs. Time

The above figure show the sequence number of the TCP packet that is transmitted before during and after
a handover. The gradient of the graphs shows how fast TCP is recovering from a disruption. The worse
caseisfor the unplanned handover, which then requires almost one second to recover.

Figure A7-21: Recelved TCP Packets Sequence Number vs. Time

Figure A7-21 shows the sequence number of the received TCP packets when a handover occurs. Packets
irrespective of the type of handover (planned or unplanned) are received reordered but TCP does not
respond to that. Note also that even when a planned handover happens when the MH is far away from his
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Anchor, the problem is quite noticeable and as the graph show its worse than in an unplanned handover.
There are no duplicate packets received, because in this implementation the same handoff-preparation-
acknowledgement message, that triggers the current AR to duplicate packets and redirect them to new
AR, triggers also the MH to switch L2 connections to new AR, and thusis not listening at the old channel
any more.
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Figure A7-22: Uplink and Downlink Received UDP Packet Sequence Number vs. Time

Figure A7-22 shows the sequence number of the received UDP packets both at the MH and the CH. It can
be seen that uplink packets do not get reordered, unlike downlink packets that do especially when the MH
has moved far away from his Anchor. Thisis a similar situation encountered in the case of TCP packets.
Asit was mentioned before buffering and traffic shaping in AR isrequired
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Figure A7-23: Tahoe TCP Congestion Window vs. Time.

Finally Figure A7-23 presents the size of the congestion window and how it is affected by the occurrence
of a handover. This graph is not related to the actual mobility protocol rather than to the performance of
TCPin these situations. In the first planned handover, TCP triggers the congestion window reduction by a
factor of five, even if there are no dropped packets. This suggests that maybe an ACK timeout has
occurred. During the unplanned handover the congestion window is ailmost reset. The last planned
handover is undetected by TCP which continues to increase the size of the congestion window. Different
TCP schemes could be simulated, in order to decide on the more suitable scheme for an environment like
the one considered.

A7.4.1.3 Conclusions

Summarizing, during this simulation task the new mobility protocol that is proposed as a candidate
mobility protocol, was implemented using ns-2. Most of the protocol features, except paging (to be
included) and log out (trivial), were included in this implementation and the operation of the protocol and
its signalling was validated. Animation screenshots were provided showing an example network topology
that was used. Protocol performance was then evaluated for different applications and transport protocols
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and demonstrated using graphs showing throughput, packet dropping, packet reordering, packet
retransmission, etc... Planned handovers are smooth, as they are fast and no packet dropping occurs,
whereas during unplanned handovers packets are dropped but system recovers fast. Another problem was
identified, when the MH has moved away from the original Anchor (with or without a handover
occurrence), since uplink packets reach the source faster than downlink packets, which result in a
throughput variation. This suggest the need for fine tuning of the change of Anchor functionality of the
MH. Finally there is also a need for solution to the problem of reordered packets reaching the MH which
can influence some (CBR) applications. In general it is concluded that thisis a sound, functional proposal
with good performance. Future work includes the simulation of larger and more realistic network
topologies with more traffic, which will enable the positioning of the Anchors in different levels and
testing the performance of the protocol.

A74.2 Hawaii ssimulations

This section presents the simulations performed with Hawaii protocol in the same scenario that was used
previously with BCMP. The topology and the traffic patterns are the same, thus allowing the comparison
of results. Firstly the behaviour of Hawaii in our topology will be described using some screen snapshots
and then its performance will be shown. The performance results will be analysed against the BCMP
performance.

A7.4.2.1 Hawaii behavi our

The behaviour of Hawaii in the scenario described in section A7.4.1 will be shown using some screen
snapshots. Each one corresponds to key simulation events, animated by nam, and explained after each
picture. It isimportant to remark that we always used the Unicast Non Forwarding mode of Hawaii.
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Figure A7-24: Simulator Network Topology

Figure A7-24 shows the simulator topology. The mobile host (MH) labelled as node 1 in the figure is
communicating with the correspondent node (CN) labelled as node 0. The up link and down link have
been established using the shortest path through nodes 2-3-6-11-12. Note that the link between node 12
and 1 is green indicating an active wireless link, while the other wireless links are coloured red indicating
that they are down. Traffic packets are coloured depending on the flow they belong to; TCP packets and
their ACKs are coloured in blue, up link UDP packets are coloured in red while down link UDP packets
are coloured in green. Hawaii packets are coloured in black.
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Figure A7-25: Planned Handover

Figure A7-25 illustrates the planned handover. Hawaii is not supporting the planned and unplanned
handover as BCMP does. Thus here, planned handover means that the MH is connected during the
handover to the new and old base stations at the same time. This implies that no packets will be lost
during handover. Later we will shown the unplanned handover, where the MH changes abruptly from the
old base station to the new one. In this case, there will be some packets dropped; thisis the way the UNF
mode of Hawaii works.
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Figure A7-26: Completed Planned Handover

In Figure A7-25the planned handover is almost completed. The MH is already attached to the new access
router (node 13) and sending the up link traffic through it. The handoff message (black packetsin the link
11 to 12) has already reached the crossover router (node 11) producing the route update. Thus the down
link traffic (blue packets) are already forwarded to the new access router. At the same time, the MH is
still receiving packets through the previous access router (node 12).

Figure A7-26 shows the planned handover completed. Resources are already released at the old access
router station (node 12) and the down link traffic is forwarded to the new access router at the crossover
router (node 11). Note that the up link traffic, both UDP (red packets) and TCP acknowledges (small blue
packets), follow the default route, the fastest way from the MH to the CN.
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Figure A7-27: Unplanned Handover

Figure A7-27 illustrates the final phase of the unplanned handover. The MH has abruptly changed its
point of attachment, producing the dropping of packets in the wireless link. Additional packets travelling
from the crossover router to the old access router will also be dropped when arriving at the old access
router. Note also that the new access router sent the handoff update message to the old access router
(shown in the picture as black packets arriving at node 13). This message produced a route update in the
crossover router (node 10), thus packets are now forwarded to the new access router (node 14).
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Figure A7-28: After Second Unplanned Handover

Figure A7-28 illustrates the final situation, after the second planned handover to access router at node 15.
Up link traffic follows a shorter path than down link traffic. Thisis a direct consequence of the fact that
Hawaii does not incorporate any route optimisation. When the mobile host moves away from its first
point of attachment, the down link traffic follows a sub-optimal route.

A7.4.22 Hawaii performance

In this section performance graphics equivalent to those at section A7.4.1.2 will be presented, allowing
the performance comparison between Hawaii and BCMP. It is important to remember the time when
main events happened, as the time is shown in the x axis. There was planned handovers at 10 and 30
seconds, and one unplanned handover at 20 seconds. There is no anchor optimisation at 40 seconds,
because Hawaii does not incorporate that functionality.
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Figure A7-29: TCP Throughput Received Trafficvs. Time

Figure A7-29 shows the TCP throughput. Before the first planned handover at 10 seconds, the throughput
is the same than in the BCMP case. After the first handover, the throughput follows the same pattern than
in the BCMP case but its value is slightly lower here. Thisis due to the longer path of the downlink TCP
packets as the MH moves away from its initial point of attachment. This is specially severe after the
BCMP anchor change at 40 seconds. At that time, the BCMP recovers the full speed of the TCP flow,
while here we can see that no TCP speed increase is perceived after the second planned handover at 30
seconds. TCP throughput in the Hawaii case is lower compared to the BCMP case because the longer
total round-trip time limits the speed at which congestion window is increased. If the simulation had run
long enough, both throughputs would have been the same. Additionally the maximum bandwidth is not
used because the congestion window limits the TCP throughput.

Figure A7-30: UDP Uplink and Downlink Throughput vs. Time

Figure A7-30 shows the UDP throughput in both directions. The performance here is similar to the
performance of BCMP. The up link traffic is not affected by the handovers, while the down link traffic is
affected only during the unplanned handover at 20 seconds. The down link traffic also suffers a slightly
longer transmission delay than in the BCM P case because the longer path it hasto travel.
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Figure A7-31: TCP and UDP Packet lossvs. Time

Figure A7-31 shows the loss packet for both TCP and UDP traffic. Loss packets include dropped packets
and packets arriving too late in the TCP case (TCP timeout). It is important to highlight that no packet
loss is detected during planned handovers, while several packets are dropped (or arrived too late) in the
unplanned handover. This loss packet rate is higher than the BCMP one. This explains why the TCP
connection takes longer to recover its full speed with Hawaii.

Figure A7-32: TCP Maximum Transmitted Sequence Number

Figure A7-32 presents the TCP maximumtransmitted sequence number before, during and after each of
the handovers. Recall that the gradient shows how fast the TCP is recovering after a disruption. During
the planned handovers, first and third figures, the sequence number is not affected. Nevertheless, the TCP
is rising its throughput slower in the third figure due to the longer rtt (increased down link path). The
second figure shows how the sequence number is affected by the unplanned handover. It takes almost 1
second to recover after the handoff. In general, the gradient of this graph is lower than the BCMP one,
indicating that the TCP connection recovers its throughput better using the BCMP.
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Figure A7-33: Tahoe TCP Congestion Window Sizevs. Time

Figure A7-33 presents the TCP congestion window size and how it is affected by the handovers. Planned
handovers happen unnoticed to the TCP connection, while unplanned handover produces not a reduction
but a reset of the connection window. The increase pattern of the congestion window is similar to the
BCMP one, but it reaches alower upper value here.

A7.4.3 Hawaii and RSVP Coupling Simulations.

This section presents the simulations performed with Hawaii and RSV P protocol in the Small Company 2
scenario (SC-2). The scenario isexplained in detail in section A7.3.1.

First the behaviour of Hawaii and RSVP in this topology will be showed with some screen snapshots.
After that the performance improvement of the loose coupling of RSV P and Hawaii will be showed. The
procedure includes the comparison of some performance parameters such as delay, loss and throughput
when both protocols are coupled and de-coupl ed.

A74.3.1 Scenario

Among the possible BAN network scenarios, we have selected the small company network topology (SC-
2) in our smulations.

SC-2 is a basic “tree” topology. It provides an initial model for testing BRAIN and other network layer
protocols. The topology is created in such way that it allows different distances of “cross-over” routers
from new BARs (one, two and three hops) in case of standard micro mobility hand-over.

Inside the BAN we have considered duplex links with the following parameters values:
?? Bandwidth: 512 Kb

?? Dday: 10ms

Notice that delay depends strongly on the network technology so thisvalue may vary.

HIPERLAN/2 links are modelled using Nokia link layer simulations. We will approximate each cell using
the industrial hall with no internal walls contributed by Nokia. Nokia has evaluated the HIPERLAN/2 air
interface behaviour for different load levels. The hall size is 250 metres by 250 metres and we have a load
level similar to 5 new FTP transmissions per second.

We have characterised the HIPERLAN/2 link as two fixed simplex links (up and down) with three
parameters to be determined: delay, bandwidth and loss model. For the selected load level, link
parameters are approximated as follows:

?? Bandwidth: 3.2 Mb
?? Deday: 15ms
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Figure A7-34: Network Scenario

We have located the correspondent node outside the BAN. It is just one hop away from the BMG
although it could be located in any place in the Internet. It is sending Vol P traffic towards a mobile node
inside the domain. We will consider that the mobile node changes its position between consecutive cells
during the call time.

The simulation is performed as follows:. during the first 100 seconds the correspondent node performs the
reservation and begins transmitting voice packets towards the mobile node. Afterwards handover between
consecutive cells takes place. This implies a modification of the routing tables using HAWAII and the
necessity to reserve bandwidth across the new path with RSVP messages. As we will se, if we want to
optimise network resources then we have to couple both protocols in order to not waste extra time making
the reservation after the handover occurs.

Links between the intermediate node and the base stations are |oaded up to 100% by background traffic in
order to show the benefits of reservation with RSVP for the voice traffic. These links appear in black in
the figure above. Background traffic is characterised as constant bit rate traffic.

The speech traffic model extracted from D3.1 can be described as a birth-death process with a Poisson
distributed arrival process and a exponential distributed call duration. In a conversation each party is
aternating active and silent. During the activity phase IP packets carrying the speech information are
transmitted. We are going to simulate this traffic considering activity and silent periods are generated by
an exponential distributed random variable. The mean value of this variable will equal Ton during activity
periods and Toff during silent ones.

Talkspurt _ Talkspurt

~
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Time

Figure A7-35: Vol P Traffic
Vol P traffic model main parameters are shown below:
?? Activity interval: 50 %
?? Mean call duration: 120 sec

?? Mean active phase T_on: 3 sec
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?? Mean silent phase T_off: 3sec

?? Payload of |P packet: 32 Bytes

?? |P packet rate: 12.2 KBPS

In telephony applications the transport delay should preferably be less than 100 ms.

In order to generate traffic with similar characteristics to VolP we use a special traffic generator
implemented in ns-2. The constant bit rate generator generates traffic according to a deterministic rate. In
the real case packets are sent at a fixed rate (12.2-Kb) only during on periods, and no packets are sent
during off periods. We are going to assume on period take 100% of time so we can use a 12.2 Kb CBR
source transmitting all the time. Packets are constant size.

This application sits on top of a transport agent, in our case UDP. We can change our traffic source
characteristics by varying its two parameters: packet size and rate. We have implemented a simplified
model. The mobile node keeps in silence while the correspondent node transmits continuously. We
measure the delay associated to the Vol P packets that travel one way. This assumption is correct since
links have different queues for the different ways. Packets from the CN don’t interfere with packets
coming from the MN, so the delay obtained for that link senseis correct.

The simulations have been performed using ns2 release b5. We have installed two patches. RSVP and
HAWALII, and we have observed the interaction between them. In order to make them work together
correctly we have modified some aspects of the code.

A7.4.3.2 Behaviour of HAWAII and RSVP in thisscenario

The implementation of HAWAII used is identical to the showed in section A7.4.2, where HAWAII is
evaluated against BCMP. The only difference is that the scenario is simpler and only one handover is
performed. Situation before and after the handover can be seen on the following pictures.
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Figure A7-36: Simulation Network Topology

Figure A7-36 shows the simulator topology. The mobile node (MN) labelled as node 9 in the figure is
communicating with the correspondent node (CN) labelled as node 0. The two base stations are labelled 7
(BS1) and 8 (BS2) respectively. The up link and down link have been established using the shortest path
through nodes 10-0-2-7-9. Note that the link between node 7 and node 9is red indicating an active
wireless link, while the other wireless link is coloured white indicating that it is down. Interference traffic
packets are coloured red and blue, they go from node 2 to 8 (blue) and from node 2 to 7 (red) just to
interfere with voice traffic and show the behaviour of RSVP reservation. Hawaii packets are black and
RSVP packets are yellow. In the figure, note that a lot of interference traffic is being discarded because
the links don’t have enough capacity. Voice traffic is green and it is not being discarded because the
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reserve is already established. Note that in these snapshots voice traffic rate is considerably low (12 kbps)
so only one or two Vol P packets are shown in one snapshot.
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Figure A7-37: Handover

Figure A7-37 shows a planned handover. In this case study we will only see the effect of the coupling of
protocols during a planned handover. The MH changes its point of attachment, and for 20 ms both
wireless links are active (in red) while Hawaii packets (showed in black) sent by the new access router
carry the handoff update message to the old access router. This message produced a route update in the
crossover router CR (node 2), thus packets are now forwarded to the new access router (node 8). Note

that although, in fact it is a planned handover, the amount of time during which both links are active (20
ms) is rather short, and that has a major impact on performance.
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Figure A7-38: Snapshot Just after Handover
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Figure A1.44.2-5 shows the moment after the handover. Note that the old wireless link is down and the
new active base station is node 8. Green voice traffic follows now the new route via 10-0-2-8-9 to mobile
node.

A7.4.3.3 Cases Performance.

In this section we will show the performance of HAWAII and RSVP when de-coupled and loosely-
coupled. For both cases we reserve a fixed quantity of bandwidth for RSVP signalling messages. We add
a WFQ for RSVP messages with a certain rate to the link to avoid RSVP message loss. The simple
formula n*s*8/30 (n is the number of sessions which are going to traverse the link and s is the expected
average message size) should yield a good approximation of the necessary bandwidth. This value will
have to be higher for example if frequent reservation changes occur. Considering a message size value
close to 100 bytes and 30 sessions per cell we obtain 750 bps on the wireless link. For the core fixed part
we assume that we will hold up to 60 sessions from different cells which sums up to 1500 bps. These
values will haveto be higher if frequent reservation changes occur.

In order to understand completely the figures we must take into account that there is a planned handover
at 100 seconds.

A7.4.3.3.1 De-coupled case.

This case shows the performance of Hawaii and RSVP when both protocols are completely unaware of
each other.
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This graphic shows the throughput of VolP traffic when de-coupled. When the handover is performed at
100 seconds, the new route only has a reservation to the crossover route, and the interference traffic
through the new path, which is much greater in bps than Vol P traffic, prevents Vol P packets to arrive to
the mobile host, so it is necessary to wait until the reservation is established to recover the traffic.
Approximately at 105 seconds a new reservation is established through the new path so VolP packets
may arrive again to the mobile node and the throughput comes again to its sustained rate.
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Figure A7-40: Packetsof Vol P Traffic Lost per Second when De-coupled

As we can see VolIP packets are lost during handover until the reservation through the new path is
established. Note that loss graphs here are measures in packets lost per second and they are not
accumulated. After handover up to 60 packets are lost which means that the call is seriously disrupted.
The absence of packet |oss between the two peaksis aresult of the Vol P pattern: there is no traffic in that
precisely moment so it isnot lost.

Figure A7-41: Dday of Vol P Traffic when De-coupled
As a consequence of the handover Vol P packets that are not lost suffer agreat delay during along period.
Topology is simple so the cause of this delay isjust the same as above: the absence of reservation once
the new path is established The interference traffic rate is much higher than VolP rate and the link is

saturated, so best effort queue is full. Packets suffer a delay proportional to the length of the queue and
some of them, aswe have previously seen, are discarded.

A7.4.3.3.2 Loosely Coupled Case

This case is similar to case A with the only difference that HAWAII and RSV P protocols are loosely
coupled. We have designed a mechanism to couple both protocols so as they can exchange information
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during handoffs. Just after the new route is established the RSVP agent is informed and a refresh of the
reservation is sent immediately.

Figure A7-42: Throughput of Vol P traffic when Coupled

Figure A7-42 confirms our thesis. Throughput of VolP traffic is affected by handover at 100 secs but is
much more sustained that when de-coupled. We have to take alook into the following graphs just to see
why.

Figure A7-43: Packetsof Vol P traffic Lost per Second when Coupled

Figure A7-43 shows that packet loss during handover is minimized. Down to 3-4 packets are lost, mainly
due to the proper handover (note the scale when comparing to the loss of the de-coupled case). Therest of
the loss caused by the absence of reservation is eliminated just because RSV P refresh messages are sent
as soon as the new routeis established so the impact of the interference traffic is minimum.
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Figure A7-44: Dday of Vol P Traffic when Coupled

Another expected consequence of the coupling is that the impact of handover in delay is also reduced.
Some VolP packets are delayed but only during a few milliseconds, recovering the average of 55-60
milliseconds almost immediately.

A7.4.3.4 Conclusions

Aswe can extract fromthe simulation results, the coupling of HAWAII and RSV P offer clear advantages
in certain environments. Although it cannot improve handover itself it allows the installation of
reservations as soon as the new path to mobile node is stable. This effect is specially interesting in
environments as the one showed, when interference traffic would make alot of VolP traffic get discarded.
We have to note here that these advantages occur because we have a small reservation for the RSVP
signalling traffic; just enough for not being discarded as well as the VolP traffic. If not the time for the
new reservation to be installed would increase significantly. This feature is also proposed as an
enhancement for the QoS architecturein BRAIN.

In conclusion, the coupling of the micro-mobility protocol and the reservation protocol proposed in the
project is easy to perform (see section A4.4.2.1) and the advantages, at least in the loosely coupled case
for per-host micro-mobility protocols and when combined to pre-reservation for QoS signalling, are
enough to justify it.
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