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ABSTRACT 
 
Image retrieval is a human-centered task: images are created by people and are ultimately accessed and used by people 
for human-related activities. In designing image retrieval systems and algorithms, or measuring their performance, it is 
therefore imperative to consider the conditions that surround both the indexing of image content and the retrieval. This 
includes examining the different levels of interpretation for retrieval, possible search strategies, and image uses. 
Furthermore, we must consider different levels of similarity and the role of human factors such as culture, memory, and 
personal context. This paper takes a human-centered perspective in outlining levels of description, types of users, search 
strategies, image uses, and human factors that affect the construction and evaluation of automatic content-based retrieval 
systems, such as human memory, context, and subjectivity.  
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1. INTRODUCTION 
 
The area of multimedia information retrieval has grown tremendously over the last few years. However, in spite of the 
great number of publications and techniques to automatically index and retrieve multimedia content, the field has not 
grown in the sense that widespread use applications have failed to take off. Although in recent years most popular 
search engines have offered image search, and more recently video search, such functionalities are based only on 
keyword search—indexing is performed only by automatically analyzing the images’ metadata (file name, URL, and 
surrounding text). On one hand, the approach is unstructured in the sense that most images on the web do not have 
structured metadata to describe their content, and on the other hand, the textual information used to index the images is 
often inaccurate and incomplete. 
 
In spite of these problems, image retrieval using keywords and automatically indexed metadata has proved effective for 
some types of searches, particularly when the metadata used accurately describes the content at the desired level. 
Clearly, the effectiveness of retrieval depends not only on the metadata description, but also on how the user performs 
the query, his expectations, and other factors.  
 
In this paper, I will discuss the major human factors in image retrieval and point to future research directions to address 
the human factors that can facilitate or complicate image retrieval tasks. In particular, I will focus on issues such as 
levels of description, types of users, search strategies, image uses, and human factors that affect the construction and 
evaluation of automatic content-based retrieval systems, such as human memory, context, and subjectivity. 
 

1.1. Related Work 
 
The authors of [33] report on elements that should be considered in designing and developing an image retrieval system. 
The authors of [1] discuss evaluation of information retrieval systems, while [2] focuses on the interface. Librarians at 
Penn State University conducted a 30-month user study [25][26][27] to estimate needs for interdisciplinary image 
delivery at that university. Results, indicate, among others, the growing importance of personal collections and in 



particular, a desire by some users to share those collections as well as to have access to others’ personal collections in 
addition to public collections. Video retrieval is discussed in [3][8], and image retrieval is discussed in 
[4][6][7][11][16][17][19][20][28]. Issues related to information retrieval evaluation and search strategies on the web and 
others are discussed in [13][14][15][16][19][21][22][31][32][34], and annotation and personal digital collection 
management are discussed in [18][29]. 
 

2. LEVELS OF DESCRIPTION 
 
One of the biggest difficulties in image retrieval, whether it is manual or automatic, is that images can be indexed at 
multiple syntactic and semantic levels. Colours, textures, and patterns can be described locally or globally, and 
semantics can have many different levels of interpretation depending on the particular user. While the meaning of some 
aspects of an image may be common to many people, it is also true that a particular meaning actually emerges 
depending not only on the user, but also on the particular collection. In [30], for instance, the authors argue that the 
meaning of an image emerges from the user’s interaction with the collection. The levels of description which are 
relevant for a particular scenario, then, seem to depend on the collection itself, as well as on the particular query the user 
is formulating at a given time.  
 
Issues surrounding the emerging meaning of images and levels of description are tightly linked. An important 
distinction is that of the “of” and “about” levels [20][9]: an image may be of a physical object, but be highly 
representative, about an emotion, or abstract concept. Although any image can have many levels of interpretation, the 
relevant levels depend on a context which is often given by personal and social factors. For instance, iconic historic 
images, as well as religious images are often loaded with symbolic significance. Joe Rosenthal’s image of U.S. soldiers 
raising a flag in Mt. Suribachi during World War II, for instance, is used today in many contexts, and is often associated 
with victory and freedom. The same image might be described using low-level features (black and white, composition, 
etc.), generic object descriptions (e.g., soldiers), specific object descriptors (e.g., the soldiers’ names: Bradley, Hayes, 
etc.), or abstract descriptors (e.g., victory, endurance, freedom, etc.). 
 
One of the biggest challenges of building automatic image retrieval systems, then, is indexing the images at the right 
level of description, and ensuring that such level matches the user’s interest level. While the semantics of an image may 
change within a collection, it can also change significantly over time: the meaning of Rosenthal’s image has certainly 
changed since it was made on February 3rd, 1945, and without a doubt the image will evoke different emotions in 
different individuals. The feelings evoked in those in the photograph, in Japanese soldiers who were captured at the 
time, and in young people now, can be strikingly different. The problem, however, is not limited to historical 
photographs and occurs with almost any concept and in particular with almost any query. Consider the following 
examples. A user is performs queries for a “painting”, for “blue”, for “george bush”, and for “white house”. As show in 
Figure 1, the results can be surprising, even for these simple queries. The query for “painting” can be interpreted to be 
for art paintings (or for the noun painting), or it can be interpreted as an action (the verb painting). The query in this case 
is ambiguous: even if the user is looking for “a painting”, the query does not specify what the painting should be on 
(e.g., a canvas, a vase, a wall, or a person—note the body painting images). In query for “blue”, the user may be 
searching for images of different shades of blue (e.g., because he wants to paint his house and wants to compare 
different types of blue), for images that locally contain the colour blue, or for images that evoke the feeling blue. In the 
third query, the user may be looking for images of George Bush. Instead, he may get pictures about George Bush’s 
policies or satirical cartoons. Clearly, the same query in 1995 would have most likely returned many images of George 
Bush senior, highlighting that the relevance of the images also changes with time. Finally, a query for “white house” 
results in a varied array of images. If the user is looking for images of “The White House” in Washington D.C., he gets 
a good selection. But he also gets images of women in bikinis, of documents, and other items related to the White 
House, as well as images of white houses. 
 
 
 
       



      

 
Figure 1. Sample images returned by popular search engines using the queries “blue”, “painting”, “george 

bush”, and “white house”. 
 
The main challenges in terms of levels of description include the following: 
 
• Effectively extracting (and evaluating) features at different levels.  
• Obtaining from the user, at query time, an indication of the level of description he refers to. 

  
  

3. TYPES OF USERS 
 
Users can be classified into different categories depending on the type of search they perform. The query itself depends 
on several assumptions about the data being searched and the user’s knowledge. For instance, let’s assume the user is 
looking for an image X. The user may or may not have seen the image before. If she has seen the image, the search is 
for a specific item in the database and the problem becomes how to formulate the query to find that particular image. If 
the user has not seen the image, he may be looking for any image of objects, scenes, or events within a category (e.g., 
cars, people eating, restaurant, etc.). More interestingly, the user may be searching for an image that represents a 
particular concept, where the concept may again refer to an object, an idealized scene or event, a feeling, or a time 
period, among many others.  
 
The user, then, can be classified based on whether he has seen the image or not, but more importantly on what he is 
actually looking for. His intention during the search process, however, is different from the actual query. In other words, 
we must separate what he intends to find and the actual query that he formulates—whether he has seen the image or not, 
he will formulate a query that depends on factors such as memory and context (described below). Other factors that 
affect the search strategy include the level of expertise of the user and how familiar he might be with the particular 
search system: novice, first time visitor, and advanced searcher. 
 
For example, a user may be looking for a particular painting such as Rembrandt’s The Night Watch, for Dutch paintings 
of 17th century, or may be just interested in browsing a particular collection. Clearly, the particular query or search 
strategy will depend on the user’s knowledge and particular task at hand, as well as on the collection. The same user 



may utilize different search strategies for different collections. Some researchers ([19][31]), for example, have found 
that artists and art students often browse an entire collection for information discovery [33]. Advertising companies, on 
the other hand, often have fairly clear ideas of the concept they wish to represent and look for images that are effective 
at communicating a particular idea or aspect of a product. Factors such as colour, composition, details in the way people 
are dressed and the types (and brands) of objects that appear are very important. 
 
In building an image retrieval system, therefore, it is imperative to consider the collection and the particular type of 
users the system will cater to. In particular, we need to do the following: 
 
• Build systems that adapt to particular users’ expertise levels 
• Use different evaluation criteria for different types of users (how do we model the user?)  

4. TYPES OF SEARCH AND IMAGE USES 
 
In general, there are two types of strategies, one is browsing and the other one is searching. Although many systems 
provide both functionalities, the two strategies are tightly linked to the particular task at hand and the user often selects 
only one. Some users will have a very clear and specific idea of what they are looking for, others will have a vaguer idea 
or concept of what they want. Both types of users will approach the collection in very different ways: the user searching 
for a specific item may search with a high level of specificity and immediately discard images different from the one he 
is looking for. The user with a general idea, on the other hand, may formulate a very general query, but spend more time 
examining results and browsing through the collection to determine if the output satisfies his needs [33]. The type of 
search chosen will depend on a number of factors including time available, level of expertise, and clarity of information 
need, among others.  
 
In [33], the following types of user information seeking behaviours are identified: 
 
Prescriptive: used to incorporate prior (e.g. an assignment's) requirements and constraints.  
Exploratory: typically used before a specific direction has been developed.  
Purposive: more directed and informed searching.  
Associative: pro-active search for related and interconnected information to support arguments.  
Intuitive: the user is directed by unspecific feelings.  
Curious: pursuit of something that piqued interest.  
Tangential: clearly beyond prior requirements.  
Accidental: accidental actions or system glitches leading to unintended places [34].  
 
The ways users will search for an image is also partially dictated by the intended purpose for which it is to be used, and 
the following seven broad classes of image use have been identified [1][33]: 
 
Illustration: to represent what is being referred to, e.g. in teaching, with text in a book or journal.  
Information processing: the use of the data contained in the image is of primary importance, e.g. in the process of 
medical diagnosis.  
Information dissemination: the image itself contains information that is sought and passed on, e.g. dissemination of a 
mug shot to police officers.  
Learning: knowledge will be gained from the image content, e.g. through research into a topic.  
Generation of ideas: images are used to provide inspiration or inspire the creative process.  
Aesthetic value: images will be used for purely decorative purposes.  
Emotive/Persuasive: an image could be used to stimulate emotions in others or to communicate a particular idea or 
meaning, e.g. in advertising and media. 
 
Although it is clear that there are differences between the various seeking behaviours and image uses, it is not obvious 
how these requirements can be implemented in an image retrieval system. The distinction between searching and 
browsing is very clear, and the system designers can place more emphasis on one or the other. In personal image 
collections, for instance, it is rare to have annotated images and search by content is difficult because people are often 



more interested in finding images of specific people or events (e.g., pictures of uncle Joe at Sam’s birthday). This 
implies that browsing strategies, or systems that make effective use of landmarks (e.g., time structure) can be more 
effective. 
 
The new wave of community repositories (or images personal image collections made public) also points to new ways 
of searching and browsing image content. The ability to make comments, tag, and annotate images, leaves the doors 
open for many indexing and search opportunities combining visual features, textual retrieval, and browsing. Some of the 
major challenges, however, include the following: 
 
• Facilitate the most suitable searching strategy for a particular problem—adaptable systems? 
• Evaluate effectiveness of retrieval systems taking into consideration the search strategy used and the purpose of the 

search.  
 
Since the majority of image search functionalities are still based on, next I describe some important aspects of search 
and browsing using text. 

4.1. Textual Search and Browsing 
 
Textual search options include open or freetext (all text surrounding the image is used), or keyword-based (only 
particular words are kept as relevant or important and certain fields are searched). Keyword search can be open (user 
types query) or guided (user is provided with thesaurus or list). Keywords are often taken from a controlled vocabulary 
or a list of subject headings, usually referred to as a thesaurus. The particular thesaurus depends on the application and 
may be a general one such as Art & Architecture Thesaurus (see [11] for a discussion of several thesaurus-based 
approaches) or a specific one for the collection. 
 
A thesaurus approach has several advantages. It ensures greater consistency in the annotations since different terms with 
similar or the same meaning are often grouped. It also improves retrieval because the user can select from existing terms 
in the database and it gives the collection a structure (terms are related to each other by entries that point to narrower, 
broader, or related terms). For these reasons, thesaurus have been often been the method of choice by librarians for 
image annotation. One of the problems with this approach, however, is making decisions on what the terms should be 
and how they are related. In the past, these issues have been dealt with by experts in particular domains—as is the case 
in the Library of Congress and in specialized collections. More recently, in initiatives such as TRECVID, an ontology is 
built by a community of experts for automatic annotation. In systems such as Flickr, there is no explicit ontology or 
thesaurus, but it is clear that the bulk of the manual annotations could be used to “discover” a thesaurus of terms for a 
particular collection (e.g., find the most frequent terms and their relations).  
 
Although a thesaurus is more difficult to implement for text retrieval, it is inevitable when automatic analysis algorithms 
are constructed, as typically the types of object or scene classifiers that are implemented are decided in advance. The 
thesaurus in this case may actually correspond to an ontology, which in its simplest form may correspond to just a list of 
concepts and associated image representations [9].  
 
Browsing can of course be done using a thesaurus of subject headings or be done based on content. Some of the key 
challenges include the following: 
 
• Automatically or semi-automatically build user-relevant concept hierarchies and thesauri. 
• Evaluate browsing systems using quantitative measures and exploit community annotations.   

5. PERSONAL FACTORS 

5.1. Memory  
Traditional retrieval paradigms assume that the user remembers exactly what she is looking for. If the user is looking for 
a specific image he has seen previously, it is clear that memory will play a particularly important role in several cases: 



(1) the database contains very similar images; (2) the query is performed using query-by-sketch paradigms, and (3) the 
user has searched for and found the image before and tries to replicate the query.  
 
When the database contains similar images the user may not remember enough details to be able to find the specific 
image he is searching for. This type of problem is very common particularly in video or image search within very 
specific collections. For example, in smart conference room applications, the results of video search are often presented 
in the form of still images. The user may have attended meetings that were recorded and is looking for a particular 
meeting he attended. Many of the images will be visually similar—the user is unlikely to remember enough details to 
differentiate from the image alone which video he is looking for. In image retrieval the same problem may arise simply 
because the user does not remember enough details of the image. For example, a client of a stock image database 
company browses through a couple of hundred images at a given time while looking for a particular image. Several 
days, weeks, or months later he needs a new image for a particular project, and remembers that one of the images he 
saw the first time would be perfect for the project. The user must then return to the database and try to find this image 
again. 
 
One of the biggest challenges in this case is that the user’s memory of the image and the actual image might differ 
greatly, to the point where the user may overlook the image in question during a subsequent search of the collection.  
 
One of the problems with the current search paradigms is that they completely ignore the possibility of the user not 
knowing exactly what he is looking for. One way to deal with this issue is to focus the query process on the user rather 
than on the query itself [9].  
 

5.2. Context and Subjectivity 
The semantics of an image depends completely on the context in which it is viewed—the semantics of the image is 
given by the user herself, in what has been referred to as emergent semantics [30]. This interpretation depends on many 
factors including culture, time, and purpose among others. Cultural factors play a key role in the interpretation of the 
image at every level. Consider, for instance, the importance of certain colors, patterns, and gestures in different cultures. 
One of the problems is that these cultural differences are often difficult to quantify and therefore to index.  
  
In performing a query, however, one of the issues is that users have a particular context in mind during the search 
process. This was illustrated in Figure 1, which shows the results of several simple keyword searches. The user may 
type a particular word, but the meaning of the word will have a different significance depending on the context. The 
problem then, is not just that there are different levels of interpretation, but that the context of the search is lost during 
the query. If the system knew, for example, that the query of “george bush” is for a satirical article in a magazine, then it 
can return the correct images (if the image index contains that information). A more viable alternative, of course, is to 
let the user express the context. In practice, this is done by expert users as they reformulate the query after the initial 
results are obtained, or in relevance-feedback systems that allow the user to better specify his query. 
 
In the examples of Figure 1, we see that there is a big difference between the actual query and the intention of the user. 
In particular, the meaning of the query is given by the context, which is often not expressed in the query itself but is a 
part of the mental model the user has in mind when searching. Of course, a great deal of contextual information can also 
be obtained at the time of capture (e.g., [5]). 
 
Another issue is that the users' interests evolve during information exploration as they learn and discover more about the 
topic at hand. This can happen either because the user learns about the collection and modifies his query, or because he 
subjectively makes changes to his query as he searches. For instance, the user is looking for an image of george bush, 
but as he sees the results he finds unexpected images and changes his mind on the type of image that he wants to use. In 
this case the search becomes a way of browsing the collection, and subjectivity makes him change his navigation 
strategy. Subjectivity, of course, can be very high amongst different individuals, but more importantly, can also be an 
important factor for the same individual at different times. As discussed above, the meaning of images changes over 
time, not because the images themselves change, but because new information about the images or events that they 
depict can influence the feelings they evoke or their significance. Therefore, there is a tight link between subjectivity 



and context, and in general we can say that context is broader and applies to a group, where as subjectivity tends to be 
more arbitrary and depend on individuals.  
 
The key issues in system construction and evaluation in terms of context and subjectivity include the following: 
 

• Build new methods that leverage human factors such as memory and subjectivity. 
• Model cultural and social factors, as well as the changing nature of image descriptions depending on context 

 

6. CONCLUSIONS AND FUTURE WORK 
 
Research in content-based image retrieval has been an exciting field of growing research in the last few years. In spite of 
this, the field remains in its infancy in the sense that automatic content-based analysis for image retrieval is not in 
widespread use as most of the commercially available systems (for web search and others) rely only on text. One of the 
possible reasons for this might be that most of the work in content-based analysis has focused mainly on low-level 
features or on the detection of specific concepts (e.g., face, car, indoor, outdoor, etc.), largely ignoring the final user of 
the system, and more importantly, the human factors that pertain to image indexing, browsing and retrieval. 
 
In this paper I have given an overview of some of the factors to consider when building and evaluating an automatic 
image retrieval system. In particular, the discussion has focused on levels of description, types of users, search 
strategies, and image uses. In addition, I have discussed human factors that affect the construction and evaluation of 
automatic content-based retrieval systems, namely human memory, context, and subjectivity. 
 
There is much work to be done in this area, and evaluation remains an important issue. On one hand, we must continue 
improving our algorithms to automatically detect concepts by evaluating them on common (public) image database 
collections and common retrieval tasks. On the other hand, we must work from a human-centered approach and have a 
good understanding of the human factors that affect they way images are searched for and browsed. Clearly, search 
strategies depend on particular collections and on particular user needs, context, and limitations.  
 
In order to succeed in building image retrieval systems that use automatic content-based analysis, therefore, we must 
take a holistic approach and find ways to model all of the relevant variables pertaining to the final, human users of 
theses systems. For this reason, the discussion in the paper have not been limited to visual features—they are just one 
part of the spectrum in the image retrieval problem.  
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