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Abstract Visual content is a rich medium that can be used
to communicate not only facts and events, but also emo-
tions and opinions. In some cases, visual content may carry
a universal affective bias (e.g., natural disasters or beauti-
ful scenes). Often however, to achieve a parity in the affec-
tions a visual media invokes in its recipient compared to the
one an author intended requires a deep understanding and
even sharing of cultural backgrounds. In this study, we pro-
pose a computational framework for the clustering and anal-
ysis of multilingual visual affective concepts used in differ-
ent languages which enable us to pinpoint alignable differ-
ences (via similar concepts) and non-alignable differences
(via unique concepts) across cultures. To do so, we crowd-
source sentiment labels for the MVSO dataset, which con-
tains 16K multilingual visual sentiment concepts and 7.3M
images tagged with these concepts. We then represent these
concepts in a distribution-based word vector space via (1)
pivotal translation or (2) cross-lingual semantic alignment.
We then evaluate these representations on three tasks: af-
fective concept retrieval, concept clustering, and sentiment
prediction - all across languages. The proposed clustering
framework enables the analysis of the large multilingual dataset
both quantitatively and qualitatively. We also show a novel
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use case consisting of a facial image data subset and ex-
plore cultural insights about visual sentiment concepts in
such portrait-focused images.
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1 Introduction

Everyday, billions of users from around the world share their
visual memories on online photo sharing platforms. Web
users speak hundreds of different languages, come from dif-
ferent countries and backgrounds. Such multicultural diver-
sity also results in users representing the visual world in very
different ways. For instance, [1] showed that Flickr users
with different cultural backgrounds use different concepts
to describe visual emotions. But how can we build tools to
analyze and retrieve multimedia data related to sentiments
and emotions in visual content that arise from such influ-
ence of diverse cultural background? Multimedia retrieval
in a multicultural environment cannot be independent of the
language used by users to describe their visual content.

For example, in the vast sea of photo sharing content on
platforms such as Flickr, it is easy to find pictures of tradi-
tional costumes from all around the world. However, a ba-
sic keyword search, e.g. traditional costumes, does not re-
turn rich multicultural results. Instead, returned content of-
ten comes from Western countries, especially from coun-
tries where English is the primary language. The problem
we tackle is to analyze and develop a deeper understand-
ing of multicultural content in the context of a large so-
cial photo sharing platform. A purely image-based analysis
would not provide a complete understanding since it only
cluster visually-similar images together, missing the differ-
ences between cultures, e.g. how an old house or good food
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might look in each culture. We mitigate these problems of
pure image-based analysis with the aid of computational
language tools, and their combination with visual feature
analysis.

This paper focuses on two dimensions characterizing users’
cultural background: language and sentiment. Specifically,
we aim to understand how do people textually describe sen-
timent concepts in their languages and how similar concepts
or images may carry different degrees of sentiments in vari-
ous languages. To the best of our knowledge, we have built
the first complete framework for analyzing, exploring, and
retrieving multilingual emotion-biased visual concepts to our
knowledge. This allows us to retrieve examples of concepts
such as traditional costumes from visual collections of dif-
ferent languages (see Fig. 1). To this end, we adopt the Mul-
tilingual Visual Concept Ontology (MVSO) dataset [1] to
semantically understand and compare visual sentiment con-
cepts across multiple languages. This allows us to investi-
gate various aspects of the MVSO, including (1) visual dif-
ferences for images related to similar visual concepts across
languages and (2) cross-culture differences, by discovering
visual concepts that are unique to each language.

To achieve this, it is essential to match lexical expres-
sions of concepts from one language to another. One naı̈ve
solution is through exact matching, an approach where we
translate of all languages to a single one as the pivot, e.g. En-
glish. However, given that lexical choices for the same con-
cepts vary across languages, the exact matching of multi-
lingual concepts has a small coverage across languages. To
overcome this sparsity issue, we propose an approximate
matching approach which represents multilingual concepts
in a common semantic space based on pre-trained word em-
beddings via translation to a pivot language or through se-
mantic alignment of monolingual embeddings. This allows
us to compute the semantic proximity or distance between
visual sentiment concepts and cluster concepts from multi-
ple languages. Furthermore, it enables a better connectivity
between visual sentiment concepts of different languages,
and the discovery of multilingual clusters of visual senti-
ment concepts, whereas exact matching clusters are mostly
dominated by a single language. The contributions of this
paper can be summarized as follows:

1. We design a crowdsourcing process to annotate the sen-
timent score of visual concepts from 11 languages in
MVSO, and thus create the largest publicly available la-
beled multilingual visual sentiment dataset for research
in this area.

2. We evaluate and compare a variety of unsupervised dis-
tributed word and concept representations on visual con-
cept matching. In addition, we define a novel evaluation
metric called visual semantic relatedness.

Fig. 1 Example images from four languages from the same cluster
related to ”traditional clothing” concept. Even though all images are
tagged with semantically similar concepts, each culture interprets such
concepts with different visual patterns and sentimental values.

3. We design new tools to evaluate sentiment and semantic
consistency on various multilingual sentiment concept
clustering results.

4. We evaluate the concept representations in several appli-
cations, including cross-language concept retrieval, sen-
timent prediction, and unique cluster discovery. Our re-
sults confirm the performance gains by fusing multimodal
features.

5. We demonstrate the performance gain in sentiment pre-
diction by fusing features from language and image modal-
ities.

6. We perform a thorough qualitative analysis and a novel
case study of portrait images in MVSO. We find that
Eastern and Western languages tend to attach different
sentiment concepts to portrait images, but all languages
attach mostly positive concepts to face pictures.

This study extends our prior work in [35] by introducing
a new multilingual concept sentiment prediction task (Sec-
tion 7), comparing different concept representations over three
distinct tasks (Sections 5, 6, 7), and performing an in-depth
qualitative analysis with the goal of discovering interesting
multilingual and monolingual clusters (Section 8). To high-
light the novel insights discovered in each of our compre-
hensive studies, we will display the text about each insight
in the bold font.

The rest of the paper is organized as follows: Section
2 discusses the related work; Section 3 describes our vi-
sual sentiment crowdsourcing results, while Section 4, de-
scribes approaches for matching visual sentiment concepts;
the evaluation results on concept retrieval and clustering are
analyzed in Sections 5 and 6 respectively, while the visual
sentiment concept prediction resuls are in Section 7; Section
8 contains our qualitative analysis, and Section 9 describes
a clustering case-study on portait images. Lastly, Section 10
concludes the paper and provides future directions.
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2 Related Work

2.1 Visual Sentiment Analysis

In computational sentiment analysis, the goal is typically to
detect the overall disposition of an individual, specifically as
‘positive’ or ‘negative,’ towards an object or event manifest-
ing in some medium (digital or otherwise) [36,38,39,41–
44], or to detect categorical dispositions such as the senti-
ment towards a stimulus’ aspects or features [45–51]. While
this research area had originally focused more on the lin-
guistic modality, wherein text-based media are analyzed for
opinions and sentiment, later it was extended to other modal-
ities like visual and audio [52,53,55,54,57,56,59]. In par-
ticular, [52] addressed the problem of tri-modal sentiment
analysis and showed that sentiment understanding can ben-
efit from joint exploitation of all modalities. This was also
confirmed in [53] on multimodal sentiment analysis study
of Spanish videos. More recently, [57,59] improved over
previous state-of-the-art using a deep convolutional network
for utterance-level multimodal sentiment analysis. And in
another line research, in bi-modal sentiment analysis, [55]
proposed a large-scale visual sentiment ontology (VSO) and
showed that using both visual and text features for predicting
the sentiment of a tweet improves over individual modali-
ties. Based on VSO, [1] proposed an even larger-scale multi-
lingual visual sentiment ontology (MVSO), which analyzed
the sentiment and emotions across twelve different languages
and performed sentiment analysis on images. In the present
study, instead of using automatic sentiment tools to detect
the sentiment of a visual concept as in [55,1,35], we per-
form a large-scale human study in which we annotate the
sentiment of visual concepts based on both visual and lin-
guistic modalities, and, furthermore, we propose a new task
for detecting the visual sentiment of adjective-noun-pairs
based on its compound words and sample of images in which
they are used as tags.

2.2 Distributed Word Representations

Research on distributed word representations [2–5] has re-
cently extended to multiple languages either by using bilin-
gual word alignments or parallel corpora to transfer linguis-
tic information from multiple languages. For instance, [6]
proposed to learn distributed representations of words across
languages by using a multilingual corpus from Wikipedia.
[7,8] proposed to learn bilingual embeddings in the con-
text of neural language models utilizing multilingual word
alignments. [9] proposed to learn joint-space embeddings
across multiple languages without relying on word align-
ments. Similarly, [10] proposed auto-encoder-based meth-
ods to learn multilingual word embeddings. A limitation when
dealing with many languages is the scarcity of data for all
pairs. In the present study, we use a pivot language to align

the multiple languages both using machine translation (as
presented in [35]), and using multilingual CCA to semanti-
cally align representations across languages using bilingual
dictionaries from [33]. We compare these two different ap-
proaches on three novel extrinsic evaluation tasks, namely,
on concept retrieval (Section 5), concept clustering (Section
6) and concept sentiment prediction (Section 7).

Studies on multimodal distributional semantics have com-
bined visual and textual features to learn visually grounded
word embeddings and have used the notion of semantics [11,
12] and visual similarity to evaluate them [13,14]. In con-
trast, our focus is on the visual semantic similarity of con-
cepts across multiple languages which, to our knowledge,
has not been considered before. Furthermore, there are stud-
ies which have combined language and vision for image cap-
tion generation and retrieval [15,16,18,19] based on mul-
timodal neural language models. Our proposed evaluation
metric described later in Section 5 can be used for learning
or selecting more informed multimodal embeddings which
can benefit these systems. Another related study to ours is
[20] which aimed to learn visually grounded word embed-
dings to capture visual notions of semantic relatedness using
abstract visual scenes. Here, we focus on learning represen-
tations of visual sentiment concepts and we define visual
semantic relatedness based on real-world images annotated
by community users of Flickr instead of abstract scenes.

3 Dataset: Multilingual Visual Sentiment Ontology

We base our study on the MVSO dataset [1], which is the
largest dataset of hierarchically organized visual sentiment
concepts consisting of adjective-noun pairs (ANPs). MVSO
contains 15,600 concepts such as happy dog and beautiful
face from 12 languages, and it is a valuable resource which
has been previously used for tasks such as sentiment clas-
sification, visual sentiment concept detection, multi-task vi-
sual recognition [1,35,40,37]. One shortcoming of MVSO
is that the sentiment scores assigned to each affective vi-
sual concept was automatically computed through sentiment
analysis tools. Although such tools have achieved impres-
sive performances in the recent years, they are typically based
on text modalities alone. To counter this, we designed a
crowdsourcing experiment with CrowdFlower1 to annotate
the sentiment of the multilingual ANPs in MVSO. We con-
sidered 11 out of 12 languages in MVSO, leaving out Per-
sian due to the limited number of ANPs. We constructed
separate sentiment annotation tasks for each language, us-
ing all ANPs in MVSO for that language.

1 http://www.crowdflower.com
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Turkish Russian Polish German Chinese Arabic French Spanish Italian English Dutch Average
Agreement 66% 66% 76% 69% 71% 61% 65% 66% 66% 70% 69% 68%
Deviation 0.77 0.70 0.39 0.59 0.54 0.79 0.67 0.59 0.58 0.48 0.52 0.60

Table 1 Results of the visual concept sentiment annotations: average percentage agreement and average deviation from the mean score.

Fig. 2 Variation of sentiment across languages. The y-axis is the aver-
age sentiment of visual concepts in each language (ascending order).

3.1 Crowdsourcing Visual Sentiment of Concepts from
Different Languages

We asked crowdsourcing workers to evaluate the sentiment
value of each ANP on a scale from 1 to 5. We provided
annotators with intuitive instructions, along with examples
ANPs with different sentiment values. Each task showed
five ANPs from a given language along with Flickr images
associated with each of those ANPs. Annotators rated the
sentiment expressed by each ANP, choosing between “very
negative,” “slightly negative,” “neutral,” “slightly positive”
or “very positive” with the corresponding sentiment scores
ranging from 1 to 5.

The sentiment of each ANP was judged by five or more
independent workers. Similar to the MVSO setup, we re-
quired that workers were both native speakers of the task’s
language and highly ranked on the platform.

We also developed a subset of screening questions with
an expert-labeled gold standard: to access a crowdsourcing
task, workers needed to correctly answer 7 of 10 test ques-
tions. To pre-label the sentiment of ANP samples for screen-
ing questions, we rank ANPs for each language based on the
sentiment value assigned by automatic tools, then use the
top 10 ANPs and the bottom 10 for positive/very positive
examples and negative/very negative examples respectively.
Their performance was also monitored throughout the task
by randomly inserting a screening question in each task.

3.2 Visual Sentiment Crowdsourcing Results

To assess the quality of the collected annotations of the sen-
timent scores of ANP concepts, we computed the level of
agreement between contributors (Table 1). Although senti-
ment assessment is intrinsically a subjective task, we found
an average agreement around 68% and the agreement per-
centage is relatively consistent over different languages. We
also report results of the mean distance between the average
judgement for an ANP and the individual judgements for

that ANP: overall, we find that such distance is lower than
one, out of a total range of 5.

We found an average correlation of 0.54 between crowd-
sourced sentiment scores and the automatically assigned sen-
timent scores in [1]. Although this value is reasonably high,
it still shows that the two sets of scores do not completely
overlap. A high-level summary of the average sentiment col-
lected per language is shown in Fig. 2. We observe that for
all languages there is a tendency towards positive sentiment.
This finding is compatible with previous studies showing
that there is a universal positivity bias in human language
as in [58] and our initial study [1] which was based on auto-
matic sentiment computed from text only, Spanish is found
to be the most relatively positive language. Interestingly,
however, here we find that when we combine human lan-
guage with visual content in the annotation task (as de-
scribed above), the Russian and Chinese languages carry
the most positive sentiment on average when compared
to other languages. This suggests that the visual content has
an effect on the degree of positivity expressed in languages.

4 Multilingual Visual Concept Matching

To achieve the goal of analyzing the commonality or differ-
ence among concepts in different languages, we need a basic
tool to represent such visual concepts and to compute sim-
ilarity or distance among them. In this section, we present
two approaches, one based on translation of concepts into
a pivot language, and the other based on word embedding
trained with unsupervised learning.

4.1 Exact Concept Matching

Let assume a set of ANP concepts in multiple languages C
= {c(l)i | l = 1 . . .m, i = 1 . . . nl}, where m is the num-
ber of languages, c(l)i is the ith concept out of nl concepts
in the lth language l. Each concept c(l)i is generally a short
word phrase ranging from two to five words. To match visual
sentiment ANP concepts across languages we first trans-
lated them from each language to the concepts of a pivot
language using the Google Translate API2. We selected En-
glish as the pivot language because it has the most complete
translation resources (parallel corpora) for each of the other
languages due to its popularity in relevant studies. Having
translated all concepts to English, we applied lower-casing

2 https://cloud.google.com/translate
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(b) Approximate matching(a) Exact matching

Fig. 3 Clustering connectivity across top-8 most popular languages in MVSO measured by the number of concepts in the same cluster of a given
language with other languages represented in a chord diagram. On the left (a), the clusters based on exact matching are mostly dominated by a
single language, while on the right (b), based on approximate matching, connectivity across languages greatly increases and thus allows for more
thorough comparison among multilingual concepts.

to all translations and then matched them based on exact-
match string comparison.3 For instance, the concepts chien
heureux (French), perro feliz (Spanish) and glücklicher hund
(German) are translated to the English concept happy dog.
Rightly so, one would expect that the visual sentiment con-
cepts in the pivot language might have shifted in terms of
sentiment and meaning as a result of the translation process.
And so, we examine and analyze the effects of translation to
the sentiment and meaning of the multilingual concepts as
well as the matching coverage across languages.

4.1.1 Sentiment Shift

To quantitatively examine the effect of translation on the
sentiment score of concepts, we used the crowdsourced sen-
timent values and count the number of concepts for which
the sign of the sentiment score shifted after translation in En-
glish. We take into account only the translated concepts for
which we have crowdsourced sentiment scores; we assume
that the rest have not changed sentiment sign. The higher
this number for a given language, the higher the specificitiy
of the visual sentiment for that language. To avoid counting
sentiment shifts caused by small sentiment values, we define
a boolean function f based on the crowdsourced sentiment
value s(·) of a concept before translation ci and after trans-
lation c̄i with a sign shift and a threshold t below which we
do not consider sign changes, as follows:

f(ci, c̄i, t) = |s(ci)− s(c̄i)| > t. (1)

3 We did not perform lemmatization or any other pre-processing step
to preserve the original visual concept properties.

Language t = 0.0 t = 0.1 t = 0.2 t = 0.3
Spanish 29.1 (6.7) 16.6 (3.9) 11.4 (2.6) 10.1 (2.3)
Italian 28.9 (6.0) 16.7 (3.3) 11.4 (2.4) 7.3 (2.2)
French 36.2 (8.1) 23.6 (5.3) 16.8 (3.8) 9.7 (3.3)
Chinese 24.4 (6.3) 11.8 (5.5) 5.5 (1.4) 3.1 (0.8)
German 27.1 (6.2) 15.5 (3.5) 8.3 (1.9) 7.7 (1.8)
Dutch 18.6 (5.4) 8.2 (2.4) 6.2 (1.8) 3.1 (0.9)
Russian 25.6 (8.3) 20.5 (6.6) 5.1 (1.7) 2.6 (0.8)
Turkish 33.3 (8.2) 22.2 (5.5) 7.4 (1.8) 3.7 (0.9)
Polish 55.5 (16.1) 38.8 (11.3) 27.7 (8.1) 16.6 (4.8)
Arabic 60.0 (21.4) 40.0 (14.3) 10.0 (3.6) 10.0 (3.6)

Table 2 Percentage of concepts with sentiment sign shift after trans-
lation into English, when using only concepts with crowdsourced sen-
timent in the calculation or when using all concepts in the calcula-
tion (crowdsourced or not). Percentages with significant sentiment shift
(t ≥ 0.1) are marked in bold.

For instance when t > 0 then all concepts with a sign
shift are counted. Similarly, when t > 0.3, then only con-
cepts with sentiment greater than 0.3 and lower than -0.3 are
counted. These have more significant sentiment sign shift as
compared to the ones that fall in to the excluded range.

Table 2 displays the percentage of concepts with shifted
sign due to translation. The percentages are on average about
33% for t = 0. The highest percentage of sentiment po-
larity (sign) shift during translation is 60% from Arabic
and the lowest percentage is 18.6% for Dutch. Moreover,
the percentage of concepts with shifted sign decreases for
most languages as we increase the absolute sentiment value
threshold t from 0 to 0.3. This result is particularly interest-
ing since it suggests that visual sentiment understanding can
be enriched by considering the language dimension. We fur-
ther study this effect on language-specific and crosslingual
visual sentiment prediction, in Section 7.
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4.1.2 Meaning Shift and Aligned Concept Embeddings

The translation can affect also the meaning of the original
concept in the pivot language. For instance, a concept in the
original language which has intricate compound words (ad-
jective and noun) could be translated to simpler compound
words. This might be due to the lack of expressivity of the
pivot language, or to compound words with shifted meaning,
because of translation mistake, language idioms, or lack of
large enough context. For example, 民主法治 (Chinese) is
translated to democracy and the rule of law in English, while
passo grande (Italian) is translated to plunge and marode
schönheit (German) is translated in to ramshackle beauty.

Examining the extent of this effect intrinsically through,
for instance, a cross-lingual similarity task for all concepts
is costly because it requires language experts from all lan-
guages at hand. Furthermore, the results may not necessarily
generalize to extrinsic tasks [21]. However, we can exam-
ine the translation effect extrinsically on downstream tasks,
for instance by representing each translated concept ci with
a sum of word vectors (adjective and noun) based on d-
dimensional word embeddings in English, hence ci ∈ Rd.
Our goal is to compare such concept representations which
rely on the translation to a pivot language, noted as trans-
lated, with multilingual word representations based on bilin-
gual dictionaries [33]. In the latter case, each concept in
the original language ci is also represented by a sum of
word vectors this time based on d-dimensional word embed-
dings in the original language. These language-specific rep-
resentations have emerged from monolingual corpora using
a skip-gram model (from word2vec toolkit), and have been
aligned based on bilingual dictionaries into a single shared
embedding space using CCA [17], noted as aligned. CCA
achieves that by learning transformation matrices V,W for
a pair of languages which are used to project their word
representations Σ,Ω to a new space Σ∗,Ω∗ which can be
seen as the shared space. In the multilingual case, every
language is projected to a shared space with English (Σ∗)
space through projection W. The aligned representations
have kept the word properties and relation which emerge
in a particular language (via monolingual corpora), and at
the same time they are comparable with words in other lan-
guages (via a shared space). This is not necessarily the case
for representations based on translations, because they are
trained on a single language.

In Sections 5, 6, 7, we study the translation effect extrin-
sically on three tasks, namely on concept retrieval, cluster-
ing and sentiment prediction respectively. To compare the
representations based on translation to a pivot language and
representations which are aligned across languages we use
the pre-trained aligned embeddings of 512 dimensions based

on multiCCA from [33], which were initially trained with a
window w = 5 on the Leipzig Corpora Collection [34]4.

4.2 Matching Coverage

The matching coverage is an essential property for multilin-
gual concept matching and clustering. To examine this prop-
erty, we first performed a simple clustering of multilingual
concepts based on exact matching. In this approach, each
cluster is comprised of multilingual concepts which have the
same English translation. Next, we count the number of con-
cepts between two languages that belong to the same clus-
ter. This reveals the connectivity of language clusters based
on exact matching, as shown in Fig. 3(a) for the top-8 most
popular languages in MVSO. From the connection stripes
which represent the number of concepts between two lan-
guages, we can observe that, when using exact matching,
concept clusters are dominated by single languages. For in-
stance, in all the languages there is a connecting stripe that
connects back to the same language: this indicates that many
clusters contain monolingual concepts. Another disadvan-
tage of exact matching is that out of all the German trans-
lations (781), the ones matched with Dutch concepts (39)
were more numerous than the ones matched with Chinese
concepts (23). This was striking given that there were less
(340) translations from Dutch than from Chinese (472). We
observed that the matching of concepts among languages is
generally very sparse and does not depend necessarily on
the number of translated concepts; this hinders our ability
to compare concepts across languages in a unified manner.
Moreover, we would like to be able to know the relation
among concepts from original languages where we cannot
have a direct translation.

4.3 Approximate Concept Matching

To overcome the limitations of exact concept matching, we
relax the exact condition for matching multilingual concepts,
and instead we approximately match concepts based on their
semantic meaning. We performed k-means clustering with
Euclidean distance on the set of multilingual concepts C
with each concept i in language l being represented by a
translated concept vector c(l)i ∈ Rd. Intuitively, in order to
match concepts from different languages, we need a prox-
imity (or distance) measure reflecting how ‘close’ or similar
concepts are in the semantic distance space. This enables
to achieve our main goal: comparing visual concepts cross-
lingually, and cluster them in to multilingual groups. Us-
ing this approach, we observed a larger intersection between
languages, where German and Dutch share 118 clusters, and
German and Chinese intersect over 101 ANP clusters.

4 http://corpora2.informatik.uni-leipzig.de/download.html
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Language # Concepts # Concept Pairs # Images
English (EN) 4,421 1,109,467 447,997
Spanish (ES) 3,381 97,862 37,528
Italian (IT) 3,349 44,794 25,664
French (FR) 2,349 34,747 16,807
Chinese (ZH) 504 21,049 5,562
German (DE) 804 14,635 7,335
Dutch (NL) 348 3,491 2,226
Russian (RU) 129 1,536 800
Turkish (TR) 231 941 638
Polish (PL) 63 727 477
Persian (FA) 15 56 34
Arabic (AR) 29 46 23

Table 3 ANP co-occurrence statistics for 12 languages, namely the
number of concept tags and number of images with concept tags.

When using approximate matching based on word em-
beddings trained on Google News (300-dimensions), the clus-
tering connectivity between languages is greatly enriched, as
shown in Fig. 3 (b): connection stripes are more evenly dis-
tributed for all languages. To compute the connectivity, we
set the number of clusters k = 4500, but we also tried sev-
eral other values for k which yielded similar results. To learn
such representations of meaning we make use of the recent
advances in distributional lexical semantics [4,5,21,22] uti-
lizing the skip-gram model provided by word2vec toolkit5

trained on large text corpora.

4.3.1 Word Embedding Representations

To represent words in a semantic space we use unsuper-
vised word embeddings based on the skip-gram model via
word2vec. Essentially, the skip-gram model aims to learn
vector representations for words by predicting the context
of a word in a large corpus. The context is defined as a win-
dow of w words before and w words after the current word.
We consider the following corpora in English on which the
skip-gram model is trained:

1. Google News: A news corpus which contains 100 billion
tokens and 3,000,000 unique words which have at least
five occurrences from [43]. News describe real-world
events and typically contain proper word usage; how-
ever, they often have indirect relevance to visual content.

2. Wikipedia: A corpus of Wikipedia articles which con-
tains 1.74 billion tokens and 693,056 unique words which
have at least 10 occurrences. The pre-processed text of
this corpus was obtained from [24]. Wikipedia articles
are more thorough descriptions of real-world events, en-
tities, objects and concepts. Similar to Google News, the
visual content is indirectly connected to the word usage.

3. Wikipedia + Reuters + Wall Street Journal: A mix-
ture corpus of Wikipedia articles, Wall Street Journal

5 https://code.google.com/p/word2vec

(WSJ) and Reuters news which contains 1.96 billion to-
kens and 960,494 unique words which have at least 10
occurrences. The pre-processed text of this corpus was
obtained from [24]. This combination of news articles
and Wikipedia articles captures a balance between these
two different types of word usage.

4. Flickr 100M: A corpus of image metadata which con-
tains 0.75 billion tokens and 693,056 unique words (with
frequency higher than 10) available from Yahoo! 6. In
contrast to the previous corpora, the description of real-
world images contains spontaneous word usage which is
directly related to visual content. Hence, we expect it to
provide embeddings able to capture visual properties.

For the Google News corpus, we used pre-trained embed-
dings of 300 dimensions with a context window of 5 words
provided by [43]. For the other corpora, we trained the skip-
gram model with a context window w of 5 and 10 words,
fixing the dimensionality of the word embeddings to 300 di-
mensions. In addition to training the vanilla skip-gram model
on word tokens, we also train each of the corpora (except
Google News due to lack of access to original documents
used for training) by treating each ANP concept as a unique
token. This pre-processing step allows the skip-gram model
to directly learn ANP concept embeddings while taking ad-
vantage from the word contextual information over the above
corpora.

4.3.2 Embedding-based Concept Representations

To represent concepts in a semantic space we use the word
embeddings in the pivot language (English) for the trans-
lated concept vectors, and the aligned word embeddings in
the original language for the aligned concept vectors. In
both cases, we compose the representation of a concept based
on its compound words. Each sentiment-biased visual con-
cept ci comprises zero or more adjective and one or more
noun words (as translation does not necessarily preserve the
adjective-noun pair structure of the original phrase). Given
the word vector embeddings of adjective and noun, xadj and
xnoun, we compute the concept embedding ci using the sum
operation for composition (g):

ci = g(xadj,xnoun) = xadj + xnoun (2)

or the concept embedding ci which is directly learned from
the skip-gram model. In case of more than two words, say T ,
we use the following formula: ci =

∑T
j=1 xj . This enables

the distance comparison, here with cosine distance metric
(see also Section 5), of multilingual concepts using the word
embeddings of a pivot language (English) or using aligned
word embeddings. At this stage, we note that there are sev-
eral other ways to define composition of short phrases, e.g. [25,

6 http://webscope.sandbox.yahoo.com



8 Nikolaos Pappas† et al.

Method \ Language EN ES IT FR ZH DE NL RU TR PL FA AR
wiki (w=10) 3.81 5.62 6.47 7.18 5.30 8.33 11.65 14.67 19.59 16.62 17.25 31.17
wiki-anp (w=10) 3.46 5.38 6.33 7.20 4.98 8.56 11.99 15.26 20.97 17.14 19.31 35.15
wiki-anp-l (w=10) 3.27 4.78 6.49 7.29 4.57 8.57 13.54 16.05 24.30 22.05 21.47 38.40
wiki rw (w=10) 10.17 12.01 12.08 12.11 13.62 12.98 11.02 13.74 12.71 12.28 6.51 16.16
wiki rw-anp (w=10) 3.79 5.54 6.38 7.23 5.16 8.53 11.67 14.94 19.79 16.48 17.91 32.34
wiki rw-anp-l (w=10) 3.57 4.90 6.43 7.21 4.90 7.91 13.28 15.27 23.29 21.15 20.15 34.59
flickr (w=10) 6.27 6.75 7.23 7.84 6.91 9.03 10.31 13.59 15.83 13.41 10.36 24.98
flickr-anp (w=10) 3.38 4.81 6.89 6.59 4.69 7.85 11.33 14.05 18.66 16.26 15.61 31.43
flickr-anp-l (w=10) 2.72 4.12 5.95 6.73 4.04 8.55 14.09 14.59 25.00 22.23 21.12 34.92
gnews (w=5) 4.59 5.81 6.85 7.51 5.63 8.76 11.08 14.02 18.29 14.88 14.08 28.61
wiki (w=5) 3.01 5.08 6.16 7.04 4.83 8.30 12.34 15.07 21.16 17.57 19.30 35.43
wiki-anp (w=5) 2.91 5.01 6.09 7.10 4.71 8.36 12.39 15.53 21.91 17.79 20.86 37.42
wiki-anp-l (w=5) 2.73 4.56 6.36 7.23 4.30 8.42 13.71 16.33 25.06 22.66 22.40 40.53
wiki rw (w=5) 5.70 7.36 8.12 8.47 8.51 9.48 10.52 13.60 15.34 13.43 10.12 22.40
wiki rw-anp (w=5) 3.20 4.99 6.08 7.04 4.65 8.32 12.22 15.21 21.37 17.49 19.26 36.30
wiki rw-anp-l (w=5) 3.03 4.58 6.35 7.21 4.55 8.47 13.74 15.78 24.50 22.18 21.24 37.86
flickr (w=5) 5.48 6.19 6.79 7.53 6.19 8.79 10.64 13.71 16.60 14.03 11.87 28.04
flickr-anp (w=5) 2.87 4.52 5.85 6.56 4.41 7.91 11.85 14.34 20.18 17.14 16.67 34.31
flickr-anp-l (w=5) 2.21 4.12 6.04 6.84 3.94 8.28 14.66 15.54 26.10 23.16 21.82 36.85

Table 4 Comparison of the various concept embeddings on visual semantic relatedness per language in terms of MSE (%). The embeddings are
from Flickr (‘flickr’), Wikipedia (‘wiki’) and Wikipedia + Reuters + Wall Street Journal (‘wiki-rw’) trained on a context window of w ∈ {10, 5}
words using words as tokens or words and ANPs as tokens (‘-anp’). All embeddings use the sum of noun and adjective vectors to compose ANP
embedding for a given ANP, except the ones abbreviated with ‘-anp-l’ which use the learned ANP embeddings when available i.e for ANPs which
are included in the word2vec vocabulary, and the sum of noun and adjective for those ANPs which are not included in the word2vec vocabulary
due to low frequency (less than 100 images). The lowest score per language is marked in bold.

26,43]; however, in this work, we focus on evaluating the
type of corpora used for obtaining word embeddings rather
than on the composition function.

5 Application: Multilingual Visual Concept Retrieval

Evaluating word embeddings learned from text is typically
performed on tasks such as semantic relatedness, syntactic
relations and analogy relations [4]. These tasks are not able
to capture concept properties related to visual content. For
instance, while deserted beach and lonely person seem un-
related according to text, in the context of an image they
share visual semantics. An individual person in a deserted
beach gives to a remote observer the impression of loneli-
ness. To evaluate various proposed concept representations
(namely different embeddings with different training cor-
pora described in Section 4.3.2) on multilingual visual con-
cept retrieval, we propose a ground-truth visual semantic
distance, and evaluate which of them retrieves the most sim-
ilar or related concepts for each of the visual concepts ac-
cording to this metric.

5.1 Visual Semantic Relatedness Distance

To obtain a groundtruth for defining the visual semantic dis-
tance between two ANP concepts, we collected co-occurrence
statistics of ANP concepts translated in English from 12 lan-
guages by analyzing the MVSO image tags (1,000 samples

per concept), as shown in Table 3. The co-occurence statis-
tics are computed for each language seperately from each
language-specific subset of MVSO. We obtain a visually an-
chored semantic metric for each language l through the co-
sine distance between two co-occurrence vectors (k-hot vec-
tor containing co-occurence counts) h(l)i and h(l)j associated

with concepts c(l)i and c(l)j :

d(h
(l)
i ,h

(l)
j ) = 1−

h
(l)
i · h

(l)
j

||h(l)
i || ||h

(l)
j ||

. (3)

The rationale of the above semantic relatedness distance is
that if two ANP concepts appear frequently in the same im-
ages, they are highly related in the visual semantics and this
their distance should be small. We now compare the perfor-
mance of the various concept embeddings of Section 4.3.1
on the visual semantic relatedness task. Fig. 4 displays their
performance over all languages in terms of Mean Squared
Error (MSE), and Table 4 displays their performance per
language l according to the MSE score for all the pairs of
concept embeddings c

(l)
i and c

(l)
j , as follows:

1

T

N∑
i

|{i,...,N}|∑
j:j 6=i & Uij 6=0

(
d(c

(l)
i , c

(l)
j )− d(h

(l)
i ,h

(l)
j )
)2
, (4)

where Uij is the co-occurrence between concepts i and j,
and T is the total number of comparisons, that is:

1

2
(N2 −N − |{Uij = 0}|). (5)



Multilingual Visual Sentiment Concept Clustering and Analysis 9

Method \ Language EN ES IT FR ZH DE NL RU TR PL FA AR
Translated concepts (w=5) 5.94 4.86 5.49 5.23 5.41 6.27 7.96 13.50 11.72 - - -
Aligned concepts (w=5) 5.94 3.05 3.77 4.20 2.22 4.08 6.60 17.83 15.85 - - -
Improvement (%) +0.0 +59.3 +45.6 +24.5 +143.6 +53.6 +20.6 -32.0 -35.2 - - -

Table 5 Comparison between the translated concepts and the aligned concepts on visual semantic relatedness per language in terms of MSE (%).
All embeddings use the sum operation of noun and adjective vectors to compose ANP embedding for a given ANP.

This error function estimates how well the distance de-
fined over the embedded vector concept representation in a
given language, c(l)i, can approximate the language-specific
visual semantic relatedness distance defined earlier. As seen
above, only concept pairs that have non-zero co-occurrence
statistics are included in the error function.

5.2 Evaluation Results

The highest performance in terms of MSE over all languages
(Fig. 4) is achieved by the flickr-anp-l (w=5) embeddings,
followed by the wiki-anp-l (w=5, where w is the window
size used in training the embedding) embeddings. The su-
perior performance of flickr-anp-l (w=5) is attributed to its
ability to learn directly the embedding of a given ANP con-
cept. The lowest performance is observed by wiki-reu-wsj
(w=10) and flickr (w=10). The larger context (w=10) per-
formed worse than the smaller context (w=5); it appears
that the semantic relatedness prediction over all languages
does not benefit from large contexts. When the concept em-
beddings are evaluated per language in Table 4 we obtain
slightly different ranking of the methods. In the languages
with the most data, namely English (EN), Spanish (ES), Ital-
ian (IT), French (FR) and Chinese (ZH), the ranking is sim-
ilar as before, with flickr-anp-l (w=5), flickr-anp (w=5) and
wiki-anp (w=5), wiki-anp-l (w=5) embeddings having the
lowest error in predicting semantic relatedness.

Generally, we observed that for well-resourced languages
the quality of concept embeddings learned by a skip-gram
model improves when the model is trained using ANPs as
tokens (both when using directly learned concept embed-
dings or composition of word embeddings with sum opera-
tion). Furthermore, the usage of learned embeddings abbre-
viated with −l on the top-5 languages outperforms on aver-
age all other embeddings in English, Spanish and Chinese
languages and performs similar to the best embeddings on
Italian and French. In the low resourced languages the re-
sults are the following: in German (DE) language the lowest
error is from flickr-anp (w=10), in the Dutch (NL) and Rus-
sian (RU) is the flickr (w=10). Lastly, the lowest error in the
Turkish (TR), Persian (FA) and Arabic (AR) languages is
from wiki-reu-wsj (w=10). It appears that for the languages
with small data the large context benefits the visual semantic
relatedness task.

Moreover, the performance of embeddings with a small
context window (w = 5), is outperformed by the ones that

Fig. 4 Comparison of the various concept embeddings over all lan-
guages on visual semantic relatedness in terms of descending MSE
(%). For the naming conventions please refer to Table 4.

use a larger one (w = 10) as the number of image examples
of the languages decreases. This is likely due to the different
properties which are captured by different context windows,
namely more abstract semantic and syntactic relations with
a larger context window and more specific relations with
a smaller one. Note that the co-occurrence of concepts in
MVSO images is computed on the English translations and
hence some of the syntactic properties and specific meaning
of words of low-resourced languages might have vanished
due to errors in the translation process. Lastly, the supe-
rior performance of the embeddings learned from the Flickr
100M corpus in the top-5 most resourced languages, vali-
dates our hypothesis that word usage directly related to the
visual content helps (like the usage in Flickr) learn concept
embeddings with visual semantic properties.

5.3 Translated vs. Aligned Concept Representations

To study the effect of concept translation, we compare on
the visual semantic relatedness task the performance of 500-
dimensional translated and aligned concept representations
both trained with word2vec with a window w = 5 on Leip-
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sig Corpus (see Section 4.1.2). The evaluation is computed
for all the languages which have more than 20 concept pairs
the concepts of which belong to the vocabulary of the Leipzig
corpus (e.g. PL, AR and FA had less than 5). The results
are displayed on Table 5. Overall, the aligned concept rep-
resentations perform better than the translated ones on the
languages with a high number of concept pairs (more than
40), namely, Spanish, Italian, French, Chinese, German and
Dutch, while for the low-resourced languages, namely, Rus-
sian and Turkish, they are outperformed by the translated
concept representations. The greatest improvement of aligned
versus translated representations is observed on the Chinese
language (+143%), followed by Spanish (+59%), German
(+53%) and Italian (+45%), and the lowest improvement is
on French (+24%) and Dutch (+20%). These results show
that the translated concepts to English do not capture all
the desired language-specific semantic properties of con-
cepts, likely because of the small-context translation and
the English-oriented training of word embeddings. Further-
more, the results suggest that the concept retrieval perfor-
mance of all the methods compared in the previous section
will most likely benefit from a multilingual semantic align-
ment. In the upcoming sections, we will still use the trans-
lated vectors to provide a thorough comparison across dif-
ferent training tasks and further support the above finding.

6 Application: Multilingual Visual Concept Clustering

Given a common way to represent multilingual concepts, we
are now able to cluster them. As discussed in Section 4, clus-
tering multilingual concept vectors makes it easier to surface
commonly shared concepts (when all languages present in a
cluster) versus concepts that persistently stay mono-lingual.
We experimented with two types of clustering approaches:
a one-stage and a two-stage approach. We also created a
user interface for the whole multilingual corpora of thou-
sands of concepts and images associated with them based
on the results of these clustering experiments [1]. This ontol-
ogy browser aligns the images associated with semantically
close concepts from different cultures.

6.1 Clustering Methods

The one-stage approach directly clusters all the concept vec-
tors using k-means. The two-stage clustering operates first
on the noun or adjective word vectors and then on concept
vectors. For the two-stage clustering, we perform part-of-
speech tagging on the translation to extract the representa-
tive noun or adjective with TreeTagger [27]. Here, we first
cluster the translated concepts based on their noun vectors
only, and then run another round of k-means clustering within
the clusters formed in the first stage using the vector for the

Method Embeddings senC semC µ
2-stage noun gnews (w=5) 0.278 0.676 0.477
2-stage adj gnews (w=5) 0.161 0.614 0.388
1-stage wiki-anp (w=10) 0.239 0.659 0.449
1-stage wiki rw-anp (w=10) 0.242 0.582 0.412
1-stage flickr-anp (w=10) 0.242 0.535 0.388
1-stage wiki-anp (w=5) 0.239 0.659 0.449
1-stage wiki rw-anp (w=5) 0.234 0.579 0.407
1-stage flickr-anp (w=5) 0.246 0.532 0.389

Table 6 Sentiment and semantic consistency of the clusters using mul-
tilingual embeddings k-means clustering methods with k = 4500,
trained with the various concept embeddings. The full MVSO corpus
is used for clustering ( 16K concepts).

full concept. In the case when a translation phrase has more
than one noun, we select the last noun as the representative
and use it in the first stage of clustering. The second stage
uses the sum of vectors for all the words in the concept. We
also experimented with first clustering based on adjectives
and then by full embedding vector using the same process.
In all methods, we normalize the concept vectors to perform
k-means clustering over Euclidean distances.

We adjust the k parameter in the last stage of two-stage
clustering based on the number of concepts enclosed in each
first-stage cluster, e.g. concepts in each noun-cluster ranged
from 3 to 253 in one setup. This adjustment allowed us to
control the total number of clusters formed at the end of
two-stage clustering to a target number. With two-stage clus-
tering, we ended up with clusters such as beautiful music,
beautiful concert, beautiful singer that maps to concepts like
musique magnifique (French), bella musica or bellissimo con-
certo (Italian). While noun-first clustering brings concepts
that talk about similar objects, e.g. estate, unit, property,
building, adjective-based clustering yields concepts about
similar and closely related emotions, e.g. grateful, festive,
joyous, floral, glowing, delightful (these examples are from
two-stage clustering with the Google News corpus).

We experimented with the full MVSO dataset (Table 6)
and a subset of it which contains only face images (Table 7).
From the 11,832 concepts contained in the full MVSO dataset,
only 2,345 concepts contained images with faces. To eval-
uate the clustering of affective visual concepts, we consider
two dimensions: (1) Semantics: ANPs are concepts, so we
seek a clustering method to group ANPs with similar se-
mantic meaning, such as for example beautiful woman and
beautiful lady, (2) Sentiment: Given that ANPs have an af-
fective bias, we need a clustering method that groups ANPs
with similar sentiment values, thus ensuring the integrity of
ANPs’ sentiment information after clustering.

6.2 Evaluation Metrics

To evaluate the clustering of affective visual concepts, we
consider two dimensions: (1) Semantics: ANPs are concepts,
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Method Embeddings senC semC µ
2-stage noun wiki (w=10) 0.511 0.588 0.549
2-stage noun wiki rw (w=10) 0.529 0.604 0.566
2-stage noun flickr (w=10) 0.538 0.528 0.533
2-stage noun wiki (w=5) 0.534 0.586 0.560
2-stage noun wiki rw (w=5) 0.510 0.614 0.562
2-stage noun flickr (w=5) 0.526 0.513 0.519
2-stage noun gnews (w=5) 0.309 0.569 0.439
2-stage adj wiki (w=10) 0.483 0.567 0.524
2-stage adj wiki rw (w=10) 0.476 0.536 0.506
2-stage adj flickr (w=10) 0.459 0.536 0.497
2-stage adj wiki (w=5) 0.581 0.930 0.755
2-stage adj wiki rw (w=5) 0.472 0.560 0.516
2-stage adj flickr (w=5) 0.455 0.519 0.487
2-stage adj gnews (w=5) 0.178 0.522 0.350
1-stage wiki-anp (w=10) 0.240 0.576 0.408
1-stage wiki rw-anp (w=10) 0.257 0.508 0.382
1-stage flickr-anp (w=10) 0.262 0.489 0.375
1-stage wiki-anp (w=5) 0.250 0.583 0.416
1-stage wiki rw-anp (w=5) 0.281 0.522 0.402
1-stage flickr-anp (w=5) 0.280 0.502 0.391

Table 7 Sentiment and semantic consistency of the clusters using mul-
tilingual embeddings k-means clustering methods with k = 1000,
trained with the various concept embeddings. The subset of concepts
in portraits corpus is used for clustering ( 2.3K concepts).

so we seek a clustering method to group ANPs with similar
semantic meaning, such as for example beautiful woman and
beautiful lady, (2) Sentiment: Given that ANPs have an af-
fective bias, we need a clustering method that groups ANPs
with similar sentiment values, thus ensuring the integrity of
ANPs sentiment information after clustering.

6.2.1 Semantic Consistency

Each clustering method produces k ANPs clusters, out of
which C contains two or more ANPs. For each of these
multi-ANP clusters, each with Nm ANPs with ANPm,j be-
ing the jth concept in the mth cluster, we compute the av-
erage visually grounded semantic distance (Eq. 4) between
all pairs of ANPs, and then we average them over all C clus-
ters, thus obtaining a Semantic Consistency semC metric for
a given clustering method:

1

C

C∑
m=1

1

Nm

∑|{i,...,Nm}|
j:j 6=i & Uij 6=0 d(ANPm,i,ANPm,j), (6)

6.2.2 Sentiment Consistency

. For each multi-ANP cluster m, we compute a sentiment
quantization error, namely the average difference between
the sentiment of each ANP in the cluster, and the average
sentiment of the cluster. Therefore, given the average senti-
ment for a cluster m, senm =

∑Nm

i=1 sen(ANPi)/Nm with
ANPm,j being the jth concept in the mth cluster, we obtain

Fig. 5 Comparison of the aligned (15630 concepts) versus the trans-
lated concept embeddings (11834) over all languages on clustering in
terms of sentiment (left) and semantic (right) consistencies.

a sentiment consistency metric, noted senC , for a given clus-
tering method as follows:

1

C

C∑
m=1

1

Nm

Nm∑
i=1

(sen(ANPm,i)− senm)2 (7)

6.3 Evaluation Results

We evaluate all the clustering methods using these two scor-
ing methods and an overall consistency metric which is the
average of semantic and sentiment consistencies. The lower
the value of the metrics, the higher the quality of the clus-
tering method. We observe that semantic consistency and
sentiment consistency are actually highly related. When we
correlate the vector containing semantic consistency scores
for all clustering methods with the vector containing senti-
ment consistency scores, we find that the Pearson’s coeffi-
cient is around 0.7, suggesting that the higher the seman-
tic relatedness of the clusters resulting from one method,
the higher their respective sentiment coherence. Given that
when the number of clusters k increases the average con-
sistency within a cluster generally increases (regardless of
the language and training corpus of the embeddings), we
avoided very large values for k. Based on the results, among
the two-stage methods, the adjective-first clustering which
uses the Google News embeddings produced the lowest av-
erage consistency error. This confirms our intuition that sim-
ilar sentiments are clustered together when we first cluster
ANPs with similar adjectives. Among the one-stage meth-
ods, the embeddings trained on Flickr were superior to other
corpora. More generally, the embeddings which were trained
on full ANP tokens lead to increased semantic consistency,
similar to the results presented in Section 5.1.

Results of clustering based on the multilingual aligned
concepts [33] and translated concepts, as described in Sec-
tion 4.1.2 are provided in Fig. 5. We performed language-
specific consistency computation in order to compare clus-
tering based on these two methods. In this evaluation method,
we first compute the consistency within concepts coming
from the same language and then compute the consistency
per cluster by averaging language-specific consistencies within
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Fig. 6 Balanced accuracy on corresponding test sets for sentiment prediction over all languages (first plot) and cross-language (other three plots)
using visual concept representations (Image), textual concept representations (Aligned, Pivot) using three different domains (Flickr, Wikipedia and
Leipzig corpora) and a multimodal combination comprised of Image representation and Aligned - Leipzig representation (All).

that cluster. This is needed in order to be able to compare
the clustering based on two different sample sizes of con-
cepts being clustered as well as being able to compare two
language-wise different concept embedding spaces: we have
15,630 original ANPs represented in multilingual aligned
concepts space instead of 11,834 multilingual translated con-
cepts. We observed that multilingual aligned concepts per-
formed better in both evaluation tasks and did generate more
sentimentally consistent clusters.

7 Application: Multilingual Visual Sentiment Prediction

To further test the quality of our concept representations, we
perform a small prediction experiment. The task is ANP sen-
timent prediction. Given a concept expressed in the form of
adjective-noun pair, we want to build a framework able to
automatically score its sentiment. We use and compare vari-
ous ANP representations: translated concept vectors, aligned
concept vectors and visual features. We use representations
as features, and crowdsourced sentiment values as annota-
tions, and train a learning algorithm to distinguish between
positive and negative visual sentiment values.

7.1 Experimental Setup

We consider all ∼15K ANPs annotated with crowdsourced
sentiment scores. To reduce sentiment classification to a bi-
nary problem (similar to previous work [1]), we discretise
continuous sentiment annotations by considering as positive
all ANPs whose sentiment is higher than the median senti-
ment of the whole dataset, and the rest as negative. We then
describe their content using three different methods:

– Translated Concept Vectors: After translating all concepts
to the English language, we compute the sum of the adjec-
tive and noun 512-dimensional word embeddings trained
on the English version of the Leipzig corpus from [33].

– Aligned Concept Vectors: We compute the sum of adjec-
tive and noun 512-dimensional aligned word embeddings
based on multiCCA from [33] trained on Leipzig corpus.

– Average Visual Features: For all images tagged with a
given ANP, we extract the 4096 features at the second-
to-last layer (fc7) of the CNN designed for visual ANP
detection [1]. To get a compact representation of ANPs,
we average fc7 features across all images of the ANP.

We then train a random forest classifier with 20, 50 and
100 trees respectively for translated vectors, aligned vec-
tors and visual features (parameters were tuned with cross-
validation on the training set), resulting in four trained mod-
els for sentiment detection. We evaluate the performances of
these models with balanced average accuracy on the test set.
We perform two experiments: all-language sentiment classi-
fication and cross-language sentiment classification.

In the former, to understand how predictive different kinds
of features are for ANPs in any language, we mix ANPs
from thelanguages into the same pool and split it into 50%
for training an 50% for testing. . We use the translated fea-
tures (into English) as features and the random forest model
as the predictor model. In addition, we also add a model
based on combination Textual and Visual Features by con-
catenating the aligned concept vector and the ANP visual
features into a single compact feature vector describing ANPs
in a multimodal fashion. In the latter, to understand the ex-
tent to which features are predictive for sentiment of differ-
ent languages, we design language-specific sentiment clas-
sifiers. We consider four main languages, Chinese, Italian,
French and Spanish, and split the corresponding language-
specific ANPs into 50-50 train-test. For each language, we
then train a separate model, using a random forest classifier
with same parameters as above. Similar to previous work
[1], we also perform cross-language prediction where we
use a predictor trained on one language to detect sentiment
for ANPs in other languages. This helps us understand not
only similarities and differences between different cultures
when expressing visual emotions, but also how different modal-
ities (textual and visual) impact such differences.

7.2 All language sentiment classification.

From the first subplot of Fig. 6 we can see that, although
very different in nature, the examined ANP representations
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achieve similar level of accuracy (64% to 68%) on the test
set for ANP sentiment prediction, with the visual represen-
tation being the most effective and the pivot-based concept
representation the least effective. Moreover, we can observe
that the aligned representations (align) outperform the ones
based on translation (pivot). We also tried to improve translation-
based vectors (pivot) using domain-specific corpora such as
Flickr which worked well on the retrieval task, however we
did not observe significant differences to vectors from the
Leipzig corpus. Hence, we concluded that domain-specificity
is not that important for this task. Lastly, the accuracy im-
proves when combining different representations into a sin-
gle multimodal vector.

7.3 Cross-language sentiment classification.

We report in the last 3 subplots of Fig. 6 the cross-language
sentiment classification results: for each language, we re-
port average accuracy performances for sentiment detection
for predictors trained on every separate language. We can
see similar patterns to the all-language sentiment classifica-
tion task: Visual features are the most predictive for ANP
sentiment followed closely by text-based features based
on aligned concept representations, while the text-based
features based on pivot language are the least predictive.

Moreover, by looking at visual-based cross-lingual sen-
timent classification, we can notice the same patterns ex-
posed by previous work on cross-cultural sentiment detec-
tion: It is very difficult to predict the sentiment of ANP
concepts of Eastern languages such as Chinese from de-
tectors trained on Western languages. In contrast, cross-
lingual sentiment prediction between Latin-based lan-
guages (French, Italian, Spanish) tend to perform com-
paratively well. While similar patterns can be found for pre-
dictions from using aligned vectors, when using vectors gen-
erated after translating all ANPs to English, cross-lingual
sentiment differences tend to disappear (all the pivot language-
specific detectors show the same performances).

8 Application: Discovering Interesting Clusters

One application of the proposed framework is to provide
a data-driven way for discovering clusters with interesting
properties in terms of language coverage, semantic and sen-
timent consistencies. These “interesting” clusters themselves
can shed lights on the inner connections as well as cultural
uniqueness across different languages.

In order to evaluate semantic consistency of clusters from
different perspectives, we define separate similarity metrics
for adjective-level, noun-level and visual comparisons.

8.1 Semantic Consistency

Given a cluster c populated with Nc ANPs, we consider the
exact English translation of each ANP it contains. We define
the intra-cluster semantic similarity of adjectives as follows:

simADJ(c) =
1

Nc

∑
1≤i<j≤|Nc|

d(ADJi, ADJj), (8)

where ADJ i is the word embedding vector for the trans-
lated adjective. Similarly, the in-cluster semantic similarity
of nouns is defined as simNOUN (Cc). Lastly, the semantic
consistency score of the cluster C is defined as:

sim(c) = α · simADJ(c) + (1− α) · simNOUN (c) (9)

where T is the total number of comparisons, and α controls
the weights of similarities of adjectives and nouns. In our
experiment, α is set as 0.5.

8.2 Visual Consistency

To systematically discover visually similar and dissimilar
clusters, we also compute a pure visual consistency metric.
For each ANPc,i in a cluster c, we compute the correspond-
ing Average Visual Feature AV Fc,i as shown in Sec. 7.1.
We then calculate for a given cluster a visual consistency
metric as the average distance between pairs of ANPs in a
cluster based on their corresponding visual feature vector.

8.3 Multilingual Clusters

To discover interesting visual concepts that different lan-
guages tend to talk about when attaching emotion to pic-
tures, we proceed as follows. We rank highly multilingual
clusters (including more than 4 languages) according to their
semantic consistency, and consider the top 50. This ensures
that we are looking at good clusters with highly semantically-
related ANPs. By then looking at the sentiment consistency,
we can distinguish clusters of concepts for which different
languages agree on the sentiment value, versus clusters of
concepts with high sentiment diversity, as well as visually
similar and dissimilar clusters.

8.3.1 Sentiment-Invariant and Sentiment-Diverse Clusters

The clusters of concepts the sentiment of which do not vary
across language represent somehow those topics for which
sentiment value is universal. These include highly-positive
clusters such as funny baby, amazing baby, cute baby, happy
baby, and warm hearts: all languages agree on the positive
emotion conveyed by such fundamental concepts.

vis(c) =
1

Nc

∑
1≤i<j≤|Nc|

d(AV F c,i, AV F c,j) (10)
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Fig. 7 Clusters with diverse sentiments of historical building from
Russian, French, English and Dutch.

Fig. 8 Clusters with high sentiment variance between Eastern and
Western cultures: abandoned boats.

To look at the most encultured visual concepts, we com-
pute, for each cluster, the sentiment diversity across lan-
guages. We find that the cluster of historical building has
higher sentiment diversity across cultures, as shown in Fig. 7.
A visual inspection suggests that there is a culture-specific
image style composition related to this difference in the data:
historical buildings are depicted in a more dense and con-
trasting way in Russian while relatively mild and soft in
French, Dutch and English.

8.3.2 Eastern vs. Western Sentiment Clusters.

Another interesting analysis is to observe how sentiment
varies across cultures on a given cluster. To study this prop-
erty, we compute, for each cluster, the difference between
the sentiment assigned by the Chinese culture and the aver-
age sentiment of Western languages such as Italian, French,
Spanish and English. Interestingly, we found that clusters
such as abandoned boats or abandoned house show huge
sentiment variation between Eastern and Western cul-
tures (see Fig. 10 for a visual example). By looking at the
pictures corresponding to the ANPs in each clusters, we un-
derstand the reason behind this separation: while Western
cultures represent abandoned objects as houses or ships in
ruins, Eastern cultures ascribe a romantic sense to the no-
tion of abandonment.

FRENCHSPANISH
    políticos corruptos
    (corrupt politicians)

ARABIC
      

    (humanitarian issue)
    travailleurs pauvres
    (poor workers)

ITALIAN
    carnevale ambrosiano
    (ambrosian carnival)

CHINESE
      

    (traditional lantern)

Fig. 9 Monolingual clusters for five languages, obtained from the 1-
stage k-means clustering which uses Flickr concept embeddings. The
clusters are based on distinctive concepts which reveal cultural insights
due to their uniqueness, expressivity and cultural specificity.

8.4 Language-Specific Clusters

Apart from the multilingual clusters, it is also important to
identify clusters which are based on a single language, be-
cause they may reveal culture-specific insights. To achieve
this, we simply count the number of languages for each clus-
ter estimated by any clustering method above and filter out
all the clusters which contain more than one language. Then
we can, for instance, select from the remaining clusters the
top-k ones which contain the greatest number of concepts
and (or) images and (or) other additional criteria.

However, the selection depends heavily on the value of k
in k-means, and, therefore, it is hard to find a general rule to
discover monolingual clusters unique to a specific language.
One way to achieve more reliable clusters is by running a
clustering method for several values of k, and observe which
set of concepts/clusters tend to remain monolingual more
often than not. In case that, a cluster fails to accomodate
other languages through several values of k, it most likely
means that it contains culture specific concepts. Fig. 9 dis-
plays manually selected examples of monolingual clusters
for Spanish, Italian, French and Chinese, obtained from the
1-stage clustering method (k = 1000) which uses the Flickr
(w = 10) embeddings. During our manual inspection, we
observed that for many clusters it is quite difficult to decide
whether it is specific to a given culture or not, and that few
clusters are more distinctive to specific culture according to
our judgement after discussion with natives.

8.4.1 Visually Similar and Dissimilar Clusters

To discover the most visually consistent clusters across lan-
guages, we select the clusters with low visual consistency.
The clusters of visually similar concepts tend to refer to
either historic/religious contexts (e.g. medieval festival or
holy communion), universally positive concepts such as
happy birthday or happy people, or universally negative
concepts such as sexual violence.

To look at the most visually inconsistent concepts, we
select the clusters with high vis(c). We find that visually dis-
similar clusters correspond to very subjective notions such
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Fig. 10 Images of the same sentiment concept (e.g. good food) show
distinct patterns in different languages, here Chinese and Italian. Pat-
terns are discovered automatically using the technique in [60].

as aesthetic appeal, for example beautiful woman, beauti-
ful girl, beautiful flowers. Visually dissimilar clusters also
tend to gather concepts that are very culture specific,
such as healthy food, good food or famous actress.

By using visual pattern mining techniques developed in
[60], we can further discover distinct visual patterns asso-
ciated with each language/culture. For example, Figure ??
shows the unique visual patterns associated with the ANP
concept ”good food” in Chinese and Italian. It’s very inter-
esting to observe the culture-specific food or scene patterns,
such as wine, pasta for Italian, and mixed fried dish and peo-
ple for Chinese.

9 Case Study: Portrait Concept Clustering

The proposed multilingual concept clustering framework can
be a useful tool for exploring and analyzing any large, mul-
tilingual collections of visual concepts. As an example ap-
plication, we applied this framework to study how affective
concepts attach to human portraits, i.e. photos with faces,
through the viewing lens of different languages.

9.1 Portrait-based Sentiment Ontology

Portrait and face-centric photography has been a subject of
research in multiple disciplines for years. Facial perception
is among the most developed human capabilities, where our
brains even contain a dedicated sub-network of neurons for

face processing [28]. Recently, computational understand-
ing portrait modeling has attracted much attention from the
multimedia community, e.g. in computational aesthetics [29],
animated GIFs [30], and social dynamics [31]. Here, we
seek to unpack what sentiment-biased visual concepts, specif-
ically ANPs, languages attach to faces.

9.1.1 Face Detection and ANP Filtering

To obtain a corpus of visual concepts relating to faces, we
ran a frontal face detector [32] which projects images onto
a normalized pixel difference feature space and performs
quadtree-based face detection. A total of 3,858,869 faces
were detected across the 7,368,364 images in the MVSO im-
age dataset [1]. Over 53.67% of these detections came from
the English image subset (2,071,078 detections), where the
next leading language subset was Spanish at 23.68% (913,596
detections). We then computed a portrait score for each ANP
which we define as the ratio of detected faces to all images
in each ANP. We then selected the subset of ANPs whose
portrait score was greater than 0.6. To ensure statistical sig-
nificance, we only considered languages with 20 or more
face-dominated ANPs: Turkish, Russian, German, Chinese,
French, Spanish, Italian and English. Of the 11,832 con-
cepts from the full MVSO dataset, we retained 2,345 face
ANPs. We found that in general, detected faces from the
French and German datasets are larger in size on average
than those of other languages. In addition, images originat-
ing from the Italian subset typically contained more than
one person while images in the Chinese and Turkish subset
tended to contain mostly single-subject portraits.

9.1.2 Concept Sentiment and Face Images

To explore the sentiment correlations of different languages
to the presence of faces, we computed the Pearson’s corre-
lation coefficient ρ for each language between ANP portrait
scores and the ANP sentiment values, as shown in Table 8.
The higher the correlation, the higher the tendency of a given
language to associate positive sentiment with a face image.
Here, for all languages except Turkish, the presence of por-
traits in an ANP image pool tended to be positively corre-
lated with the ANP sentiment. In particular, the languages
having the strongest tendency to attach positive sentiments
to portraits are Russian and Chinese.

ρ(face,sent) sent(faces) sent(all) diff(%) face size(%) #faces(%)
Turkish 0.00 3.54 3.55 -0.26 63.46 0.95
Russian 0.23 4.13 3.67 12.48 58.25 1.23
German 0.18 3.75 3.39 10.70 65.49 0.99
Chinese 0.23 4.30 3.57 20.33 64.12 0.93
French 0.14 3.48 3.32 4.79 65.88 1.01
Spanish 0.16 3.72 3.44 7.93 65.08 1.23
Italian 0.15 3.75 3.38 10.97 61.72 1.37
English 0.15 3.51 3.32 5.49 56.78 1.04

Table 8 Sentiment statistics per language (face and all ANPs).
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9.2 Multilingual Portraits

We sought to investigate how similar/different languages are
with regard to affective visual concepts (ANPs) and their
face images. We clustered face ANPs from the subset of
eight languages using our approximate match-based cluster-
ing techniques, and evaluated different clustering approaches
to find that the single-step clustering over Flickr-trained vec-
tor with w = 5 and k = 1000 gave us the best results
when combining semantic and sentiment consistency met-
rics. This method output 1,000 multilingual clusters of af-
fective visual concepts related to portraits. This provides a
powerful tool to analyze the visual concept preferences for
different languages, i.e. if the ANPs of two languages fall of-
ten in similar clusters, such languages tend to attach similar
concepts to face images.

9.2.1 Languages, Sentiments and Face Sizes

Among the discovered clusters around 60% are monolin-
gual clusters: English and Spanish are the languages with the
highest percentage of monolingual clusters (∼32% and 31%
respectively), probably due to the large number of ANPs,
implying a wider vocabulary than other languages. Around
22% of the face ANP clusters are bilingual, out of which
40% contains 2 of the 4 Western-most languages in the cor-
pus (French, Italian, English and Spanish), while the others
contain a mixture of other languages. The remaining 18% of
clusters show three languages or more. But what is the re-
lation between multilingual clusters and portrait sentiment?
Do languages agree more on positive or negative sentiment
for similar visual concepts? To answer these, we computed
the correlation between the number of languages falling into
each cluster and the average sentiment of the ANPs in that
cluster. These two dimensions statistically significantly cor-
relate with a coefficient of 0.13, showing the following: Dif-
ferent languages tend to associate similar visual concepts
to portraits when concepts carry positive sentiment.

We also analyse the relation between cluster multilingual-
ness and face sizes. Do visual concepts shared by different
languages refer to portraits with bigger or smaller faces? We
compute here the correlation between the number of lan-
guages falling into each cluster and the average face sizes for
the ANPs in that cluster. The correlation coefficient stands at
0.17, showing that, the bigger the average face sizes of por-
traits related to a visual concept, the higher the possibility
that different languages share such concept.

9.2.2 What Do Visual Sentiment Concepts in Different
Languages Reveal About Portraits?

According to our clustering method, ∼3% of the clusters
contain five or more languages. The limited size of this data

Fig. 11 Groups of languages according to their similarity when associ-
ating affective concepts to faces. Each color corresponds to the output
of a different clustering granularity k.

allows us to proceed with manual inspection, to understand
the topics of the ANPs falling in highly multilingual clus-
ters. The most highly multilingual cluster contains 8 lan-
guages and 20 ANPs: its main topic is about little guy or lit-
tle girl (e.g. piccola bimba in Italian, or petit fille in French).
One interesting observation is that not all languages agree
on the sentiment value for this concept: while Chinese and
Turkish give a score slightly below 3, Italian, Spanish and
Russian languages consider it a very positive concept, hav-
ing respectively an average sentiment value of 4.0, 4.0 and
4.6, respectively, for this cluster. The second biggest cluster,
spanning seven languages (all apart from Chinese) with 24
ANPs, contained concepts like gorgeous girl in English or
belle fille in French. Here, all languages agree on the highly
positive sentiment value of this concept . However, as seen
in the previous Section, the visual representations of such
concepts tend to vary across languages. Other highly multi-
lingual noun clusters contain concepts related to happy chil-
dren, young women, healthy food, beautiful women, etc, and
also negative concepts such as sexual violence.

9.3 FaceMVSO-based Language Clustering

Which languages are more similar when tagging portraits?
To further understand language-specific concepts used when
tagging face images, we perform a multivariate analysis of
language distribution across visual concepts. To better un-
derstand which groups of languages tend to attach similar
affective concepts to face images, we proceed as follows. We
create eight k-dimensional vectors, one for each language.
Each element of such vectors corresponds to the number of
ANPs falling into each cluster, normalized by the total num-
ber of ANPs for a given language. Finally, we cluster these
vectors using k-means with cosine distance, progressively
raising k from 2 to 6, thus separating languages into different
groups, as shown in Fig. 11. The binary subdivision of the
languages in two clusters (k = 2) shows immediately a clear
separation between more Eastern (Turkish, Chinese, Rus-
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sian) and Western (Italian, Spanish, French, English, Ger-
man) languages. When k = 3, Turkish is the first one to de-
tach from the Eastern clusters, suggesting that Turkish im-
ages tend to have more unique ways to assign concepts to
portraits. Within the Western languages, when k = 4 we see
a separation: Italian gets clustered with Spanish and English,
while French gets clustered with German. Chinese and Rus-
sian become independent clusters for k = 5. Finally, when
k = 6, Western languages split again: English becomes an
independent cluster, leaving two bilingual clusters: Italian–
Spanish and French–German.

10 Discussion and Conclusion

In this paper, we developed tools which allow researchers
and practitioners to explore the impact of culture in visual
sentiment perception. In particular, we proposed a multi-
modal framework for multilingual visual sentiment concept
retrieval and clustering, and showed its usefulness on three
novel tasks in concept retrieval, concept clustering, concept
sentiment prediction both quantitatively and qualitatively.
Our key findings are the following:

We showed that visual sentiment concepts from multiple
languages can be effectively represented in a common se-
mantic space via machine translation or multilingual seman-
tic alignment, building on recent advances in distributional
semantics. The proposed approach based on a skip-gram
model trained on real-world image metadata from Flickr,
with a summed combination of concept word embeddings or
by direct concept learning, achieved superior performance
than alternatives. This enabled multilingual clustering of vi-
sual sentiment concepts in 11 languages, allowed us to bet-
ter hierarchically organize MVSO ontology [1], and pro-
vided a deep multilingual perspective into portrait imagery.
On sentiment prediction, the proposed multimodal features
achieved superior performance than text-only and image-
only features. Moreover, the aligned concept representations
provide superior performance to translation-based represen-
tations on all three examined tasks.

We also performed clustering of multilingual concepts
represented by word embeddings using k-means. We found
that when we use embeddings that are closer to the domain
of the concepts (with Flickr corpora), closer to the original
language of the concept [33], and learned using ANPs as
single tokens (Section 6), we were able to achieve higher
semantic consistency within clusters. However, the highest
sentiment consistency for the full MVSO corpus was achieved
by the largest embedding dataset on news domain [4], which
included global news and possibly covered multicultural rep-
resentation. This suggests that understanding sentiment re-
quires better coverage of universal concepts. However, given
that the original text document data of Google News Cor-
pus is not publicly available [43], we could not test how it

would perform by learning with ANPs as single tokens, and
also analyze how much of the original documents cover cul-
turally universal concepts. As future work, we will explore
more comprehensive evalution methods for clustering multi-
lingual visual sentiment concepts, given that our consistency
metrics favor higher number of clusters.

Owing to this framework, we believe we have introduced
opportunities toward addressing at least two problems: vi-
sual sentiment prediction and multilingual concept discov-
ery and analysis, in both generic imagery and for images
from the portrait vertical. Below, we highlight some inter-
esting observations and findings:

– The importance of multiple modalities. For both ap-
plications, we exploited powerful tools from both visual
and the textual analysis. In our visual sentiment predic-
tion experiments, we found that, by combining visual
and textual features together, we can improve the accu-
racy of a sentiment classifier. Moreover, we found that
only when using visual features to describe sentiment we
can actually expose cross-cultural differences between
sentiment models. Visual analysis was useful in clus-
tering discovery as well: only through our pure visual
consistency metric we could find language-specific vi-
sual patterns related to multilingually aligned concepts,
thus enabling a deep exploration of our dataset. Finally,
we would not have been able to perform portrait-only
analysis if we did not have a computer vision-based face
detector to retain face-related concepts only.

– The importance of cross-cultural analytics for senti-
ment analysis. Similar to previous work [1], we found
that language-specific sentiment detectors are crucial to
build accurate sentiment models that take into account
users from different cultures and languages. We also found
that there exist profound differences among language
communities in the perception and depection of visual
sentiment concepts.

– Cross-cultural analytics: Eastern vs. Western. Con-
sistently across our analysis, we found that Eastern lan-
guage communities and Western language communities
tend to use different ways to visualise sentiment. We
found in Section 7 that sentiment models of Latin lan-
guages tend to be similar, i.e. with high cross-cultural
prediction accuracy, but that their cross-cultural predic-
tion performances would drop when testing on Chinese
languages. In cluster discovery, we found that Western
and Eastern languages tend to assign different sentiment
values to the some visual concepts. Finally, in our por-
trait analysis, we clustered languages according to the
concepts they tend to attach to portrait images, and found
a clear separation between Eastern and Western languages.

– Cross-cultural analytics: Universal vs. Encultured. In
Sections 8 and 9 we exposed differences and common-
alities across languages. In terms of sentiment, we found



18 Nikolaos Pappas† et al.

that all languages agree on giving high sentiment to im-
ages related to happy children, young children, warm
hearts: these seem to be universally positive concepts.
We also found that, consistently across languages, con-
cepts attached to images with faces tend to show higher
sentiment than all other concepts, and the bigger the face,
the higher the sentiment. In contrast, concepts evoking
different meanings in different languages, such as aban-
doned house or historical building tend to have higher
sentiment diversity across cultures.

– Cross-cultural analytics: Visual vs. Sentiment. In our
cluster discovery analysis, we used a visual consistency
metric to discover visual, non-alignable differences in
multilingual clusters. An interesting finding was that the
strongly positive and negative concepts tend to have con-
sistent visual representations across cultures than weakly
positive and negative ones. However, culture-specific con-
cepts such as beauty or religious and historic aspects
show that distinct visual patterns for different languages.

There are several interesting future work directions that
can be pursued based on this study. From a modeling per-
spective, the proposed concept embeddings in multiple lan-
guages could be further improved by directly learning them
from the concept co-occurrence statistics (Section 4.3.2), for
instance, by modeling the proposed visual semantic distance
using both visual and textual features. The multimodal rep-
resentations would potentially capture richer contextual in-
formation as compared to embeddings learned from a sin-
gle modality. Another interesting direction is to learn mul-
timodal concept embeddings that are sentiment-biased di-
rectly from the visual concept sentiment data. Such concept
embeddings may provide further improvements on the vi-
sual sentiment concept retrieval, clustering and sentiment
prediction. From a analysis perspective, our framework can
support research related to culture, psycholinguistics, and
human behavior analysis at the individual level or commu-
nity levels. Lastly, there are several real-world applications
which can benefit advertising and e-commerce through culture-
awareness using the proposed framework such as multicul-
tural image clustering, multicultural image sentiment anal-
ysis and multicultural image query expansion, as demon-
strated in [40].
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