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Abstract— To overcome the barrier of storage and computation
when dealing with gigantic-scale data sets, compact hashing has
been studied extensively to approximate the nearest neighbor
search. Despite the recent advances, critical design issues remain
open in how to select the right features, hashing algorithms,
and/or parameter settings. In this paper, we address these by
posing an optimal hash bit selection problem, in which an
optimal subset of hash bits are selected from a pool of candidate
bits generated by different features, algorithms, or parameters.
Inspired by the optimization criteria used in existing hashing
algorithms, we adopt the bit reliability and their complementarity
as the selection criteria that can be carefully tailored for hashing
performance in different tasks. Then, the bit selection solution is
discovered by finding the best tradeoff between search accuracy
and time using a modified dynamic programming method.
To further reduce the computational complexity, we employ the
pairwise relationship among hash bits to approximate the high-
order independence property, and formulate it as an efficient
quadratic programming method that is theoretically equivalent
to the normalized dominant set problem in a vertex- and edge-
weighted graph. Extensive large-scale experiments have been
conducted under several important application scenarios of hash
techniques, where our bit selection framework can achieve
superior performance over both the naive selection methods and
the state-of-the-art hashing algorithms, with significant accuracy
gains ranging from 10% to 50%, relatively.

Index Terms— Nearest neighbor search, hash bit selection,
bit reliability, bit complementarity, normalized dominant set,
locality-sensitive hashing.

I. INTRODUCTION

NEAREST neighbor (NN) search is a fundamental issue
in many applications such as multimedia search, stero-

vision, machine learning, and biomedical pattern matching.
It has attracted great attention in the past decades [1]–[11].
Though tree based NN search methods (e.g., k-D tree [1])
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have gained popularity in the past decades, they suffered
from the severe performance degeneration in many cases
for high-dimensional features (e.g., SIFT-based bag-of-words
feature, GIST, deep learning based feature, etc.) [12]. Instead,
as one of the commonly-used approaches, hash based methods
have shown nice theoretic guarantee properties and significant
empirical success in many applications [6], [13]–[22].

Locality-Sensitive Hashing (LSH) [13] is one of the most
well-known hash based NN search methods. To guarantee the
search accuracy, the basic LSH method tries to embed similar
data in original similarity metrics like l p-norm (p ∈ (0, 2])
into similar codes by thresholding the random projections [14].
However, since the projections are generated independently
and randomly, usually long hash codes are required to meet the
desired performance, which increase computation and memory
consumption in practice. To generate compact, yet informative
binary codes, various types of hashing algorithms have been
further proposed following LSH [9], [17]–[20], [23]–[26],
[26]–[33].

Though the past decade has witnessed the rapid devel-
opment of hashing research, however, designing a hashing
algorithm for specific scenarios still requires lots of efforts.
Even tailoring a hashing algorithm for different datasets usu-
ally requires significant efforts to discover the best parameter
settings, partially due to the varying difficulty of the nearest
neighbor search on different data [34]. Since there are a
variety of hashing algorithms in hands, an obvious question is
whether we can directly choose the most desirable subset of
hash functions (or bits in binary form) from different sources
generated by existing hashing algorithms. This is analogous
to the well-known feature selection problem that aims at
selecting the optimal subset of features from an existing
feature pool [35]. Therefore, we similarly name such problem
hash bit selection, which aims at selecting the most informative
bits from a pool of hash bits.

Targeting the NN search task, we adopt the bit reliability and
their complementarity as the selection criteria, motivated by
the optimization approach used in existing compact hashing
algorithms. These two important criteria can be carefully
tailored for good hashing performance in any specific task.
We then propose similarity preservation of each bit and the
independence among them for the general hashing problems.
Considering the overall (high-order) bit independence prop-
erty, we achieve the selection of the most informative hash bits
by finding the best tradeoff between search accuracy and time
using a dynamic programming method with certain additional
techniques to achieve speedup. To further reduce the compu-
tational complexity, we employ the pairwise relationship to
approximate the high-order bit independence, and formulate
the selection problem as a quadratic programming problem
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Fig. 1. The proposed unified bit selection for various hashing scenarios, where the candidate bits can be generated from multiple sources.

that can be solved efficiently using the replicator dynamics.
The optimal subset is proved to be equivalent to the normalized
dominant set in a vertex- and edge-weighted graph.

Figure 1 demonstrates the framework of the proposed bit
selection which is generic for a wide range of scenarios and
hashing sources. Specifically, it serves as a unified framework
that can support various important scenarios (e.g., hashing
with multiple features, multiple hashing algorithms, multiple
bit hashing, etc.) using different types of hashing algorithms
(linear, nonlinear, multi-bit, multi-feature, etc.) with different
feature spaces, parameter settings, etc., and naturally supports
different search schemes including Hamming distance ranking
and hash table lookup. Under this framework, we first propose
two useful selection criteria: the bit reliability and complemen-
tarity. According to these selection criteria, we respectively
design two selection algorithms via dynamic and quadratic
programming with respect to different orders of the bit com-
plementarity. Since the dynamic programming based solution,
considering the high order correlations among bits, is quite
time-consuming, the quadratic based one is further designed
to speed up the computation by reducing the higher-order
complementarity to the pairwise case.

The whole paper extends upon a previous conference publi-
cation [36] with additional exploration on the bit selection cri-
teria and algorithms, detailed discussions from different point
of views, and expanded experimental results. The remaining
sections are organized as follows. Section III introduces bit
selection framework and criteria. In Section IV we first present
a straightforward selection method via dynamic programming,
considering the high-order bit complementarity. To further
reduce the computation, in Section V we approximate the bit
complementarity based on the pairwise mutual information
and thus reformulate the selection as an normalized domi-
nant set problem that can be efficiently solved by quadratic
programming. We conduct comprehensive experiments to
demonstrate the superiority of the bit selection framework
in Section VI.

II. RELATED WORK

Owing to the attractive performance, in the past decade
hashing technique has been widely used in a variety of appli-
cations including large-scale visual search [30], [31], machine

learning [7] and recommendation [37]. The pioneering work
Locality-Sensitive Hashing (LSH) hashes similar data into the
similar (usually binary) codes, and achieves fast search using
Hamming distance ranking or hash table lookup by exploiting
the efficient binary operations. Based on the concept of LSH,
a bunch of hashing studies have been proposed to learn infor-
mative hash functions that can achieve satisfying performance
using compact hash codes. To pursue compact, yet informative
binary codes, various types of hashing algorithms have been
proposed following LSH, such as unsupervised [20], [24], [25],
(semi-)supervised [17], [26], nonlinear (kernelized [26], [27],
spherical [28] and clustering [19]), multiple features [29], [30],
multiple labels [31], multiple bits [18], [32], [38], [39] and
deep learning [40], [41].

Among these methods, the most typical solution is first
proposing an optimization objective such as the neighbor dis-
similarity [15], [42], [43], reconstruction error [9], [16], [41],
ranking loss [44], [45], distance bias [46], and quantization
error [19], [24], [25], and then designing efficient optimiza-
tion algorithms that can find the desirable hash functions.
In most cases, these criteria simultaneously take both the
quality of hash functions and their complementarity into
account [15], [17], [24], [31], [42]. As previous research show,
the complementarity among hash functions is important for
compact binary codes generation [15], [18], [42]. In prac-
tice, the entropy is a natural measurement of the comple-
mentarity among hash functions. However, its computation
involves the joint probability distributions, which together
with the discrete constraints dramatically makes the optimiza-
tion of hash functions rather difficult. Therefore, research
like [15], [24] and [25] employed the orthogonality
on hash functions to surrogate the bit complementarity.
Besides, [28] and [19] respectively forced the balanced par-
titions to achieve the independence between the nonlinear
hash functions. The sequential manner is another alternative
to achieve bit complementarity heuristically [17], [31].

Besides the emerging hashing algorithms, the bit selection
is a promising solution targeting the specific scenario. In the
literature, there are very few works regarding the bit selection
problem. The most related work [47] greedily selects bits
preserving maximum margins for specific semantics. But it
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is only suitable to scenarios like semantic search, where
sequentially estimating the averaged margin is computationally
expensive, and the independence between bits, benefiting the
compact hash codes [15], [23], is not considered explicitly.
Recently, [8] proposed an a globally optimized bit selection
that exploits the bit correlation based on mutual information
minimization and achieved encouraging performance in fast
visual search.

The bit selection finds the most desirable bits from a
large pool of candidates for the nearest neighbor search
task, which to some extent works as the traditional feature
selection does. The feature selection finds a small subset of
features to minimize redundancy and maximize relevance to
the target (usually class labels in classification) [35]. In the past
decades, there are many studies proposed that mostly focus on
selecting relevant features that are highly relevant to the class
labels [48]–[50]. By eliminating the noisy, redundant, and
irrelevant features based on different relevance definition,
the feature selection can faithfully improve the learning per-
formance in the classification task.

However, from the aspect of the motivation, targeting task,
and problem formulation, the bit selection is quite different
from feature selection. The bit selection is proposed to deal
with the problem that how to exploit the existing hashing
algorithms for the nearest neighbor search in an easy and
flexible way, instead of designing a new specific algorithm
which requires much effort. The different motivations and
the targeting tasks make the selection criteria are quite dif-
ferent, rather than the relevance to the class label in fea-
ture selection [49], [50]. Besides, the bit selection pursues a
desired number of hash bits from the candidate binary codes,
which prevents from directly employing the selection solutions
in the feature selection.

III. BIT SELECTION

During the past decade, quite a number of hashing algo-
rithms have been proposed for different scenarios, which
can be adopted to generate a large pool of over-complete
hash bits (or functions in binary hashing) for n data points
Z = {zi , i = 1, . . . , n}. Here each zi is encoded by L bits gen-
erated by specified hashing algorithms with different features,
parameter settings, etc. We denote the L bits of heterogeneous
types by an index set V = {1, . . . , L}, and represent the i -th
bits of all n points by yi ∈ {−1, 1}n. The goal of bit selection
is to discover a small bit subset (of size l) S ⊂ V , which can
achieve satisfying NN search performance using short hash
codes.

A. Selection Criteria

In the literature, two properties have been proven critical for
compact hash codes in the task of nearest neighbor search: bit
reliability and bit complementarity [15], [23]. Bit reliability
considers the capability that the embedded binary codes can
retain the original distances in Hamming space, and meanwhile
bits complementarity measures the independence among them,
which together lead to short, yet discriminative codes. More-
over, [8], [23], [51] pointed out that the bit complementarity

helps to pursue large entropy among bits and thus allows
fast search using hash tables. Therefore, for nearest neighbor
search intuitively we prefer the bits of high bit reliability and
mutually complementary in the bit section. Note that both
selection criteria are general for hashing scenarios, and there
are many options that can be flexibly tailored for different
objectives.

1) Bit Reliability: To obtain good hash codes guaranteeing
search accuracy, hashing algorithms should preserve similar-
ities between data points, i.e., similar points are supposed to
share similar codes with small hamming distances [15], [23].
The similarity should be adaptively defined based on the
predefined objectives, e.g., for Euclidean neighbor search,
we can define the similarity based on �2 distances; while for
image search, similarity based on label consistency might be
more appropriate.

Without loss of generality, we introduce the typical defini-
tion of the similarities S = (si j ) ∈ R

n×n based on �2 distances.
Formally, each nonzero entry si j is the similarity between the
nearest neighbors zi and z j :

Si j =
⎧
⎨

⎩
e
− ‖zi −z j ‖2

σ2 , z j ∈ N (zi )

0, otherwise.
(1)

where N (zi ) is the nearest neighbor set of zi .
For the high-quality hash bit, if z j ∈ N (zi ), then the higher

the similarity Si j between z j and zi , the larger the probability
that the k-th hash bits of z j and zi satisfies ykj = yki . Then
the similarity preservation for k-th bit can be defined following
the spectral embedding loss [15]:

πk = −
∑

i j

Si j ‖ykj − yki‖2, (2)

To further make the weight positive and sensitive to the
capability of neighbor preservation, in practice we use the
exponential form with a parameter γ > 0:

πk = e−γ ykLyT
k , (3)

where L = diag(S1) − S is the Laplacian matrix.
2) Bit Complementarity: Since hash-based nearest neighbor

search retrieves a number of points in the hitted buckets
(i.e., those buckets with similar hash bits as the query) and
usually further rerank them using raw features, the computa-
tional complexity will highly depend on the number of samples
in the selected hash buckets. Perfectly balanced buckets will
distribute samples evenly, and thus reduce the searching time
on average.

Note the fact that both the worst case and the average case
of time complexity in hash-based nearest neighbor search can
be minimized if the buckets are perfectly balanced, when the
entropy among all hash bits is maximized. Similar discussion
in prior research indicated that maximizing entropy among
hash bits not only provides the most compact and least
redundant hash code, but also perfectly balances all the hash
buckets [23]. Therefore, to achieve the desired performance
with less hash bits, it requires the entropy of the selected
hash bits to be maximized to guarantee the compact/irredudant
hash codes. Fortunately, in the bit selection framework, all
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candidate hash bits are available for the estimation of the
probability distributions before computing the entropy, which
largely reduces the optimization difficulty.

We represent the chosen bits by the l dimensional
binary random vector YS corresponding to the selected bits
yi1 , yi2 , . . . , yil in S. It is not difficult to see that if the entropy
H (YS) is maximized, there would be no redundancy among
selected bits and hence the bits are most compact. If all the bits
yik , ik ∈ S are independent for any choice S ⊂ V , we will have
H (yi1, . . . , yil ) = H (yi1) + H (yi2) + . . . + H (yil ). However,
in practice for most of the cases, the candidate hash bits are
not guaranteed to be independent. Some of them may have
dependency among each other. In this case, the computation of
the entropy H (YS) involves higher-order relationships among
the candidate bits. For the sequential selection, the natural way
to compute the entropy is applying the chain rule:

H (yi1, . . . , yik ) = H (yi1) + H (yi2/yik )

+ . . . + H (yik /yi1 , . . . , yik −1).

IV. BIT SELECTION VIA DYNAMIC PROGRAMMING

In the last section, we have introduced two important criteria
for hash bit selection, among which the bit reliability and
complementarity correspondingly improve the quality of the
hash codes from the individual and overall points of view. With
the desired number of hash bits (e.g., l in this paper) fixed,
maximizing their entropy will impose strong complementarity
on them, and thus results in discriminative and balanced hash
codes. Next we will present a simple model that incorporated
both selection criteria and an naive solution using dynamic
programming.

A. Formulation

The bit reliability and their complementarity together can
provide an appropriate tradeoff between the accuracy and the
time cost of the nearest neighbor search. A good subset of hash
bits should possess higher reliability and complementarity
simultaneously.

Specifically, given L candidates, the problem of selecting
an optimal subset of l bits for nearest neighbor search can be
formulated as finding the best tradeoff between bit reliability
and complementarity (meanwhile between search accuracy and
search time) via an optimization framework linearly combining
both selection criteria:

maxS
∑

i∈S πi + αH (YS)

s.t. |S| = l,S ⊆ V (4)

where |S| means the cardinality of set S. α > 0 is a parameter
to control the tradeoff between the two criteria (or between
search accuracy and search time).

B. Optimization

The optimization in equation (4) is quite difficult,
because the term H (Y ) potentially involves higher-order
relationships among bits. However, if all the candidate
bits yi , i = 1, . . . , L are independent, we will have

Algorithm 1 Bit Selection via Dynamic Programming.

H (yi1, . . . , yil ) = H (yi1) + H (yi2) + . . . + H (yil )
for any S. Subsequently, the problem can be rewritten as:

maxS
∑

i∈S πi + αH (yi)

s.t. |S| = l,S ⊆ V (5)

which can be solved efficiently using a greedy algorithm
(or forward selection procedure): we sequentially select the bit
with the highest value of πi + αH (yi) among the remaining
ones, until we get l bits. The problem also can be regarded as
a degenerated Knapsack problem with all item weights equal
to 1 and the capacity of the bag constrained to be l.

In most cases, the candidate bits are generated by different
ways, and usually contain higher-order correlations among
them. Therefore, the problem (4) is very difficult to solve
efficiently. Fortunately, we can decompose the computation of
the bit entropy according to (4), where H (YS) is increased by
H (yik/yi1 , . . . , yik−1 ) when S is expanded from {i1, . . . , ik−1}
to {i1, . . . , ik} (k ≤ l).

Motivated by this observation, we provide a simple approx-
imate solution, and the maximum objective value Fi, j when
selecting the j -th bit into from the subset S from i candidates,
where Fi, j is defined as follows:

(1) F0, j = 0, 0 ≤ j ≤ l

(2) Fi, j = max{Fi−1, j ,Fi−1, j−1 + vi }� (6)

where vi is the value of vi = πi + αH (yi/S) when adding
the i -th bit into S. This is quite similar to Knapsack problem
for general cases, with the value of each added item equal to
the sum of its bit reliability and the entropy increase, all item
weights equal to 1, and the capacity of the bag constrained
to be l. Therefore, we modify the dynamic programming
algorithm of Knapsack problem, where the updating condition
depends on Fi−1, j ≥ Fi−1, j−1 + vi , i.e., whether adding the
bit will increase the objective value F .

Algorithm 1 lists the detailed procedures as a simple
approximating solution for problem (4). Unlike the general
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dynamic programming, Algorithm 1 can not guarantee the
global optimum anymore. However, it is shown to be very
fast and effective in experiments.

C. Speedup

In Algorithm 1, the bottleneck of the time complexity
mainly lies on the computation of the conditional entropy
Hi|Ti−1, j−1 = H (yi/YTi−1, j−1), where Ti−1, j−1 denotes the

selected bit subset containing j − 1 selected bits from i − 1
candidate ones. This operation would take very long time when
the size |Ti−1, j−1| of the subset becomes large.

We note that for any set S1 ⊆ S2 and any bit yi ,

H (yi/YS2) ≤ H (yi/YS1). (7)

This motivates us to build a set O, whose each element is a
subset of Ti−1, j−1, and then employ minQ∈O H (yi/YQ) as a
good upper bound for H (yi/YTi−1, j−1 ).

In practice, O contains a great number of subsets of
Ti−1, j−1. To reduce the complexity, we can only consider
subsets with no more than τ elements. τ actually determines
the order of the relationship among the candidate bits, and is
usually set to 2 or 3 for efficiency. However, computing their
entropy online is still time-consuming. We further introduce
a set � containing all sets with no more than τ elements
from V . Therefore, O ⊆ �, i.e., if any set Q ∈ O, then
Q ∈ �. To speed up our algorithm using minQ∈O H (yi/YQ)
as a fast approximation of H (yi/YTi−1, j−1), we only need build
� and precompute all H (yi/YQ) for each i ∈ V and Q ∈ �
aforehand. At the online selection stage, H (yi/YQ) for Q ∈ O
can be computed fast by looking up the precomputed values.

V. BIT SELECTION VIA NORMALIZED DOMINANT SET

We have presented a simple dynamic programming algo-
rithm for bit selection taking both similarity preservation and
complementarity into account. However, due to the high-
order relationships involved in the computation of the entropy,
the algorithm even with speedup techniques still consumes
much time, especially when using a large τ . In this section,
we will first give a pairwise approximation for the entropy
computation, then present a simple efficient quadratic pro-
gramming algorithm for bit selection, and finally theoreti-
cally explain the intuition with a concept named normalized
dominant set.

A. Pairwise Approximation

If the entropy H (YS) is maximized in (4), there would be
no redundancy among selected bits and hence the bits are most
compact. Actually note the fact that

H (YS) =
∑

i∈S
H (yi) − I (y1, . . . , yi , . . .) (8)

where I (y1, . . . , yi , . . .) is the mutual information among the
bits of YS . The above equation indicates that maximizing
H (YS) not only requires every bit itself to be the most
informative, but also makes sure there are no redundancy
among yi , i ∈ S, which would lead to the most compact bits.

In the above equation, we can easily observe that if yi is highly
correlated with other bits in S, I (y1, . . . , yi , . . .) would be
increased, therefore H (YS) would be decreased. H (yi) will
be maximized if the bits itself are balanced, i.e., 50% chance
to be +1 or -1. Since most existing hashing methods already
generated balanced bits [24], [26], [52], [53], guaranteeing
the informativeness of the selected bits, to maximize H (YS)
we can place more importance on the minimizing the second
part characterized by the mutual information I (y1, . . . , yi , . . .)
among all candidate bits.

Considering higher-order independence among more than
two hash bits hardly improves the search quality [28]. This
fact will be also validated by our experimental observation
in Section VI. Therefore, for efficiency we approximately
measure the independence among bits using their pairwise
relationships. The smaller mutual information between i -th
and j -th bits indicates a larger independence between them,
and thus we define the pairwise bit complementarity between
i -th and j -th bits based on their mutual information I (yi , y j ):

ai j = e−λI (yi ,y j ), (9)

where λ > 0, and an exponential form is again adopted for
positive and sensitive measurement.

Note that ai j = a j i , which means A = (ai j ) serves as a
symmetric complementarity matrix between all bits. Moreover
since each bit is self-dependent, all the elements on the main
diagonal of A are zeros.

B. Formulation

The bit selection problem mainly aims to find bits that not
only preserve the similarity of data points, but also show strong
uncorrelation. Formally, with the pairwise approximation to
the mutual information among all candidates, we can define an
affinity matrix Â incorporating both bit similarity preservation
and their complementarity:

Â = 
A
, (10)

where 
 = diag(π). The affinity matrix Â, judging the
cohesiveness between bits, should be non-negative, symmetric,
and monotonic with respect to bit quality and their com-
plementarity. Specifically, for any two bits i and j in V ,
Âi j ≥ 0, Âi j = Â j i , and Âi j should monotonically increase
with respect to πi , π j and ai j , due to the fact that each desired
bit is supposed to strongly connect to others, in terms of
similarity preservation and mutual independence.

Based on the affinity matrix, the bit selection problem can
be straightforwardly reformulated as a quadratic programming
with binary constraints, rather than the dynamic programming
based on conditional entropy in last section:

maxx
1

2
xT Âx

s.t. x ∈ {0, 1}L×1, |x|0 = l (11)

The objective function 1
2 xT Âx measures the cohesiveness

among the selected bits indicated by the binary vector x:
xi = 1 (i = 1, 2, . . . , L) means the i -th bit is selected.
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The optimal x∗ should maximize the cohesiveness among its
corresponding bit subset of desired size l.

Here, the way to incorporate the two important properties
of compact hash codes is different from the linear combina-
tion used in dynamic programming algorithm in last section.
In fact, the definition consisting of symmetric production
surprisingly possesses good nature behind. In Section V-D,
we will disclose its physical meaning.

C. Optimization

Directly optimizing Problem (11) is quite difficult (NP hard)
due to the discrete constraints on x. Fortunately, motivated by
previous research on subset selection [54], it can be approx-
imately solved by relaxing the binary x to a non-negative
real-valued one. Each element of x, with a continuous value
in [0, 1] instead of the discrete one in {0, 1}, characterizes the
importance of the desired bit.

If we define the support of x as σ(x) = {i ∈ V : xi 	= 0},
then the desired bit subset corresponds to the elements in
the support with largest values. This turns to a quadratic
programming with continuous constraints on x:

maxx
1

2
xT Âx

s.t. x ∈ � (12)

where

� = {x ∈ R
L : x ≥ 0 and 1T x = 1}, (13)

To find (local) solutions of a quadratic programming prob-
lem, a straightforward and powerful way is the so-called
replicator dynamics [54], arising in evolutionary game theory.
In the replicator dynamics, we first initialize x(0) = L−11,
and then perform the iteration in an efficient way as follows:

xi(t + 1) = xi (t)
( Âx(t))i

x(t)T Âx(t)
, i = 1, . . . , L . (14)

The above dynamics enjoy a sound property that the simplex
� is invariant to the sequential updating. Moreover, it has
been proven that with symmetric, nonnegative Â, the objective
function will strictly increase, and its asymptotically stable
points correspond to strict local solutions.

By solving (12) using the replicator dynamics, usually we
can get l bits when l 
 L. However, in practice it is possible
that |σ(x∗)| < l happens. In Algorithm 2 we lists the an
effective strategy that sequentially solves similar problems
to (12) with respect to the remaining bit set and removes the
selected bits from the candidate pool. Note that the algorithm
is also feasible for large-scale problems using other efficient
methods like graph shift, because usually A can be very sparse.

D. Normalized Dominant Set

We have formulated the proposed bit selection as a quadratic
programming problem considering the pairwise bit comple-
mentarity. Next, we present a theoretical analysis that reveals
the nature of the selection.

For pairwise relations, the pooled bits can be repre-
sented by a vertex-weighted and undirected edge-weighted

Algorithm 2 Bit Selection via Normalized Dominant Set.

graph [54], [55]: G = (V, E, A, π), where V = {1, . . . , L}
is the vertex set corresponding to the L pooled bits with
weights π = [π1, . . . , πL ]T , characterizing the bit quality,
and E ⊆ V × V is the edge set with weights A = (ai j ).
Each ai j : (i, j) ∈ E → R+, a positive weight corresponding
to the edge between vertex i and j , reflecting the pairwise
complementarity between bits.

With the graph representation, the bit selection over the
large pool is intuitively equivalent to finding a bit subset
possessing high vertex and edge weights. This is similar to the
popular dense subgraph discovery, and also can be regarded
as a dominant set discovery problem [54]. However, since
we concern the vertex- and edge-weighted graph G, in the
literature there are very few work regarding the dominant set
discover on such graph. Fortunately, we show that we can
introduce the normalized dominant set as the dense subgraph
on such graph for bit selection, and prove that the local optima
of a quadratic programming defined in (12) corresponds to the
normalized dominant set.

The desired bit subset should have high vertex and edge
weights inside, i.e., high internal homogeneity, and high
inhomogeneity between vertices inside and those outside.
Following the dominant set research [54], [55], we introduce a
discriminative weight assignment to each vertex, invigorating
both vertex and edge weights and meanwhile with respect to
the homogeneity among the whole set. Based on the induced
weights, we can rank all candidate bits and find the most
dominant ones.

1) Relative Internal Homogeneity: Suppose we have
S ⊆ V as a nonempty subset of vertices and j ∈ S. We can
characterize the induced vertex weights from the predefined
vertex and edge weights, by measuring the connection from
any vertex j ∈ S to i /∈ S. It should take both the internal
homogeneity in S and the vertex weights of j and i into
account. We first define a function f (S, j |i) for the relative
internal homogeneity between j and other vertices in S
with respect to i . It should satisfy three basic properties:
(1) Non-negativity f should be non-negative for S, j , and i ;
(2) Symmetry f should be symmetric with respect to all
vertices in S; and (3) Monotonicity f should be monotonic
with respect to each of its arguments.
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Fig. 2. (a) An illustration of relative connection defined in (16). The induced vertex weight of vertex i with regard to S = {1, 2, 3} for
two types of graph: (b) Edge-weighted graph [54]: wS (1) = 10 < wS (2) = 16 < wS (3) = 18; (c) Vertex-weighted Edge-weighted
graph: wS (2) = 8

9 < wS (1) = 4
3 = wSs(3) = 4

3 .

Positivity and symmetry are simple consequences of the
internal homogeneity definition. Monotonicity is a reason-
able constraint from the following aspects: f should be
monotonically increasing with respect to S and j , because
the increase of vertex weighs and edge weights in S will lead
to higher internal homogeneity between j and S; f should
be monotonically decreasing with respect to vertex i , due to
the intuition that a large weight on i has strong attraction
to j ∈ S, and thus indicates relatively small internal homo-
geneity between j and S.

With these properties, there are many choices for f , and in
this paper we consider the following form:

f (S, j |i) = π−1
i

∑
k∈S π−1

k

∑

k∈S
a jk. (15)

Note that when all elements of π are identical, f will
degenerate to the average weight between j and S adopted
in dominant set in [54].

2) Relative External Connection: Now we can define the
connection between vertex j ∈ S and i /∈ S motivated by the
transition rate in Markov jump processes:

φS ( j, i) = π j

πi
(a j i − f (S, j |i)). (16)

φS ( j, i) measures the relative external connection from vertex
j ∈ S to i /∈ S, considering not only the vertex- and
edge weights between vertex j and i , but also the internal
homogeneity of j in S.

The connection strength is determined by both (a j i −
f (S, j |i)), the homogeneity between j and i eliminating the
internal homogeneity of i in S, and the vertex weight ratio

π j
πi

.
If π j is small compared to πi , vertex j will contribute less
to vertex i . See the illustrative example in Figure 2 (a). Note
φS ( j, i) can be either positive or negative.

3) Induced Vertex Weights: Now we formalize the induced
vertex weights in a recursive way:

Definition 1: Let S ⊆ V be a nonempty vertex subset and
i ∈ S. The induced vertex weight of i with regard to S is

wS(i) =
{

1
π2

i
, if |S| = 1

∑
j∈S\{i} φS\{i}( j, i)wS\{i}( j), otherwise.

The total weight of S is defined to be: W (S) = ∑
i∈S wS (i).

The induced vertex weight wS (i) serves as a measure of the
relative overall connections between vertex i and the remain-
ing vertices in S. Therefore it can be naturally regarded as a
rank score for each vertex, normalized by the vertex weights
in the computation.

An example comparing our induced vertex weight and that
of the dominant set [54] is shown in Figure 2. As we can see,
our induced vertex weights, aggregating both vertex and edge
weights, alter the final rank of vertices, and assign high scores
to vertices with large vertex weights.

We formally introduce the definition of the normalized
dominant set in a vertex- and edge-weighted graph based on
induced vertex weights:

Definition 2: A nonempty subset of vertices S ⊆ V such
that W (T ) > 0 for any nonempty T ⊆ S, is said to be
normalized dominant if: (1) wS(i) > 0, for all i ∈ S; (2)
wS∪{i}(i) ≤ 0, for all i /∈ S.
In above definition, the first condition premisses the strong
connections among vertices in the normalized dominant set,
while the second forces external inhomogeneity.

4) Local Optima of Quadratic Programming: Now we can
reveal the nature of the proposed quadratic programming
in (12) by establishing its intrinsic connections with the
normalized dominant set.

Theorem 1: If x∗ is a strict local solution to Problem 12
with Â = 
A
, and 
 = diag(π), then its support σ = σ(x)
is the normalized dominant set of graph G = (V, E, A, π),
provided that wσ∪{i}(i) 	= 0 for all i /∈ σ .

See the supplementary materials for the proof. Theorem 1
indicates that the non-zero elements of the local optima
x∗ of program (12) correspond to the normalized dominant
set S. Therefore, Algorithm 2 actually selects the normalized
dominant set from the graph with the remaining bit subset in
each iteration, until l bits are selected.

E. Related Point of Views

1) Game Dynamics: The above theoretical analysis indi-
cates that discovering the most dominant bits from the pool
may be formulated as a non-cooperative game, where the
dominant set turns out to be informally equivalent to a classical
equilibrium in evolutionary game theory.
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Reference [56] pioneered evolutionary game theory by
applying the principles and techniques of game theory to
studying the evolution of animals, where randomly drawn
pairs of individuals repeat a symmetric two-player game. The
players act according to inherited behavioral patterns, instead
of behaving rationally with complete knowledge of the game
in traditional game theory. In evolutionary game theory the
evolutionary stable strategy (essentially a Nash equilibrium)
guarantees that once it is adopted by a population, the natural
selection alone is sufficient to prevent alternative (mutant)
strategies from invading successfully.

For our bit selection, the dominant bits discovery can be
formulated as the following two-player game [57]. Given the
candidate bits V and a matrix of affinities Â between the bits
in V . Two players with complete knowledge of the game play
by simultaneously selecting a bit in V . After both have shown
their choice, each player receives a payoff proportional to the
affinity with respect to the elements chosen by the two players.

Clearly, within this game it is better for each player to
pick a bit that is strongly supported (i.e., high bit reliability
and complementarity) by those that the adversary probably
choose. Supposing the bits in V consist of two parts: a cohesive
group with high mutual affinity (i.e., internal homogeneity)
and the remaining inhomogeneous bits that usually give
inferior support to all candidates, the optimal choice for a
player will be selecting elements belonging to the cohesive
group rather than the inhomogeneous ones. The bit group
corresponds to the evolutionary stable strategy of the non-
cooperative game, namely the competition process over time
will eventually drive those weakly supported bits to extinction,
and while preserve the dominant ones that own strong support
from compatible edges inside and competitive pressure to the
others outside [58]. This informally establishes the connections
between our bit selection formulation in (12) and the algorithm
using replicator dynamics from the perspective of game theory.

2) Random Walk: The evolutionary replicator dynamics can
be interpreted as a diffusion process [59]. We can interpret the
pooled hash bits as a new graph Ĝ = (V, E, Â), consisting
of L candidate bits in V as the vertices, and edges E that
link vertices with the edge weights Â considering both bit
reliability and independence.

The diffusion process as a random walk spreads through the
entire graph according to the edge weights. By rewriting the
dynamics of (14) in matrix form:

x(t + 1) = x(t) 
 Âx(t), (17)

and x(t + 1) = x(t+1)
‖x(t+1)‖1

, where 
 is the Hadamard matrix
product. The iterative process highly relates to random walk.
Instead of tracking where it visited, the diffusion process
mainly concerns the probability distribution x over all can-
didate bits after reaching the convergence.

The process starts with an initialization x(0) = L−11 which
lies on the invariant simplex � under the replicator dynam-
ics formulation in (14). Consequently, each iteration of the
replicator dynamics consists of a update and a normalization
part, i.e., first spreading the similarities on the graph and
then normalizing the newly obtained matrix to guarantee the
simplex invariance.

TABLE I

COMPARISON OF DIFFERENT BIT SELECTION METHODS

Here Â can be regarded as a generalized transition matrix
defining the probabilities for walking from one bit to neigh-
boring ones. Although not a valid transition matrix, it encodes
the same global information as the commonly used one,
and is therefore also applicable for diffusion. The higher
bit reliability and independence between any two bits with
respect to others indicate stronger transition between them
and thus larger distribution probabilities on them. This is con-
sistent with our theoretical analysis based on the normalized
dominant set.

VI. EXPERIMENTS

In our experiments, we will evaluate bit selection over
several state-of-the-arts basic hashing algorithms. Besides,
we will also investigate the performance under diverse use-
ful scenarios: hashing with multiple features, mixed multiple
hashing algorithms, and multiple bit hashing.

In the literature, several naive solutions in terms of met-
ric and semantic neighbor search on several datasets can
be adopted for bit selection. The straightforward method
is the random way (“Random”) without considering either
of the aforementioned properties. Previous research has
attempted to take the similarity preservation (“Greedy”) into
account using greedy selection method [47], [60] for specific
semantics. To deal with bits correlations, the dominant set
method (“DomSet”), which is first used to find the most
dense subgraph in the literature [54], [55], can be adopted
to select the most uncorrelated subset. The greedy selection
method and the dominant set respectively consider similarity
preservation and complementarity between bits (the edges
in the graph). To simultaneously consider both bit quality
and their correlations in bit selection, we propose a dynamic
programming method (i.e., Algorithm 1, named “Dynamic”)
and a fast, approximated quadratic programming method
using normalized dominant set (i.e., Algorithm 2, named
“NDomSet”). Table I shows the comparison of different bit
selection methods.

We adopt a number of state-of-the-arts hashing meth-
ods of different types in bit generation, such as Locality
Sensitive Hashing (LSH) [14], Kernelized Locality Sensi-
tive Hashing (KLSH) [27], PCA-based Hashing (PCAH) and
its variation with random rotation (PCAR) [24], Iterative
Quantization (ITQ) [24], Random Maximum Margin Hash-
ing (RMMH) [61] and Spherical Hashing (SPH) [28].

• LSH: LSH generates Gaussian random projection vectors
and preserves the locality with high probability.

• KLSH: KLSH constructs randomized locality-sensitive
functions with arbitrary kernel functions. We feed it the
Gaussian RBF kernel k(z1, z2) = exp (−η‖z1 − z2‖2)
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TABLE II

COMPARISON OF DIFFERENT HASHING ALGORITHMS

and 300 support samples. The kernel parameter η is tuned
to an appropriate value on each dataset.

• PCAH and PCAR: PCAH selects the top principal
directions as the hashing projection vectors, while PCAR
randomly rotates the projections along these directions.
Both methods guarantee the orthogonality of the projec-
tion vectors, and meanwhile preserve the most variance
of the training data.

• ITQ: Instead of the random rotation in PCAR, ITQ iter-
atively finds the data rotation in a subspace to minimize
the binary quantization error.

• RMMH: RMMH boosts the scattering of the data by
purely random splits of the data, and adopts large margin
classifiers to learn hash functions with good generaliza-
tion performances.

• SPH: This algorithm iteratively finds the balanced and
independent partitions, which maps spatially coherent
data points into a binary code.

These methods covers linear/nonlinear (kernel or mani-
fold) hashing and random/optimized hashing (see Table II).
To evaluate bit selection performance for hashing with
multiple features, we employ the recent multiple feature
hashing (MFH) [29] and multiple feature kernel hash-
ing (MFKH) [30] for comparison. In addition, double bit
algorithms [55], [62] are employed in the scenario using
multiple bit hashing.

A. Datasets and Protocol

We conduct experiments on two popular tasks including
metric and semantic neighbor search. The former selects the
nearest neighbors according to their distances in certain metric
space (e.g., Euclidean space), while the latter treats database
points sharing the same semantic labels with the query as
the groundtruth. We respectively employ several widely-used
datasets for both tasks:

• Metric neighbor search: GIST-1M: A set of one million
960-D GIST descriptors and SIFT-1M: A set of one
million 128-D SIFT descriptors [63].

• Semantic neighbor search: CIFAR-10: It contains 60K
32×32 color images of 10 classes and 6K images in each
class, and NUS-WIDE: It comprises over 269K images
with 81 concept tags, of which we consider 25 most
frequent tags [64].

For each dataset, we respectively construct two subsets:
a training set with 10,000 random samples and a testing

Fig. 3. The parameter sensitivity when selecting 32 bits on GIST-1M.
(a) MAP wrt α. (b) MAP wrt λ and γ .

set with 3,000 queries. On the training set, we can com-
pute the Laplacian matrix using 100 nearest neighbors for
each training sample. On GIST-1M and SIFT-1M for metric
neighbor search, the groundtruth is defined by the top ‰5
nearest neighbors based on Euclidean distances. All experi-
ments are conducted on a workstation with Intel Xeon CPU
E5645@2.40GHz and 24GB memory, and the results reported
in this paper are averaged over 10 runs. For parameter sen-
sitivity, we respectively evaluate the dynamic and normalized
dominant set methods on different datasets with respect to
different parameters (i.e., α, λ and γ ) varying in { 1

4 , 1
2 , 1, 2, 4}.

We investigate the parameter sensitivity over several datasets,
and show that on GIST-1M in Figure 3. The experimental
results indicate a similar observation that usually α = 2, λ = 2
and γ = 0.25 can promise good performance in most cases,
and therefore, we roughly share the same parameter settings
in all experiments.

We adopt two common search methods used in the litera-
ture: (1) Hamming distance ranking: all points in the database
are ranked according to the Hamming distances from the
query, and the top ranked are treated as the search results.
(2) Hash table lookup: an indexing table is constructed using
the binary codes, and points falling within certain Hamming
radius (usually choose 2) from the query codes are returned
as search results.

B. Results and Discussion

1) Bit Selection Over Basic Hashing Algorithms: Although
most hashing algorithms learn hash bits according to
their heuristical criteria, their solutions usually beyond the
desired or optimal ones due to the problem relaxation and
complicated scenarios [20]. Our bit selection serves as a
generic framework that selects the most informative and com-
plementary bits generated by different hashing algorithms for
specific scenarios, which can be directly tailored by adopting
different selection criteria.

We evaluate the bit selection over six basic hashing
algorithms respectively on GIST-1M in terms of �2 metric
(Euclidean) neighbor search. Each hashing algorithm is
applied to generating 500 hash bits on GIST-1M as a bit pool.
Table III compares performances of different bit selection
methods using varying numbers of hash bits. It lists the
mean average precision (MAP), a overall measure of the
effectiveness in terms of both recall and precision.
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TABLE III

MAP (%) OF BIT SELECTION OVER DIFFERENT HASHING
ALGORITHMS USING 32 - 128 BITS ON GIST-1M

From the table, we first observe that the performances of
all methods improve when using more bits. The baseline
methods can hardly discover the best bit subset by considering
either bit reliability or bit independence separately. Instead, our
proposed methods, especially “NDomSet”, complementarily
and efficiently combine the selection criteria to enhance the
compactness and informativeness of the hash codes, and
subsequently achieve the best performances.

Since both LSH and RMMH generate their hash functions
independently, “Random” over them can be regarded as an
equivalent to the original hashing algorithms. From this point
of view, by comparing to the performance of “Random”
we can conclude that both the proposed “Dynamic” and
“NDomSet” can achieve significant performance gains over
the basic hashing algorithms (e.g., 34.20% using 32 bits and
19.48% using 64 bits over LSH), especially when selecting
a small number of bits. Note that the selection performance
depend on the bit quality. Selecting more hash bits will
increase the probability that large redundancy exists among
the selected hash bits, and thus the performance gain over the
basic hashing algorithm will be decreased. This is consistent
with our experimental results, where the performance gain of
selecting 32 or 64 bits is higher than that of selecting 128 bits
in Table III.

Furthermore, if we compare the selection performances over
ITQ and SPH, we can find that “DomSet” performs better
over ITQ than “Random”, and while “Greedy” works better
over SPH. This indicates that the orthogonality constraints on
hash functions in ITQ are not enough for learning independent
bits, while for SPH that already takes the bit relations into
account when learning hash functions, its bit reliability should
be further enhanced. This observation can help us find the
starting point to accordingly improve the existing hashing
algorithms.

2) Bit Selection Over Multiple Hashing Algorithms: With
features of a low dimension it usually fails to generate long
hash codes using PCA [24], [42], landmark [18] or cluster [19]
based hashing algorithms. Moreover, sometimes the bit quality
decreases dramatically due to the information concentration in
many algorithms [15], [42]. Besides a single hashing algorithm
evaluated, the proposed bit selection framework can also
work well with multiple hashing algorithms. By building a
large bit pool using multiple hashing algorithms, bit selection
elegantly and complementarily chooses any desired number of
heterogeneous bits, and hopefully achieves performance gains
over existing hashing algorithms. This is quite beneficial to
the practical and successful applications of existing hashing
algorithms.

To evaluate the bit selection performance, in this scenario,
we first employ the SIFT-1M with low-dimensional (128)
SIFT features [63], with which the baselines hashing algo-
rithms PCAH, PCAR and ITQ can only learn a very lim-
ited number (at most 128) of hash functions. When longer
hash codes (say 196 in our experiment) are desired, these
basic hashing algorithms cannot meet the requirement directly.
However, with our bit selection framework, we can build a
larger bit pool, e.g., 384 bits, of which PCAH, PCAR, and
ITQ respectively generate 128 ones.

In Figure 5 we compare the performances of all selection
methods picking 196 bits and the basic hashing algorithms
with the largest number of bits they can learn. The results
show that bit selection methods like “Greedy”, “Dynamic”
and “NDomSet” using 196 bits outperform the three basic
hashing algorithms with its best performance, and moreover
they also achieve higher recall and MAP than the other
selection methods including “Random” and “DomSet” with
the same settings. This observation indicates the bit quality
plays a critical role in the selection over multiple sources. Note
that though “Greedy” gets a close and satisfying performance
to “Dynamic”, but “NDomSet” obtains even more significant
performance gains over all baselines, including the basic
hashing algorithms ITQ, PCAR, and PCAH with the maximum
number of hash bits.

To further evaluate the selection over multiple algorithms on
GIST-1M, we build a large bit pool with 600 bits, of which
200 are respectively generated by ITQ, SPH and RMMH
with 960-D GIST features. Then all bit selection methods are
performed on this pool and compared with original hashing
algorithms using its top bits on GIST-1M. In Figure 4,
we report several performance statistics, i.e., the recall, MAP
and hamming lookup precision within radius 2 (PH2). In this
case, both “Greedy” and “DomSet” are defeated by “Random”,
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Fig. 4. Performance comparison of bit selection methods over multiple hashing algorithms on GIST-1M. (a) Recall @ 64 bits. (b) Recall @ 128 bits.
(c) MAP @ 8-128 bits. (d) PH2 @ 32 bits.

Fig. 5. Performance comparison of bit selection methods and the original
hashing algorithms over multiple hashing methods on SIFT-1M. (a) Recall @
196 bits. (b) MAP.

which indicates that neither the similarity preservation nor
the bit complementarity alone is sufficient for high quality
bit selection. Our bit selection methods, incorporating both
criteria simultaneously, faithfully boost the performance over
the basic hashing algorithms, and meanwhile surpasses all
selection baselines.

3) Bit Selection With Multiple Features: Real-world data are
often described by different features. Hashing with multiple
features can adaptively incorporate different representations to
explore informative hashing functions [29], [30]. Bit selection
efficiently tackles the problem by simply picking bits produced
by different hashing algorithms with different features, instead
of solving the hard optimization problems involving multiple
features, which can largely save the efforts on designing multi-
view hashing algorithms. We evaluate the nearest neighbor
search with multiple features on CIFAR-10 and NUS-WIDE,
in terms of semantic neighbor search.

For CIFAR-10, each image is represented by a 384-D GIST
feature and a 300-D SIFT BoW of 8×8 patches with a 4 space
overlap; while for NUS-WIDE the provided 128-D wavelet
texture and 225-D block-wise color moments are directly used
as features. Then on each dataset, 250 hash bits are generated
respectively for each type of feature using LSH, and mixed
together as a 500 bit pool for bit selection.

Besides the naive bit selection methods, we also compare
our bit selection methods with the state-of-the-art multiple
feature hashing algorithms MFH [29] and MFKH [30]. MAP
performance on both datasets is reported in Table IV. All
bit selection methods improve their performance when using
longer hash codes. But the original multiple feature hashing

TABLE IV

MAP (%) USING 32 AND 64 BITS ON CIFAR-10 AND NUS-WIDE

Fig. 6. Semantic neighbors search performances on CIAFR-10 and
NUS-WIDE using multiple features. (a) P-R @ 32 bits, CIAFR-10.
(b) P-R @ 32 bits, NUS-WIDE.

algorithms MFH and MFKH perform worse with more hash
bits, partially due to the orthogonal constraints. This phe-
nomenon has also been observed and discussed in many
prior research [17], [18], which to some degree reflects the
difficulty of designing hashing algorithm for specific scenarios.
With the help of our bit selection framework, we can clearly
conclude that both “Dynamic” and “NDomSet” can easily
achieve satisfying performance over any existing hashing algo-
rithm, and here over LSH they gain remarkable superiority,
e.g., “NDomSet” gets up to 22.76% performance gain on
CIFAR-10 and 7.48% one on NUS-WIDE over MFH. We also
show the precision-recall (P-R) curves using 32 bits on both
datasets in Figure 6, where the observation that “NDomSet”
owns the largest areas under its P-R curves further confirms
our conclusion.

4) Bit Selection Over Multiple Bit Hashing: Most of state-
of-the-art hashing algorithms generate one bit by first pro-
jecting data into a real value and then simply thresholding
(or quantizing) it to a binary value. This might result in unex-
pected quantization loss of similarity preservation, because
the threshold that typically lies in the dense region probably
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Fig. 7. Performance comparison of bit selection methods over hierarchical hashing on GIST-1M. (a) R @ 64 bits. (b) R @ 128 bits. (c) MAP.
(d) PH2 @ 32 bits.

Fig. 8. Performance comparison of bit selection methods over double bit quantization on GIST-1M. (a) R @ 64 bits. (b) R @ 128 bits. (c) MAP.
(d) PH2 @ 32 bits.

partitions the nearby neighbor points into different bits. Several
work have attempted to alleviate the problem by generating
multiple bits per projection [18], [62], [65]. Since the quality
of bits per projection varies, especially for the hierarchical
hashing process, it is reasonable that we can select the most
informative bits for different scenarios.

To evaluate our bit selection framework over multiple bit
hashing for the general nearest neighbor search, we employ the
two popular multi-bit algorithms: hierarchical hashing (HH)
proposed in [55] and double bit quantization (DB) proposed
by [38], respectively with equal probability thresholding on
PCAR (PCAR-HH and PCAR-DB) and ITQ (ITQ-HH and
ITQ-DB). Each of them serves as a basic hashing source that
provides a desired number of hash bits.

A 500 bit pool is first built with 250 bits generated by
PCAR-HH and the rest bits by ITQ-HH on GIST-1M. Figure 7
shows the results comparing PCAR-HH, ITQ-HH and different
bit selection methods over the bit pool. In Figure 7 (a)-(c) both
the recall and MAP of all methods increase dramatically when
using more bits, and our “Dynamic” and “NDomSet” consis-
tently outperform both the hierarchical hashing and selection
baselines in all cases. Their significant performance improve-
ments certainly support the conclusion that our bit selection
framework can help recognize the bits of high quality. Note
that when selecting more hash bits (more than 64), it is can be
observed that the MAP performance of “NDomSet” increases
much faster than “Dynamic”. This means that beside the
time efficiency our quadratic formulation based on normalized
dominant set also possesses better generalization ability than
the dynamic programming algorithm.

Figure 8 shows the results comparing PCAR-DB, ITQ-DB
and different selection methods over the 500 bit pool
generated similarly on GIST-1M. Compared with greedy

Fig. 9. The effect of the bit pool size when selecting 32 bits on GIST-1M.
(a) time cost wrt L . (b) MAP wrt L .

selection, “Random” and “DomSet” give the worst perfor-
mance, which indicates that the quality of hash bits generated
by DB varies widely and thus most information might be
contained in a very small bit subset. In this experiment, though
“Dynamic” gives a fair performance in terms of MAP and
PH2, our “NDomSet” ranks first with a large margin compared
to the best competitors “Greedy” and ITQ-DB in all cases, e.g.,
up to 45.66% and 56.76% MAP gaps respectively, and 51.47%
and 62.86% PH2 gaps respectively using 32 bits. Previous
work report that double bit quantization improves the hashing
performance [18], [38], and this observation leads to the con-
clusion that our bit selection can further improve performances
over DB by elegantly examining the most dominant bit subset.

5) Dynamic Programming vs. Normalized Dominant Set:
Figure 9(a) plots the time cost of each selection method on bit
pools of different size from 100 to 8000. “Dynamic-3” takes
much more time than that using second-order (“Dynamic-2”)
especially when working on a large bit pool. This is because
that computing the entropy of more than 2 bits will bring
expensive computational cost mainly due to the combina-
torial explosion. Moreover, by comparing the time cost of
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“NDomSet”, “DomSet” and “Greedy”, it is easy to conclude
that estimating the mutual information between bits contributes
the most to the computational cost. Even so, our “NDomSet”,
consuming less time compared to “Dynamic”, demonstrates
its efficiency and effectiveness over a number of basic hashing
algorithms. Besides, we also investigate the effect of the bit
pool size on the selection performance in Figure 9(b). From the
figure we can see that when using a large bit pool, it is more
possible that NDomSet method can select more informative
hash bits, and thus can achieve better performance.

The results listed in Table III further investigate the perfor-
mance of “Dynamic” with respect to different orders. In most
cases, the selection methods via dynamic programming, con-
sidering bit relationships of second (“Dynamic”) or third
order (“Dynamic-3”), outperform all baseline methods. More-
over, “Dynamic-3” performs slightly better than “Dynamic”
over certain hashing algorithms, which means that considering
the high-order mutual information among bits can improve the
search accuracy to some extent, yet at the expensive compu-
tational cost (see Figure 9). In all cases, we can find that our
“NDomSet” is able to obtain best performance with much less
computation. The experimental results under the scenarios of
bit selection over multiple hashing algorithms (Figure 4 and 5),
with multiple features (Figure 6 and Table IV) and over
multiple bit hashing (Figure 7 and 8) further validate our
conclusion that although “Dynamic” can achieve better per-
formance than the baselines, “NDomSet” usually obtains even
more significant performance gains.

VII. CONCLUSIONS

For generic hashing problems under different scenarios, this
paper proposed a novel solution named hash bit selection,
which supports different hashing algorithms using different
features, settings, etc. Motivated by the optimization objec-
tives used in existing compact hashing algorithms, it adopted
similarity preservation of each bit and the independence among
them as the selection criteria for compact, yet discriminative
hash codes. We presented two related selection methods via
dynamic programming and quadratic programming, incorpo-
rating bit reliability and complementarity. Based on high-
order bit relationships, the former method found the tradeoff
between search accuracy and efficiency with speedup tech-
niques by linearly combining the selection criteria. By approx-
imating the bit complementarity based on the pairwise mutual
relations, the quadratic programming method further speeds
up the selection through a stable distribution discovery, solved
efficiently using the replicator dynamics with a natural mean-
ings equivalent to the normalized dominant set in a vertex- and
edge-weighted graph. Our extensive experiments for several
important hashing scenarios proved the effectiveness and effi-
ciency of our bit selection framework, and also demonstrated
its practical meaning and future prospect in many areas.
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