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Abstract. Silence detection and removal is an essen-
tial building block of any multimedia video conferenc-
ing system. It reduces the bandwidth requirements of
the underlying network transport service and helps to
maintain an acceptable end-to-end delay for audio. We
analyze the requirements for a silence detection algo-
rithm hosted on a multimedia communication system,
and propose a novel low complexity algorithm operat-
ing in the non-linear �-law domain. After discussing the
constraints which are imposed by the architecture of the
system hardware (computer, packet-based network), we
show that several recently proposed silence detection al-
gorithms fail to meet all of these constraints. A new
approach is then introduced, based on the small- and
large-signal behavior of the speech waveform in the �-
law domain. The new algorithm is compared with a re-
cent design that meets several of our requirements; ex-
perimental results indicate that it performs signi�cantly
better in the particular environment at hand.
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1 Introduction

As a result of recent advances in video compression, pro-
cessor design, and network architecture, it is now quite
feasible to implement multimedia communication appli-
cations (e.g. video conferencing) using standard comput-
ing and networking facilities (LeGall 1991; Eleftheriadis
et al. 1993; Eleftheriadis et al. 1994). This shift of multi-
media communication equipment and services from dedi-
cated systems to general purpose computers and packet-
based communication networks has introduced a quite
di�erent operating environment and has prompted the
reexamination of several key algorithms.

Although compression is undoubtably a crucial com-
ponent in the designer's arsenal, recent work (Eleftheri-
adis et al. 1994, and references therein) has shown that

the exibility provided by a general-purpose platform in-
troduces challenges that did not exist in monolithic, ded-
icated designs. The primary source of these challenges
is the Quality of Service (QoS) provided by both the
network transport layer and the host operating system
layer. The communication path cannot be modeled as a
bit-pipe with a constant transmission delay as in circuit-
switched connections. Also, sophisticated algorithms are
required in order to maintain QoS. As an example, the
large delay variation (jitter) that may be present in net-
works with limited or no QoS guarantees can have severe
e�ects on the end-to-end delay. Similarly, the capabil-
ity of guaranteed quality transmission in Asynchronous
Transfer Mode (ATM) and other networks presupposes
the existence of an appropriate resource reservation and
admission control mechanism.

In this paper we are concerned with the design and
implementation of a silence detection and removal algo-
rithm in such multimedia communication environments.
The purpose of this algorithm is to identify and remove
long runs of silence from the audio signal stream. Its
importance as a building block stems from two basic
problems. First, the bandwidth requirements of video
are signi�cant, and any reduction in terms of the total
bandwidth required by the system is an important bene-
�t. We should note that the bandwidth requirements for
high-quality audio in a multimedia system can be quite
close to that of low-quality video, and hence this may
represent a signi�cant fraction of the total bandwidth.
For example, in the MBONE (the multicast enabled part
of the internet) video is transmitted using H.261 at a rate
of 128 kbps to 256 kbps, which is on the same order of
magnitude as 64 kbps audio. Of course, silence detection
and removal cannot solve all of the problems in multi-
media communications; no amount of silence detection
can help if there is simply not enough bandwidth in the
network to support audio transmission.

Second, and more importantly, the removal of silence
helps to reduce the end-to-end delay seen by the users
(Eleftheriadis et al. 1993). This is because it transforms
the constant bit rate source to a bursty one which can
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be accommodated more easily in networks with limited
QoS guarantees.

The structure of the paper is as follows. In Sect. 2
we discuss in detail the particular features of a multi-
media communication environment, and derive a set of
design requirements for an appropriate silence detection
algorithm. These are contrasted, in Sect. 3, with sev-
eral recently proposed silence detection schemes, and it
is shown that none meets all of our design criteria. In
Sect. 4 we describe a novel, low-complexity silence detec-
tion algorithm that operates directly in the non-linear
�-law domain. The algorithm capitalizes on the small-
and large-signal behavior of the �-law companded speech
waveform; due to its low complexity, it can be easily im-
plemented in software and can be directly incorporated
into existing multimedia communication system designs.
In Sect. 5 we present experimental results that verify the
e�ectiveness of the proposed algorithm.We also perform
a comparative analysis with a recently proposed silence
detection scheme that meets several of our design crite-
ria, and show that our approach outperforms it in several
key areas. Finally, in Sect. 6 we present some concluding
remarks.

2 Silence detection in multimedia
communication environments

The generality of the concept of a multimedia commu-
nication system makes it di�cult to capture it in a uni-
versally acceptable de�nition. For our purposes, such a
system is assumed to be composed of a general purpose
computer and a computer network. The most impor-
tant characteristic of such an environment is that all
data transfer and communication is handled in packets.
This includes acquisition (delivery of data from the au-
dio device to the operating system), application handling
(transfer of data by the application between the audio
device and the transport layer), and network delivery
(actual transfer of data over the network) at all protocol
layers. A typical example would be a set of workstations
connected via an Ethernet or ATM local area network.

An important parameter of such multimedia com-
munication environments is the QoS support they can
provide. In contrast with data-oriented communication,
video and audio impose strict requirements on available
bandwidth and end-to-end delay. These requirements af-
fect all system components, from the sender to the re-
ceiver. High-quality communication can only be provided
if the total system behavior satis�es those requirements.
At the lowest end, a purely data-oriented system pro-
vides no QoS guarantees: throughput and delay depend
on the current state of the hosts and the network they
reside on. At the highest end, both bandwidth and delay
are assured within prespeci�ed and agreed-upon bounds.
Cases in between, where bounds are provided for delay
only, are also possible.

There is a direct tradeo� between bandwidth avail-
ability and end-to-end delay. To illustrate this, consider
the example of a constant bit rate audio signal being

transported over a multi-access network such as Ether-
net. The signal is bu�ered at the receiver, using a bu�er
size of B samples, and playback starts after a prespec-
i�ed bu�er occupancy Bw is reached. The end-to-end
delay D is determined by the time needed to obtain the
audio data (acquisition delay) �a, the transmission delay
�t, and the waiting time in the receiver's output bu�er
�w. The acquisition delay is a result of the frame-based
structure of the sampling process; the audio samples are
placed into a bu�er by the audio device driver and de-
livered to the application by the operating system when
the bu�er has �lled. We then have:

D = �a + �t + �w : (1)

If the end-to-end delay of the network were constant,
then the bu�er occupancy would remain constant on the
average since both the source and receiver produce and
consume audio samples at the same rate, ignoring any
possible clock mismatch. Denoting the sampling rate of
the audio signal as r, in steady state we would then have:

D =
Ba

r
+ �t +

Bw

r
; (2)

where Ba is the acquisition bu�er size.
In case signi�cant congestion occurs in the network,

audio frames at the source will start accumulating, await-
ing transmission, which increases �t. After congestion
subsides, these frames will be transmitted to the receiver,
and upon arrival will encounter an empty bu�er if the
duration of the congestion is long enough. Denoting by
�c the congestion duration, receiver bu�er starvation will
occur if:

�c � Bw=r : (3)

Since audio samples cannot be removed from the receiver
bu�er faster than their playback rate r, the end-to-end
delay increases by the amount of time the receiver bu�er
remains empty, �� = �c � Bw=r. The new end-to-end
delay, in the case of receiver bu�er starvation is:

D0 =
Ba

r
+ �t +

Bw

r
+�� =

Ba

r
+ �t + �c : (4)

Note that this increased end-to-end delay will be present
for the remainder of the session, or even possibly in-
creased if congestion periods longer than �c occur in the
future. Each time silence is removed, �c is decreased by
Bs=r, where Bs is the amount of silent data removed.

The output bu�er at the receiver can be thought of
as an M/D/1 queue, which has random arrivals and �xed
length packets. The audio data arrives at the queue at
a rate of r samples/sec and is played back at the same
rate. Therefore the o�ered load to the queue is 1. This
means that the queue will eventually �ll. In practice,
the bu�er is of �nite size and the probability that it
will overow due to jitter can be reduced by making it
large enough. Such an approach is typically unaccept-
able, however, since it would incur a very high end-to-
end delay.

In multi-access networks jitter can be extremely vari-
able; experiments (Eleftheriadis et al. 1994) have shown
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that the end-to-end delay on a moderately loaded Eth-
ernet can reach 1 sec in less than 1 min. Long distance
telephony standards prescribe end-to-end delays as being
acceptable if they are below 200 msec. Even in appli-
cations not involving person-to-person communication,
such as video-on-demand, end-to-end delay is still im-
portant because it has a direct impact on interactive
response time.

Since it is not possible to control the transmission
delay in this type of network, all other controllable
delays must be minimized; this includes the acquisi-
tion/processing time and the bu�er waiting time. One
of the purposes of silence detection and removal is to
reduce the arrival rate so that the o�ered load is less
than 1. This is accomplished by exploiting the fact that
during an average conversation, each subscriber speaks
only 40%-50% of the time (Drago et al. 1978). If no data
were sent the other 50%-60% of the time, the arrival
rate would be reduced to about 0:5r samples/sec and
the o�ered load would be reduced to about 0.5. The ex-
pected number of packets waiting in an M/D/1 queue is
(Schwartz 1987):

E(n) =
�

(1� �)
(1�

�

2
) : (5)

With � = 1

2
, E(n) = 3

4
packets. Thus, the output bu�ers

would not �ll and on average there would only be about
3

4
packet in queue.
Silence detection and removal for a video conferenc-

ing (or general multimedia communication) system is not
concerned with inter-syllabic or inter-word silences. In
fact, removal of these silences would degrade the qual-
ity of speech due to the temporal non-linearity. It would
create an e�ect of talking very quickly since the sylla-
bles and words would run very closely to each other.
Studies have shown that 99.56% of \continuous speech"
segments have periods of silence smaller than 150 msec
(Lynch et al. 1987). For this reason, and using a 64 Kbps
(8 KBps) signal as an example, removal of a block of si-
lence smaller than 1200 bytes would reduce the quality
of speech. Also, the performance improvement gained by
removing inter-word and inter-syllabic silence would be
quite small in comparison to the substantial removal of
50%-60%of the signal, which will not a�ect the perceived
quality of the audio.

Summarizing the above discussion, a silence detec-
tion algorithm for this particular environment should
then meet the following �ve requirements:

1. It should remove as much silence as possible (in
lengths of 150 msec and more) and should not a�ect
the quality of speech;

2. it should have fairly low complexity since software
implementations are desirable, and also because the
processing delay will be added to the end-to-end de-
lay;

3. it should require a small bu�er since it is operating
in an environment with limited resources;

4. it should be able to make a speech/silence decision
within a frame, since storage of a frame would in-
crease the end-to-end delay by the frame's duration;
and

5. it should detect long runs of silence rather than short
ones.

An additional reason in support of the last requirement is
that when silence is removed from a frame, the following
samples in the frame must be moved back to the point
where silence occurred in order to create a continuous|
yet shorter|packet. If this happens several times within
a frame, the processing time for the memory-to-memory
copies can become signi�cant. The argument still holds
even if scatter-gather I/O is supported by the transport
layer routines.

3 Silence detection algorithms

Since the issue of silence detection has been explored
time and again since the Time Assigned Speech Interpo-
lation (TASI) plan in 1959 (Bullington and Fraser 1959),
a large variety of research is available which approaches
the problem from a broad spectrum of viewpoints. In its
simplest form it can be a magnitude based decision. The
algorithm compares the magnitude of the signal against
a preset threshold. If a percentage of the data is smaller
than the threshold, silence is declared. This algorithm
has fairly mediocre performance in the presence of any
background noise. It does however, meet the other re-
quirements for low complexity, low bu�er size, large run
length, and intra-frame decision. More sophisticated ap-
proaches are based in di�erential decision logic (Eleft-
heriadis et al. 1993). Here the speech/silence decision
is based on the di�erence between successive samples.
The heuristic behind this is that speech has larger mag-
nitude variations than silence or even moderate back-
ground noise.

Recent research has increased performance but at the
added cost of complexity. Rangoussi, et al., approached
the problem from the mobile communications perspec-
tive where very low signal to noise ratios exist. Their
work required a robust, even if computationally more
demanding, method. They used third-order statistics by
exploiting the non-linearity of speech to accurately end-
point the silence/speech changeovers (Rangoussi et al.
1993). Un and Lee developed a technique using linear
delta modulation bit streams (Un and Lee 1980). Don-
Vito and Schoenherr used the advantages of subband
coding to aid in their attempts to perform silence detec-
tion (DonVito and Schoenherr 1985). Other currently
used methods are zero-crossing rates, signal energy, one
sample delay correlation coe�cient and prediction error
energy (Savoji 1989). The di�culty with all of these is
that they were not designed to tackle the speci�cs of the
presented problem and are also too complex, particularly
for real-time software-based implementations on general
purpose computers.

An algorithm proposed by Savoji (Savoji 1989), en-
hancing an algorithmoriginally proposed by Lynch (Lynch
et al. 1987), satis�es several of our criteria. The modi�ed
algorithm has the lowest complexity of the available re-
search and still performs quite well. It creates and main-
tains adaptive metrics for speech and noise and then uses
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Fig. 1. Block diagram of Savoji algorithm

them, coupled with the short term energy, to make si-
lence/speech decisions. The algorithm �rst transforms
the data by converting from �-law and then high-pass
�lters it, as shown in Fig. 1. Then the metrics are estab-
lished by �ltering the transformed data. The resulting
metrics, coupled with a simple short term energy calcu-
lation, form the basis for a speech/silence decision.

Although its complexity is low compared with the
other schemes, it uses 4 �lters that each require 1 pre-
vious sample. It is shown in Sect. 5 that this approach
meets most, but not all, of the �ve requirements. This
technique is used for comparison purposes with the al-
gorithm proposed in this paper.

4 Non-linear silence detection in the �-law
domain

When obtaining an audio frame, the input device collects
the data and then �-law compands it. Companding a
signal compresses it at the source and then expands it
at the receiver. In all of the previously mentioned work,
data are decoded to their linear form, with the exception
of Drago (Drago et al. 1978). The authors there use an
approximation by assuming linearity at low signal levels.
Since this conversion consumes valuable CPU time, our
proposed algorithm exploits the non-linearity of the �-
law rather than trying to sidestep it.

The �-law compander is used to give �ner quanti-
zation to low signal levels than would ordinarily be ob-
tained through linear quantization. If the input signal
is x and the output y, then the formula for the �-law
transformation is

y =
ln(1 + �jxj)

ln(1 + �)
for � 1 � x � 1 ; (6)

where � = 255 for the United States digital carrier sys-
tem (Bell Labs 1982) and 0 � y � 1. This formula is
shown in Fig. 2 for the case where x is an 8-bit signed
byte and y is interpreted as an 8-bit unsigned byte.

After the �-law transformation, the result is inter-
preted in 2's complement. If y is as above and is input

-100 -50 0 50 100
0

50

100

150

200

250

x

y

Fig. 2. �-law function
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to the 2's complement transform, then the output z is
given by:

z =

�
y for 0 � y � 127

y � 256 for 128 � y � 255
; (7)

(see Fig. 3). The composite of these two functions is
shown in Fig. 4 as a function mapping x to z. The value
z will be referred to as the Magnitude Factor (MF).

An assumption that can be seen quite clearly from
empirical data is that voice has no DC component, i.e. it
is a zero-mean signal. To demonstrate the use of the MF,
a simple example is needed. Referring to Fig. 4, if a small
magnitude, zero mean signal with frequency � is the in-
put to the MF function, the positive peak of the voice
signal will create a small negative MF, while the nega-
tive peak of the signal will create a large positive MF.
If the output of the MF function is then averaged over
time, or low-pass �ltered, the result will be positive. The
low-pass �ltered MF signal will be called the Average
Magnitude Factor (AMF).

The same analysis can be performed on a large sig-
nal by again referring to Fig. 4. The positive peak of the
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voice signal will generate a large negative MF while the
negative peak will create a small positive MF. The AMF
will therefore be negative. An example of the AMF is
shown in Fig. 5, where the input is a segment which con-
tains voice and silence. As can be seen the AMF is much
greater than zero only between 2500 and 3500 samples.
This is exactly the segment corresponding to silence. Su-
perimposed on this signal is a square wave demonstrating
where the algorithm actually detected the silence based
on the AMF.

The behavior of this non-linear transformation for
sine waves of various frequencies and magnitudes is de-
picted in Fig. 6. We see that at small magnitudes we
obtain a larger portion of positive samples than negative
ones. At larger magnitudes, the transformation yields
primarily negative samples. This corresponds to the low
valley in the graph. The small and large signal analysis
in the previous paragraphs assumed signals of frequency
�, which in this case, corresponds to 4000 Hz. This as-
sumption was made for ease of analysis. A cosine wave
at this frequency would have values of �1 which would
correspond to the positive and negative peaks referred
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to above. These peaks pick o� the various MF's, which
are then averaged to obtain the AMF. A decision is then
made based on the percentage of AMF samples that are
positive.

Since the transformation is non-linear, superposition
does not hold. For this reason, we cannot generalize this
discussion to that of arbitrary signals. We present this
line of reasoning here merely to foster the intuitive notion
of why it works, and defer actual experimental proof to
the results presented in Sect. 5.

So far the averaging required to create the AMF has
been referred to as a �lter. Very simple �lters do not pro-
vide the smoothing necessary to provide an AMF that is
stable over small blocks of time. After extensive experi-
mentation, we found that a Chebyshev �rst order �lter
with cuto� frequency at 50 Hz yielded very good results
(Oppenheim and Schafer 1989). The Chebyshev �lter at-
tenuates the higher frequencies enough to obtain a more
slowly varying AMF so that the appropriate decision can
later be made.
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A block diagram of the algorithm is shown in Fig. 7.
In our experiments, audio is acquired at 64 Kbps, us-
ing 8-bit �-law companded samples (8 KHz sampling
frequency). The A/D converter provides a 1024 sample
frame through the operating system's device driver. Al-
though, smaller frames would yield a lower end-to-end
delay, the particular audio device that was being used
had a lower limit of 1024 bytes. The frame is then ex-
amined by breaking it into smaller blocks of 256 bytes.
Each block is determined to be silence if fewer than 25%
of the AMF samples in the block are negative; otherwise
the block is deemed speech.

A commonly employed technique for silence detection
and removal algorithms is to use a starting and ending
hang time. The starting hang time is the time between
when silence is detected and when data is actually re-
moved. Figure 8 shows where silence and speech were
detected using a solid line. The dashed line represents
where silence was actually removed based on the hang
times. The purpose of the starting hang time is to make
sure that the removal of silence doesn't inadvertently re-
move the end of a talk spurt.

The ending hang time is the time between when the
algorithm stops removing data and the beginning of a
talk spurt. Its purpose is to ensure that the beginning
of a talk spurt is not removed. It is important to note
that the hang times do not contribute in any way to the
end-to-end delay.

The starting hang time was set to seven consecutive
blocks or 224 msec. This was determined experimen-
tally because shorter hang times resulted in truncation
of the end of talk spurts. Once the starting hang time is
reached, all subsequent and consecutive silent blocks are
removed.

If a non-silent block is detected within a frame, no
data will be removed from that frame. This corresponds
to a variable length ending hang time of between 96 msec
and 0 msec. For example, if silence has been detected and
removed in previous frames, but the last block of the
current frame is non-silent, no silence will be removed
from the current frame. This corresponds to an ending

hang time of 96 msec because the algorithm has detected
the other three blocks of silence and is not removing
them.

Since the ending hang time is variable, it can also be
0 msec. If silence has been detected and removed in pre-
vious frames and the current frame has all silent blocks,
then this entire frame will be removed. If the �rst block
of the subsequent frame is non-silent, then none of that
frame will be removed and the ending hang time will be
0 msec. In theory, this large range is not ideal but is the
best that can be done in a system where frames cannot
be delayed by bu�ering. In practice, it only slightly de-
grades removal performance while protecting, above all
else, quality of speech.

The determination to remove silence happens only at
the end of a frame. This means that the removal is ac-
complished by sending only the part of the frame that
corresponds to voice. Since the silence will always be at
the end of the frame, data is never moved; the frame is
merely truncated. This signi�cantly decreases the com-
plexity of the algorithm in comparison to others. It is
also less complex because the conversion from �-law to
linear is eliminated and only one �lter is used.

The algorithm meets the other requirements, too.
Only one previous sample is needed across frames, hence
satisfying the low bu�er size speci�cation. Since the si-
lence/speech decision is made at the end of each frame,
previous frames are not stored. Finally, the average pe-
riod of silence detected is quite large and the quality of
speech is completely una�ected. In short, all of the re-
quirements are met and the last analysis to be made is
how much silence is actually removed.

5 Performance results

In analyzing the performance of the proposed algorithm,
we compared it to the technique demonstrated by Savoji
(Savoji 1989) since it satis�es several of our requirements
for a scheme appropriate for multimedia systems. In
both techniques, there was no degradation in the quality
of speech. The Savoji technique initially removed much
more silence without cutting o� words. However, the si-
lence it was removing was inter-word and inter-syllabic
silence. To alleviate this, the constraint was imposed that
only periods of silence longer than 125 ms were to be re-
moved. The result of modifying the algorithm to �t this
situation was that the amount of silence removed was
dramatically decreased, and in general was smaller than
the silence removed by the proposed algorithm. Experi-
mental results are shown in Table 1.

The 64 Kbps, �-law companded audio signals for
these experiments were obtained under the typical condi-
tions for a video conferencing session. They were recorded
at a workstation in a laboratory with a variety of di�er-
ent background noise sources such as computer fans and
cooling systems. Silence was recorded with a large range
of noise intensities, as indicated by the �rst column in
Table 1.

The most important test cases are those that have ex-
tended periods of silence with and without background
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Table 1. Comparison of Savoji and proposed algorithms in kilobytes

Percent Percent Percent more Average Average
removed removed removed length length

Type of silence proposed Savoji by proposed proposed Savoji
Almost no noise 91 73 18 15.7 1.6
Low noise 85 64 21 14.8 1.5
Moderate noise 69 0 69 6.5 0.0
Loud noise 0 0 0 0.0 0.0
Inter-sentence silence 46 0 46 3.5 0.0
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Fig. 9. Silence with low background noise

noise, i.e. the �rst four in the table. It is evident that
at this level of complexity, very loud background noise
could not be detected and removed. However, the results
for moderate background noise, corresponding to nearby
air conditioning system and computer fans, proved favor-
able. They showed that the proposed algorithm removed
over 2=3 of the signal while the modi�ed Savoji technique
could not detect silent periods that were large enough to
merit any removal at all. Low background noise had even
better removal percentages.

Also demonstrated in Table 1 is the fact that, in gen-
eral, the average length of silence removed is much higher
for the proposed algorithm. Even though the proposed
algorithm has no constraint for removing a minimum of
125 ms or 1000 bytes, the average length removed was
much higher in most cases. It was highest in the case
of almost no noise. For this signal a continuous segment
of 91% of the signal was found to be silence. The aver-
age length is an important parameter because it demon-
strates what type of silence is being removed. Savoji's
algorithm performs best when used to detect small pe-
riods of silence for the purpose of isolating individual
words. The proposed algorithm �nds the extended con-
secutive silences that occur while one subscriber is idle
during a conversation. This is a critical di�erence in the
context of a video conferencing system.

Figure 9 shows silence with low background noise.
Figure 10 shows where Savoji's modi�ed algorithm could
not detect and remove silence. The peaks are where
speech was detected, while the troughs are where silence
was detected. Figure 11 shows the more favorable results
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Fig. 10. Savoji algorithm operating on low noise signal

for the proposed algorithm. As can be seen, the proposed
algorithm is not confused by the di�erence between back-
ground noise and speech. As desired, it �nds most of the
signal to be silence.

Experiments were also conducted using an actual
video conferencing system, Xphone (Eleftheriadis et al.
1994), based on workstations interconnected over an
Ethernet network. The simple di�erence-based algorithm
used in Xphone was substituted with the proposed one,
with very good results. Most noticeable was the elimina-
tion of the frequent false positives in which the algorithm
removed segments of speech, mistaking them for silence.

6 Conclusion

We have posed the silence detection problem in a mul-
timedia communications environment. These environ-
ments are characterized by their packet-based data han-
dling and communication facilities, as well as a vary-
ing degree of QoS support (i.e. bandwidth and delay).
We have identi�ed several requirements for e�cient use
of silence detection, namely elimination of only inter-
sentence (or longer) silence, low complexity, and low de-
cision delay. Due to the particular structure of multime-
dia communication systems, existing algorithms cannot
be easily accommodated.

We have presented a novel algorithm for silence de-
tection, based on the small and large signal behavior
of the speech waveform in the �-law domain. The algo-
rithm exploits the �-law non-linearity instead of trying
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Fig. 11. Proposed algorithm operating on low noise signal

to sidestep it, hence allowing a particularly fast and ro-
bust design. It outperforms others in its class of com-
plexity. Aside from the simple magnitude detector, it is
the simplest in its class: it has only one �lter, performs
no �-law transformations, requires very little memory,
and only removes silence through frame truncation. Im-
plementation and experimentation in an actual desktop
video conferencing system proved to have diminishing
e�ect on the degradation of the quality of speech, while
facilitating a low end-to-end delay.
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