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Abstract:

This paper reports our progress in developing an advanced video-on-demand (VoD) testbed, which will be
used to accommodate various multimedia research and applications such as Electronic News on Demand,
Columbia’s Video Course Network, and Digital Libraries. The testbed supports delivery of MPEG-2
audio/video stored as transport streams over various types of netaugrk& M, Ethernet, and wireless.

Both software and hardware video encoders/decoders are used in the testbed. A real-time video pump and
a distributed application control protocol (MPEG-2's DSM-CC) have been incorporated. Hardware decod-
ers and set-tops are being used to test wide-area video interoperability. Our VoD testbed also provides an
advanced platform for implementing proof-of-concept prototypes of related research. Our current research
focus covers video transmission with heterogeneous quality-of-service (QoS) provision, variable bitrate
(VBR) traffic modeling, VBR server scheduling, video over Internet, and video transmission over IP-ATM
hybrid networks. An important aim is to enhance interoperability. Accommodation of practical multimedia
applications and interoperability testing with external VoD systems has been undertaken recently.

Keywords — Video on Demand, Interactive Video, Video Interoperability, Video Servers, MPEG-2 Video
over ATM, Internet Video

1. Introduction

At Columbia University, we are developing a VoD testbed with advanced features of video storage, coding,

manipulation, transmission, and retrieval. The main objective is to use this testbed as a platform for state-
of-the-art multimedia research and application development. Among the potential applications are Colum-
bia’s Electronic News System, Digital Libraries, Interactive Video Courses on Demand, and other interac-

tive multimedia applications.

Development of advanced VoD systems has been a prominent subject in research as well as commercial
trials of broadband interactive audio/visual services in industry. Although some economic issues still exist
and prevent large-scale deployment of VoD and interactive video services, designing a full-function VoD
system for general multimedia applications remains as a critical technical challenge and requires extensive
interdisciplinary research. Much related work has been reported in the literature. The VoD workshop held
at Columbia University [3] includes informative discussion participated by many researchers involved in
testbed development, commercial trials, and new media applications. Several special issues in the literature
also include comprehensive information about the state of the art technology [1, 2]. Specific technical
approaches for individual components can be found in various fields as well. For example, dedicated stor-



age architectures for real-time multi-access have been studied in [9, 10, 11, 12, 13]. Systematic approaches
to the design of video servers (VS) are reported in [14, 15, 16, 17]. Innovative methods for indexing/
searching images by image contents were addressed in [4, 5, 6, 7, 8]. In addition, many field trials of VOD
services using proprietary high-performance VS technologies have made news headlines. Lastly, a major
international forum, DAVIC, has been active in specifying standards for critical protocols and interfaces
for achieving interoperability between various audio-visual applications [18]. In June 96, we organized the
first international interoperability event to test interoperability among clients and servers developed by dif-
ferent organizations. A total of eight organizations participated in the event [19]. Description of the test
process and result is included in another paper in this special issue [31].

Our testbed has several features which distinguishes it from other testbeds. The most important feature is
the support for heterogeneous networks. Our testbed supports delivery of multimedia information over
ATM, wireless, and Ethernet. Connected to these networks are different types of clients with different
guality requirements. We have digital set-top boxes that are connected to ATM networks to handle high
quality video, PCs/workstations with hardware/software decoders, and mobile terminals with hardware/
software decoding capabilities. The bitrate and quality of the delivered stream varies depending on the
capabilities of the client. While hardware decoders connected to ATM network can handle high quality
video at very high bitrates, the software decoders and mobile clients have to settle for lower quality video
at lower bitrates. This has influenced our server design. We have designed a server that supports all these
different networks and quality requirements.

This paper provides details on the different components of our testbed, clients, server, networks, and con-

tent. Overall architecture and design goals are presented in section 2. VOD clients are discussed in section
3, server architecture and design issues in section 4, network issues in section 5, content encoding in sec-
tion 6, and finally related research activities are presented in section 7.

2. Architecture and Design Considerations

Right from the outset our goal was to design a testbed that will serve as a vehicle to conduct research and
supports differentlassesof users. Figure 1 shows the components of the testbed. Starting from the right,

the end-users can be classified into 4 classes depending on their decoding capabilities and network connec-
tivity. Class 1 users are located on campus and are connected to the campus Ethernet, class 2 users are
located on campus and use mobile terminals, class 3 users are connected to the testbed via Internet, we
classify them as remote users and class 4 users are connected via local or wide area ATM connections.
Each of these classes require different QoS and are served by the same server. The wide area connectivity
to GTE labs in the Boston area is used to understand the effects of video transmission over wide area net-
works.

Figure 2 shows the high level architecture of the testbed. The client shown can belong to any one of the 4
classes mentioned above. Each client maintains two connections to the server during a session. A bidirec-
tional connection for user control and a unidirectional connection from server to the client for video deliv-
ery. The level 1 gateway functionality allows the clients to select a server before establishing a connection.
When a client selects a server, it is connected to the application server which allows it to browse the direc-
tories available on the server and select videos. Example functions and components in the application
server includes Service Gateway, Directory Service, and File Service. When a video is selected, the appli-
cation server invokes a video-pump process which delivers the selected video.

The envisioned applications include Interactive News on Demand and Video Courses on Demand. These
applications stress the importance of real-time interactivity and multi-user access efficiency. The research
issues driven by these applications are briefly discussed later on in Section 7.
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3. Client

The client-side platforms may be composed of workstations, PCs, mobile terminals, or stand-alone set-
tops. Both MPEG-1 and MPEG-2 decoders are already available for PCs and consumer electronics prod-
ucts. ATM adaptors on workstations and PCs are also on the brink of wide proliferation. Due to the highly
asymmetric complexity in MPEG coding and multiplexing, the client side capability will not be a bottle-
neck in the end-to-end real-time data pumping chain. There are still some design issues, however, such as
the trade-off between decoder complexity and scalable video coding, and the trade-off between the client-
side buffer space and stream playback interactivity. These issues need to be investigated from a global, sys-
tem-level perspective.

We have implemented software-based MPEG-2 decoder and playback routines with VCR interactive con-
trol functions on several workstation platforms. Hardware decoders (both MPEG-1 and MPEG-2 trans-
port) are available for attachment to these general-purpose platforms. The mobile terminals are based on
notebook computers with wireless Ethernet adapters and MPEG-2 decoders. Dedicated hardware set-tops
with specific network interface modules are currently provided by external partners. In order to maintain
maximal flexibility and extensibility, we focus on the general-purpose computing platforms at this stage.
Thus, we do not require the use of real-time operation systems on the client side. As mentioned above,
using the hardware transport stream decoders will reduce the processing load of the client computer and
therefore may avoid the need of real-time operation systems.

To make the access simple and have an uniform user interface for all platforms, we have developed web-
browser based client interfaces. Figure 3 shows the snapshot of the user interface. Figure 4 shows the con-
trol and data flow paths between a server and a client with a web-browser interface. An user connects to a
server by accessing a web page with a list of all the available servers. When a server is selected, the server
ID is passed to the DSMCC interpreter by the command dispatcher. The DSMCC interpreter listens on a
TCP port which does not change during a session. The information returned by thes ggrireresponse

to the directory::list operation, is passed back to the client. When a video playback is requested, the video
is delivered to the client directly by the server through the video pump.
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For user interaction with the server we have adopted DSMCC [21] user-user primitives. DSMCC UU
primitives allow a user to connect to a server, browse a server’s directory hierarchy, select a service, make
gueries, and play videos interactively. We have implemented a subset of these primitives kooken as
interfacesthat will allow the users to connect to a server, browse directories, and play videos.

4. Server

Optimization of the overall VOD system performance requires a balanced system approach in exploring all
the critical design factors for the video server. Fundamentally, it's a real-time data pumping problem —
how to store massive video streams in a hierarchical storage unit (including memory, disk, tape, and ter-
tiary storage), move them through the I/O interface and memory, and then pump them to the network inter-
face. Careful data layout within the storage hierarchy, efficient real-time scheduling, and admission control
mechanisms are all required in optimizing the system performance. We are investigating all these research
issues in designing our video server.

Our server platform currently includes an SGI Onyx multiprocessor graphics computer as a super-server
(with 6 CPUs and 1GB of memory), and clusters of workstations as distributed servers. The Onyx super-

server is equipped with the high-end computing power and 3D-graphics capabilities that are needed in

many interactive multimedia applications and real-time video manipulations. Dedicated disk array second-

ary storage is connected to the server, while local storage systems are available on distributed worksta-
tions. The server's communication interface is enhanced by the connection to an ATM LAN, which in turn

is connected to an external ATM WAN.

The main components of the video server include, a video pump for real-time CBR video stream retrieval,
and an application server high-level control/management entity as shown in Figure 2. The former is
responsible for retrieving the video stream from the storage unit to the network and guarantee real-time
performance. Our video pump is a generic design with support for different network interfaces (e.g., TCP/
UDP/IP and ATM) and video types (e.g., MPEG-1 and MPEG-2). We take advantage of the multiprocessor
architecture and the real-time process scheduling control of the Onyx machine to achieve real-time guaran-
tees at a certain temporal granularity (e.g., 50 ms) [22]. For typical MPEG-2 video rates and ATM Service
Data Unit (SDU) sizes, the temporal resolution at this level is sufficient.

The application server allows an user to select content and is responsible for forwarding the playback con-
trol commands such as pause and resume to the video pump. The application server and the video pump
are two different software objects with a well defined CORBA interface. This interface allows the applica-
tion server to launch the video pump on a remote machine thus supporting a distributed video pump. When
ever an user selects to play a video stream, a new video pump process is launched. The video pump archi-
tecture is shown in figure 5. Each video pump object consists of three separate threads, one for control,
reading and interpreting the commands from the application server, one for reading video data from the
disk and one for writing data to the network. In case of our video server, the reader and writer threads run
on separate processors on the multiprocessor SGI-ONYX.

The video data is stored on the disks in the form of multiplexed MPEG-2 transport streams. The video
pump reads this data and schedules the video packets for writing to the network interface. The scheduling
schemes vary depending on the network types. In the case of ATM, two MPEG-2 transport stream packets
are mapped to 8 ATM cells. The shorter PDU size significantly reduces the performance of the video
pump. However an increase in the PDU size will result in an increase in PCR jitter. This increases the
buffer size on the client to do de-jittering. This is a design trade-off which affects only the cost hardware
decoders. In the case of software decoders, the buffer size can be increased and hence the PDU size with-
out affecting the end quality. The video server adjusts the PDU size depending on the client so as to keep
the performance as high as possible.
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5. Network

Our testbed is composed of different types of networks, ATM, IP, and wireless. The ATM network is com-
posed of four ATM switches and is connected to the ATM networks on medical, and Earth Science cam-
puses. The network is connected to the external testbeds via NYNEX ATM network. We had a wide area
connection to GTE labs during Jul.-Aug. ‘96. This connection was used to study the effect of wide area
networks and public ATM switches on the quality of video delivered. Studies were done specifically
related to the measurement of cell delay variation and the effect of cell delay and cell loss on the perceived
quality of the video delivered. All the measurements were made with the HP Broadband analyzer and the
network impairment module. In the case of ATM network, the bidirectional control channel uses IP over
ATM and video is delivered over ATM with AAL 5 adaptation.

The IP network is composed of Ethernet and wireless. The wireless network is composed of several wired-
to-wireless gateways and supports mobile IP. The mobile terminals use a wireless Ethernet adapter with a
maximum throughput of 2 Mbps. But video streams of up to 700 Kbps are used in mobile terminals as
guality degrades at higher rates. For the user control information, TCP is used while UDP is used to deliver
video to clients. The software decoders running on PCs can decode streams of up to 600 Kbps in real-time.
To deliver video information at different rates for different classes of clients, a dynamic rate shaping (DRS)
strategy is used [23]. DRS allows the server to reduce the bitrate of the video stream accordingly depend-
ing on the type of the network and the network conditions.

6. Content Generation

All visual material will be stored on the video server in a compressed form (e.g., MPEG-2 transport
streams and MPEG-1 system streams). In order to reduce the time spent in content preparation, it is desir-
able to have fast encoding, packetization, and multiplexing tools. For live video production, real-time
encoding facilities are required. We use MPEG-2 hardware encoder to compress audio and video. To mul-
tiplex the audio and video we rely on our software. We also use our software encoder to generate scalable
MPEG-2 streams. Our software encoder and transport stream multiplexer currently run at a speeds lower



than real time. The rapid advancement of today’s computing technology, however, will hopefully resolve
this problem soon. We should note that, for stored-video applications such as video on demand, an off-line
non-real-time video coding facility is generally sufficient. For MPEG-1 video compression, a real-time
hardware-based system hosted on a PC is utilized, generating MPEG-1 system streams (including both
video and audio).

We have developed flexible software facilities for digitizing and encoding video from various sources (e.g.,
live camera, VCR, and LD player) and various domains (e.g., recorded lecture video, general movies, and
test video from the public domain). Columbia’s MPEG-2 software encoder (a full implementation, includ-

ing all scalability profiles) is utilized to compress the video sequences, generate the video elementary
streams, packetize the elementary streams, and multiplex multiple packetized elementary streams (PES) to
MPEG-2 transport streams. Timing information is captured by time stamps at different layers of the com-
pressed bit streams, such as decoding time stamps, presentation time stamps, and program clock refer-
ences, in order to maintain synchronization at different levels. Multimedia data such as text, graphics, and
audio may be multiplexed into the transport streams as well, as described in the MPEG-2 system standard.

The bit rate allocation of each video stream depends on the type of the video source. In addition to the con-
stant bit rate MPEG-2 main profile video streams, we also use hybrid scalable MPEG-2 coding to generate
scalable video streams. We combine the spatial scalability and SNR scalability modes to produce three dif-
ferent layers of video. The base layer has a small spatial size and is suitable for video browsing and pre-
view functionalities. The first enhancement layer increases the spatial size and keeps the video signal
guality (i.e., SNR values) at a consistent level. The second enhancement layer improves the signal quality
as well as the spatial resolution. The experimental bit rate allocations selected are shown in Table 1. Based
on our preliminary and subjective evaluations, the base and first enhancement layers provide a subjective
guality comparable to VHS video quality, while the highest layer provides a subjective quality comparable
to that of a LaserDisc. The decision of whether to use scalable video coding or not should be based on the
application types, system capacity, and encoder/decoder capabilities. There are currently no commercial
scalable MPEG-2 hardware decoders available; scalability, however, is desirable in heterogeneous environ-
ments including different networks (wired and wireless), different client processing/display capabilities,
and different user preferences.

7. Research Issues

In addition to accommodating development of advanced multimedia applications, Columbia’s VOD test-
bed also serves as an experimental environment for implementing proof-of-concept prototypes for
advanced engineering research. The availability of an end-to-end comprehensive testbed is actually very
critical to many research projects which have cross-disciplinary nature. For example, optimization of the
video server storage unit cannot be isolated from research on video transmission over networks. There are
strong interactions between the server scheduling/buffering mechanisms and network transport mecha-
nisms. These interactions are best understood in an actual experimental testbed covering end-to-end com-
ponents. We discuss several major research areas highly related to the VOD systems in the following
sections.

7.1. QoS guarantees in VOD Services

A key issue in a VOD service and in any video service is to provide an acceptable Quality of Service (Qo0S)
to the end-user. This QoS is a function of many parameters, such as the frame loss frequency, blocky
effect, audio and video synchronization (lip synchronization), chroma stability (i.e. in NTSC display sys-
tems). Some of these parameters are not easily quantifiable since they depend on the subjective perception
of the viewer. The QoS at the video client reflects how the original video stream has been delivered from
the remote video server, where concepts of semantic transparency and time transparency characterize the
performance of video services over networks. Such services require specific constraints regarding the



delay, specifically the delay variation or jitter, experienced across the connection, as well as constraints
regarding the rate of errors acceptable in order to have a guaranteed end-to-end QoS, from video server to
video client. Therefore, an important question for VOD is how to map a specific QoS required in the video
client into a QoS specification for the video server and network.

To answer this question, we have developed a novel and simple approach for mapping QoS from video
server to video client, by using a generic model which can incorporate any VOD system [22]. We then pro-
vide an example of this methodology by applying it to the Columbia VOD testbed. The goal of our model
is to provide an end-to-end QoS. In other words, we are examining how impairments in the video server,
network and video client affect the quality of the video perceived by the end user. Since VOD is a point-to-
point service, we provide QoS guarantees per individual stream rather than over an aggregate video traffic
in the video server or network switch. Using this methodology we then derive an admissible region of traf-
fic load in the video server which guarantees QoS end-to-end.

7.2 VBR Video Retrieval Scheduling

Variable-bit-rate (VBR) video usually allows for better tradeoff between video quality and network band-
width. However it also demands more intelligent scheduling algorithms to guarantee the quality of service.
In this research we investigate techniques to enhance our VoD testbed with video servers supporting both
constant bit rate (CBR) and VB&talablevideo. Our goal is to support heterogeneous clients and video
interoperability.

In a generic model, the video server has a disk retrieval scheduler and a network stream scheduler. The
disk retrieval scheduler determines how video data for multiple, concurrent video streams are to be trans-
ferred from the disk arrays to the memory buffers of each storage computer. The network stream scheduler
determines how video data is to be transmitted from the memory buffers into the ATM switch for transmis-
sion to the clients. In our research, we found that the video server disk retrieval schedulers are critical in
maximizing resource utilization for the retrieval of VBR video [32]. Note that the disk retrieval schedulers
are different from disk head schedulers and operate over different time cycles.

Currently, we are investigating the network stream scheduler mechanism and also the interaction between
the disk retrieval scheduler and the network stream scheduler. The network stream scheduler determines
the transmission of stored VBR video over the ATM network. There is a fundamental difference between
the transmission of stored VBR video for VoD applications and the transmission of real time VBR video
for broadcast and conference applications. In our research we are maximizing the advantage of having a-
priori knowledge of the data trace of stored video to optimize the network stream scheduling.

In order to achieve maximal interoperability, we are investigating issues of scheduling real-time retrieval
of scalable MPEG-2 video. The MPEG-2 standard allows several methods of scalable video coding (e.g.,
combination of spatial, signal-to-noise ratio, data partitioning and temporal scalability for up to three layer
coding). An example hybrid three layer scalable coding scheme consists of the base layer providing the
initial resolution of video, a spatial enhancement layer enabling the upsampling and increase in frame size
of the base layer, and an SNR enhancement layer to increase the visual quality of the (base+spatial
enhancement) layers of video. Specifically, we have developed a progressive display scheme, in which the
video server supports a high degree of interactivity for the base layer of video, while the successively
higher scalable layers have progressively lower interactivity. This improves the performance of the video
server, since in general more computing resources have to be reserved at the video server to support a
higher degree of interactivity.

7.3 Internet Video

One of our current research effort is to enhance the interactive video service over Internet. Most techniques
for developing video services in networks without QoS, i.e. Internet, involves an explicit attempt at avoid-
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ing network congestion. Clearly, network congestion hurts the performance for all users of the network.
The goal is to send only the data that can fit into the network at a particular time. This requires an estimate
of the bandwidth in the network. Much work has been done in the past regarding bandwidth estimation
[24,25]. However, providing good quality networked video requires innovative solutions from both the net-
working and image processing perspectives. Past attempts at solving the problem of video services over
non-QoS networks have tried to isolate the problem as being purely networking. This has resulted in crude
techniques, such as frame dropping, for forcing high bandwidth video streams through small bit pipes [26].

We are currently implementing a solution based on this dual-perspective approach. Namely, we are con-
cerned with both the difficulties of bandwidth estimation as well as developing a methodology for shaping
compressed MPEG-2 streams to a continuum of possible bandwidths. This technique is called Dynamic
Rate Shaping (DRS) [23]. In its simplest form, DRS selectively drops coefficients from the bit stream
which are least important in terms of image quality. This gives us the ability to dynamically change the bit
rate of a pre-compressed stream.

7.4 Video Transmission Over IP-ATM Hybrid Networks

Another approach we take for developing advanced Internet video service deals with a realistic, hybrid net-
work environment including both ATM and IP networks. Recent research on Internet audio and video ser-
vice has resulted in a draft internet standard for transporting real-time data known as Real Time Transport
Protocol (RTP) [27]. At the same time there is a lot of interest in integrating IP class of services with ATM
services [28, 29]. In this effort we investigate the issues related to the transmission of video over ATM-IP
hybrid networks. RTP essentially contains two protocols, RTP for transmitting video packets and RTp
Control Protocol (RTCP) for little control and identification functions. RTP relies on lower layers for trans-
port functionality. UDP is used in the IP segment as it is light weight. In the ATM part of the network,
AALS is used for this purpose. Some of the goals of this project are enlisted below:

RTP does not specify how to transmit MPEG bitstreams over RTP. One method for mapping of MPEG 2
bitstreams to RTP payload is specified in IETF drafts [30]. However the specified mapping uses MPEG 2
presentation time stamps in the RTP packets and so is not suitable for jitter measurements, especially if the
jitter information is used for source flow control or source rate shaping described above. We are develop-
ing a more appropriate method for payload mapping that addresses these issues will be designed.

RTCP, the control part of RTP, provides feedback to the source on the packet jitter and packet loss. Packet
loss is usually caused because of buffer over flows in the network and indicates network congestion. Packet
jitter could be because of queueing delays of packets in intermediate nodes and could be indicative of the
network state. This information is used by the source (video server) to alter its data rate. Algorithms for
flow control based on the RTCP feedback will be designed.

In an IP network using UDP, packet losses are imminent. Error concealment and recovery algorithms to
tolerate packet loss are necessary to improve the quality of delivered video.

9. Conclusion

We have developed a state-of-the-art VoD testbed following a design approach that allows to have flexible
components at the same time adapting to emerging open standards such as DAVIC. Our testbed was the
central component of the global interoperability event organized here at Columbia University. With the
campus-wide multimedia applications and video interoperability tests as the initial driving forces, we are
building a VOD testbed with advanced capabilities of audiovisual representation/storage/retrieval/trans-
mission. The testbed serves as an advanced prototyping platform for both engineering research and practi-
cal applications. It also facilitates the interaction between engineering researchers and application
practitioners.
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Our testbed has an entire spectrum of clients and networks and is very flexible to implement and validate
new methodologies, algorithms, and applications. On the research side, our focus at this point covers inno-
vative video server design, content-based video traffic modeling, heterogeneous QoS provision through
multi-resolution coding and dynamic rate shaping algorithms, innovative compressed-domain video
manipulation, and packet video transmission over ATM and IP networks.

Many practical applications are being developed in this VOD testbed, including Columbia’s Interactive

Electronic News Experiment. Through the close interaction of research undertaking and application devel-
opment, we expect that this testbed development effort will help to achieve significant technological

advancements in the general areas of video on demand and future interactive video.
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