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ABSTRACT:The Columbia VoD testbed is used
to study the impact of extreme conditions of im-
pairments (delay variation, loss and error) on the
Quality of Service (QoS) for VoD. The goal of our
experiments is to assess the subjective QoS perfor-
mance perceived by the end-user under di�erent
testing scenarios and extreme ATM impairment
conditions. These scenarios comprise di�erent
combinations of video server mode of transmis-
sion, impairments and type of video client used.
The results of our experiments allow us to get valu-
able information for the design of video servers
and video clients.

1. INTRODUCTION

The new service of Video-on-Demand (VoD) will
transform the television into a smart, interactive
device capable of searching and providing inter-
active communications. Content will include �rst
run releases, old classics, and other collections of
movies and television shows not necessarily found
in video stores [1]. However, the widespread ac-
ceptance of VoD will depend strongly on the abil-
ity to provide a user friendly interface and a re-
�ned quality of audio and video to the end-user.

A generic VoD system consists of three com-
ponents: video server, network and video client.
Concepts of semantic transparency and time
transparency [2], [3] characterize the QoS perfor-
mance of video services over networks. Such ser-
vices require speci�c constraints regarding the de-
lay, speci�cally the delay variation or jitter, ex-
perienced across the connection, as well as con-
straints on the rate of errors from video server to
video client.

The Columbia VoD testbed [4] is used to study
the impact of extreme conditions of impairments
(delay variation, loss and error) on the Quality
of Service (QoS) for VoD. In previous work, we
studied the impact of the video server architecture
and of a long distance and multi-switch connection
on the end-to-end QoS in VoD services.

Two di�erent scenarios can be considered when
a VoD system is analyzed. The �rst is when the
video server and the video client are connected
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to the same ATM-LAN. In this case, the main
source of QoS degradation is the video server since
the low utilization of such networks prevents the
switches from building up signi�cant congestion.
That is the case for the experimental results ob-
tained in the Columbia VoD testbed [5]. The
second scenario is when the video server and the
video client are interconnected through an ATM-
WAN. In this case, the switches along the connec-
tion introduce QoS degradation since the utiliza-
tion of the network is higher than in the ATM-
LAN case [6].

In this paper, we concentrate on the subjec-
tive QoS viewed on the video client under extreme
ATM impairment conditions. The goal of our ex-
periments is to assess the subjective QoS perfor-
mance perceived by the end-user under di�erent
testing scenarios. These scenarios comprise di�er-
ent combinations of video server mode of transmis-
sion, impairments and type of video client used.
Overall, more than 300 combinations have been
tested and taped (about 11 hours of video mate-
rial). The video material is assessed according to
ITU methodology [7].

The results of our experiments allow us to get
valuable information for the design of error protec-
tion and concealment systems in video server and
video client respectively, synchronization recovery
mechanisms in the presence of jitter, as well as
what kind of tra�c contract we have to establish
with the network in order to provide a good QoS
under cost constraint.

The organization of this paper is as follows.
The VoD testbed is presented in Section 2. In
Section 3 the video streams used, the impairment
scenarios and the methodology for subjective QoS
evaluation are presented. Section 4 presents the
performance results of our experiments and their
implications on video clients. In Section 5 some
concluding remarks are given.

2. VIDEO-ON-DEMAND TESTBED

In this section we describe the VoD testbed used in
our experiments. Figure 1 shows the portion of the
Columbia VoD testbed used in our experiments.
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Fig. 1. Columbia VoD Testbed - Network Impairment
Emulation.

2.1 Video Server

Our video server is implemented in software using
a general purpose UNIX workstation. Speci�cally,
it includes a Silicon Graphics ONYX 6-processor
system running IRIX 5.3. The video content is
stored on an array of disks in MPEG-2 Transport
Streams (TS) [8] format, that is to say, a consecu-
tive number of 188-byte MPEG-2 TS packets. The
video server reads these packets and constructs
AAL-5 Protocol Data Units (PDU) with a Service
Data Unit (SDU) size of N MPEG-2 TS packets
(N = 2; 3; : : :). These PDUs are pumped over the
ATM network either in Constant Bit Rate (CBR)
or Variable Bit Rate (VBR) mode compliant to
the ATM Forum and DAVIC recommendations on
VoD [9], [10], [11]. Figure 2 shows the AAL-5
adaptation of an MPEG-2 stream into ATM cells.

188 bytes

H 4bytes≥

MPEG-2 TS packet

188 bytes

H 4bytes≥

MPEG-2 TS packet

376 bytes 8 bytes

SDU

PDU Trailer

PDU

53 bytes 48 bytes
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Fig. 2. AAL-5 Adaptation of an MPEG-2 Transport
Stream into ATM Cells.

For the network interface, a ForeRunner SBA-
200 ATM VMEBus Adapter is used. This adapter
allows us to control how equispaced cells sent over
a PDU period are, in the case of CBR transmis-
sion.

2.2 ATM Network and NEM

The Virtual Circuit (VC) established between the
video server and the video client traverses two
ATM switches and is routed through an ATM
Network Impairment Emulator (NEM) [12]. This
NEM impairs cells of a speci�c VC by injecting

cell delay variation, cell errors or cell losses. The
impairments are generated according to di�erent
distributions and statistical values associated with
them.

2.3 Video Clients

On the client side, we use two types of video
clients. The �rst type, Client A, uses a digi-
tal set-top-box with direct ATM connection (DS3
line). The output of the decoder is connected
to an NTSC TV monitor. The second type,
called Client B, uses a personal computer with an
MPEG-2 TS decoder and ATM Network Interface
(OC3 line) boards.

Client A is an all hardware solution which can
decode up to 15 Mbps MPEG-2 TS Streams (CBR
and VBR). It only permits the reception of small
PDUs (N = 2 or SDU size of 376 bytes). This
condition is imposed by memory constraints on
the video client in order to minimize its cost. This
type of video client discards incoming corrupted
AAL-5 PDUs (i.e., with wrong CRC �eld in the
PDU trailer).

Client B allows the reception of bigger PDUs
(N < 21 or SDU size of 3,948 bytes) by expanding
the kernel memory of the operating system (Win-
dows NT). Its ATM driver can be programmed to
deliver corrupted PDUs to the video decoder. Ta-
ble I summarizes the main features of each type
of client.

TABLE I

Main features of Client A and Client B

Feature Client A Client B

Type Set-Top-Box PC
CRC Check Check/ No Check
Mode CBR/VBR CBR
SDU N = 2 N = 2 : : :21

3. TESTING SCENARIOS

Once the VoD testbed is described we de�ne the
testing scenarios in which the subjective QoS as-
sessment takes place.

3.1 Testing Video Streams

We use two types of MPEG-2 TSs in our testing
(Table II). The �rst type of video streams, en-
coded from the movie Robin Hood, has an average
bit rate of 2.9 Mbps which corresponds to VCR
quality. The second type of video streams, called
Ice Skating, has an average bit rate of 5.4 Mbps
which corresponds to digital TV quality. For each
type of video stream, Robin Hood and Ice Skating,
we have one CBR stream and two VBR streams
with 10 and 15 Program Clock References (PCR)
per second, respectively. The PCR frequency con-
trols the variability of the rate for MPEG-2 VBR
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transmission, since the bit rate is constant be-
tween a pair of consecutive PCRs [10]. The min-
imum duration for all streams is about 100 sec-
onds, the streams are looped to obtain an arbi-
trary video stream length.

TABLE II

MPEG-2 TS testing sequences

Video Mode PCR Avg. Peak length
(sec�1) (kbps) (kbps) (sec)

robin CBR 10 2,902 2,902 106
ice CBR 10 5,346 5,346 112

robin VBR 10 2,987 3,981 104
ice VBR 10 5,500 10,547 115

robin VBR 15 3,361 5,227 93
ice VBR 15 5,607 20,423 113

3.2 Impairment Scenarios

Table III shows the di�erent impairment scenarios
used in our testing. All scenarios with the excep-
tion of scenario VBR use CBR streams. Client A
and Client B are compared in all scenarios except
in scenario PDU SIZE, which uses Client B, and
scenario VBR, which uses Client A. The default
SDU size is 376 bytes (8 ATM cells) for all sce-
narios except for scenario PDU size. Each type of
impairment generated by the NEM emulates dif-
ferent extreme conditions in the network.

TABLE III

Impairment Scenarios

CELL ERROR

Test Parameter Test Parameter

robin Uniform
RATE ice Exponential

ERROR f1,2,3,4g DISTR. Normal

PDU LOSS PDU SIZE

Test Parameter Test Parameter
Deterministic Check
Exponential CRC No check

DISTR. Normal BURST f1,2,4,8g
Last Equispaced
Any CDV Burst

LOCATION Not last 376,752
BURST f1,2,4,8g SDU 2632

CDV VBR

Test Parameter Test Parameter
Burst ERROR f1,2,3,4g

CELLS Equispaced LOSS f1,2,4,8g
Binomial CDV Binomial

DISTR. Geometric PCR 10,15

3.2.1 CELL ERROR

Errors in cell payloads emulate bit errors (sin-
gle or consecutive) caused by noise in transmis-
sion media. First, we test the impact of the video
stream rate on the video clients under di�erent

cell error probabilities. We use a deterministic
distribution with error rates ranging from 10�7 to
10�2. Second, we study the video client behavior
when cell errors are generated according to the
uniform, exponential and normal distribution. In
the case of the normal distribution, we consider
three coe�cient of variations (CV ): 0.5, 1.0, and
2.0. Finally, we consider the generation of 2, 3 or
4 consecutive bit errors in the cell payload instead
of isolated bit errors.

3.2.2 PDU LOSS

Cell losses emulate PDU overow in the video
client and errors in the cell headers, since they
provoke the lost of the entire PDU. First, we test
di�erent cell loss distributions, such as determin-
istic, exponential and normal (CV = 1). Second,
we focus on how the PDU loss is produced. The
PDU loss can be generated in the NEM by losing
the last cell of the PDU, by losing any cell of the
PDU or by losing any cell but the last one of the
PDU. Each of these policies have di�erent impli-
cations on the clients as we will see in Section 4.
We consider 10�5, 10�6, and 10�3 cell loss rates
of the last cell of the PDU. To obtain equivalent
PDU loss rates, for the other two cases, we divided
those cell rates respectively by 7 and 8. Finally,
we consider the case when the losses are generated
in bursts of 2, 4, and 8 PDUs.

3.2.3 CDV

Cell Delay Variation (CDV) emulates cell
bu�ering, network congestion, multiplexing delays
and QoS degradation of software video servers [5].
First, we study the impact of how cells are sent
over a PDU period (in a burst or equispaced) on
the video clients under CDV conditions. Second,
we test CDV generation under geometric and bi-
nomial distributions.

3.2.4 PDU SIZE

In this scenario, we study the impact of the
SDU size (Client B) under di�erent impairments
(i.e., CDV, losses in bursts). We also test the
implications of discarding or not discarding cor-
rupted PDUs by enabling or disabling the CRC
checking in the client.

3.2.5 VBR

In this scenario, we reproduce the previous sce-
narios, but using VBR streams instead of CBR
ones.

3.3 Subjective QoS

In order to asses the subjective QoS perceived by
the end user, users watch the video signal de-
coded on the video client in all tra�c scenarios.
The video material is assessed according to ITU
methodology [7]. Under this methodology, the
user grades the video material in a 5-value im-
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pairment scale, from impairment \Imperceptible"
to impairment \Very annoying" (Table IV). This
kind of subjective measurements more directly an-
ticipate the reactions of those who might use the
VoD system tested.

TABLE IV

Five-grade impairment scale (ITU-R BT.500.7).

Grade Impairment

5 Imperceptible
4 Perceptible, but not annoying
3 Slightly annoying
2 Annoying
1 Very annoying

4. SUBJECTIVE QoS PERFORMANCE

In this section, we present the subjective QoS per-
formance of the scenarios described in Section 3
in the video client. These scenarios have di�erent
e�ects on the display video, such as frame loss,
lip synchronization, scrambled picture, chopped
audio, frozen frame, frame repetition, jerkiness,
block e�ect, etc.

4.1 Performance of Scenario CELL ERROR

A bit error in an ATM cell payload causes an in-
correct CRC checking in the PDU containing the
MPEG-2 TS packets (see Fig. 2). A corrupted
PDU is discarded in Client A, after checking the
CRC �eld. Therefore, a single bit error causes the
loss of 8 ATM cells (for SDU size of 376 bytes). On
the contrary, Client B passes the corrupted PDU
to the decoder. The e�ect on the �nal QoS for
the latter will depend on the information carried
by those errored bits (i.e., header information or
payload in the Elementary Stream).

When we apply a deterministic distribution
with a cell rate of 10�6, a good picture quality
is obtained, for both streams and both clients.
For a cell error rate of 10�3, it is still possible
to recognize the audio but with an intense and
annoying e�ect on the video. We observe a slight
improvement on the quality in the low rate stream
Robin Hood over high rate stream Ice Skating for
the same cell error rate, because the number of
errors per frame is higher for the last stream.

The worst case scenario is given by the deter-
ministic distribution, because of the periodic na-
ture of the error pattern. When we test other
distributions (i.e., uniform, exponential, and nor-
mal), we observe that good quality is achieved
for a cell error rate of 10�5. In this case, we
observe a quality improvement on Client B over
Client A. Figure 3 shows two frames of the video
stream Robin Hood using CBR mode, SDU size of
376 bytes, single cell error with mean 10�4 and
exponential distribution. Figure 3-a corresponds

to Client A, while Fig. 3-b corresponds to Client
B. For this particular example, the video streams
were graded as \Slightly Annoying" and \Percep-
tible, but not annoying", respectively.

(a)

(b)

Fig. 3. Subjective QoS assessment. Robin Hood frame.
CBR mode, 376-byte SDU size, single cell error mean
of 10�4 and exponential distribution. (a) Client A

\Slightly Annoying", (b) Client B \Perceptible, but
not annoying".

Di�erent CV (i.e., 0.5, 1.0, and 2.0) do not
have an e�ect on the perceived QoS. In addition,
consecutive errors in the cell payload (i.e., 2, 3,
and 4) cause more visible block e�ect on the Client
B, but less frequent than in the single error case.
From the above results, we conclude that, in order
to guarantee a good picture quality we need at
least a bit error rate of 10�5 in the physical layer,
regardless of how these bit errors are distributed.
Moreover, a quality improvement is achieved when
corrupted PDUs are passed to the video decoder
instead of discarding them.

4.2 Performance of Scenario PDU LOSS

Client A and Client B detect the boundary of a
PDU by checking the third bit (AAU) of the pay-
load type �eld (see Fig. 2) in the cell header (i.e.,
\1" for the last cell of the PDU and \0" otherwise).
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The NEM can generate a PDU loss in three dif-
ferent ways. First, we can lose the last cell of the
PDU, that is to say, the cell with AAU=1 in its
header. For instance, for a SDU of 376 bytes (8
ATM cells), Client Awill detect a PDU of 15 ATM
cells but with a wrong CRC �eld. Therefore the
loss of the last cell of the PDU implies discarding
two consecutive PDUs. On the other hand, Client
B will identify and pass a larger wrong PDU to the
video client. Second, we can lose any cell of the
PDU but not the last one. In this case, the loss is
con�ned to one PDU, since the cell with AAU=1
is preserved. Finally, we can lose any cell of the
PDU. This case is a combination of the previous
ones.

A PDU loss probability of 10�3 provides a
\Slightly annoying" picture (i.e., block e�ect and
blanks) for both clients, for all the tested distri-
butions and regardless how the PDU loss is gener-
ated. In contrast, a PDU loss probability of 10�5

gives a good quality for both clients. However, for
a PDU loss probability of 10�4, the performance
of Client B is much better than Client A when the
PDU loss is not caused by the loss of the last cell
of the PDU. Therefore, the last cell of the PDU
has a great impact on the �nal QoS. Finally, both
clients are sensitive to bursts (i.e., congestion sit-
uations) of PDU losses. The bigger the burst, the
more noticeable the degradation.

4.3 Performance of Scenario CDV

When cells are sent in a burst, we have more toler-
ance to jitter than when cells are sent equispaced.
Obviously the implications in the tra�c contract
with the network are di�erent in each case. Client
B behaves better than Client A when cells are sent
equispaced. However, Client B has more problems
to receive the cells in burst since it uses a software
ATM driver.

TABLE V

Scenario CDV with a binomial distribution, Client A

and stream Robin Hood

Equispaced Burst

� � A � � A

0.01 0.0049 5 0.2 0.02 4
0.1 0.010 4 0.25 0.01 5
0.1 0.011 3 0.25 0.02 1
0.1 0.0125 2 0.3 0.005 1
0.1 0.015 1 0.3 0.01 1

For equispaced cells, we obtain good quality
when the mean of the geometric distribution is less
than 10 �sec. If the CDV is increased to 30�sec,
the QoS degrades rapidly.

If cells are sent in a burst at the beginning
of the PDU period, we have an \Imperceptible"
impairment for a CDV of 100�sec, a \Slightly an-
noying" impairment for a CDV of 175�sec, and

a \Very annoying" for 300�sec. The performance
with a binomial CDV distribution is much bet-
ter than the geometric case. The binomial distri-
bution is a more realistic assumption about the
CDV generated through the switches in the con-
nection [13]. Table V shows the evaluation of
Client A and stream Robin Hood for di�erent val-
ues of the mean (�) and standard deviation (�)
of the binomial distribution expressed in millisec-
onds. The greater the standard deviation, the
higher the degradation.

4.4 Performance of Scenario PDU SIZE

Some digital set-top-boxes only admit small PDU
size (N = 2) for memory cost constraints. This
is the case for Client A. The use of small PDUs
has an adverse e�ect on the performance of the
video server [5]. Client B permits the reception of
larger PDUs by expanding the kernel memory of
the operating system. The bigger the PDU size is,
the fewer the number of interruptions that occur
both in the video server and video client. This
fact allows the support of greater number of si-
multaneous video streams and higher bit rates. In
this scenario, we test for N = 4 and for N = 14,
which is the next PDU size, after N = 2, without
wasted bytes in the mapping process of MPEG-2
TS packets over AAL-5 [5].

For a normal PDU loss distribution with mean
10�3 and CV = 1, we observe a greater degrada-
tion when we use N = 14 instead of N = 4. This
is caused because more TS packets are lost in each
PDU. However, for bursts of PDU losses, in other
words, for congestion situations in the network,
we observe a severe degradation regardless of the
PDU size. We also observe a more robust behavior
in the presence of CDV, for N = 14. For instance,
we observe a \Slightly annoying" quality with a
binomial CDV distribution with � = 0:1 msec,
� = 0:015 msec and stream Robin Hood in the
case of N = 4. In contrast, for N = 14, we
can achieve similar quality for � = 0:2 msec and
� = 0:0125 msec.

4.5 Performance of Scenario VBR

In MPEG-2, VBR is constrained to be piece-wise
CBR, that is, the bit rate is constant between a
pair of PCRs [10]. VBR reception is only sup-
ported by Client A, since it can handle the recep-
tion of PDU of variable size (i.e., the last PDU
before a rate change can be shorter than the rest
of PDUs). The frequency of PCR controls the
smoothness of the tra�c pattern. The higher the
frequency, the higher the variability of the tra�c.

VBR mode is more robust to a PDU loss distri-
bution than CBRmode. In the VBR mode, we ob-
tain an \Imperceptible" impairment for a normal
(CV = 1) PDU loss distribution with mean 10�4

and stream Robin Hood. Under the same condi-
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tions, we obtain a \Perceptible, but not annoying"
impairment for the CBR case. The explanation of
this behavior is that in VBR the PDU loss is con-
centrated on the high bit rates area, where more
redundant information exists.

With regard to CDV, VBR mode is more sen-
sitive to CDV than CBR mode. For instance, we
need to apply a CDV binomial distribution with
� � 0:08 msec and � � 0:01 msec in order to
obtain an \Imperceptible" impairment for VBR
Robin Hood and 10 PCR/sec. In the case of CBR,
we can increase these values up to � � 0:25 msec
and � � 0:01 msec. When we test the VBR Robin
Hood with 15 PCR/sec, these CDV values are re-
duced to � � 0:06 msec and � � 0:01 msec, be-
cause of the higher variability of the tra�c pat-
tern.

5. CONCLUSIONS

From experimental measurements, we have pre-
sented the impact of extreme ATM impairment
conditions on the subjective QoS performance of
VoD. This paper complements our previous results
on video client architecture and long-distance VoD
connection. All of them are in the general frame-
work of the Columbia VoD testbed.

We have described the ATM VoD testbed used
in this paper, which includes a video server, two
ATM switches, a NEM module to generate im-
pairments and two di�erent types of video clients.
Five impairment scenarios have been considered,
covering cell errors, PDU losses, and CDV. Each
scenario represents an extreme condition in the
VoD system, such as network congestion, noise in
transmission media, bu�er overow, etc. In ad-
dition, we have considered both CBR and VBR
modes of transmission. The subjective QoS assess-
ment is done following the �ve-grade impairment
scale of ITU-R BT.500.7.

We have shown that 10�5 cell error rate in the
physical layer is enough to guarantee a good qual-
ity video. This quality can be enhanced when cor-
rupted PDUs are passed to the video decoder in-
stead of discarding them.

Preserving the last cell of the PDU (i.e., assign-
ing high priority) is essential to the provision of a
good QoS in the presence of PDU losses. Video
clients are very sensitive to congestion situations
which cause bursts of PDU losses.

Insuring that the CDV experienced by the
PDUs remains within certain bounds is critical for
the operation of MPEG-2 decoders. The perfor-
mance degrades rapidly beyond the CDV value
that causes dropping of cells in the video client.
The subjective QoS is also a�ected by the way
ATM cells are sent over the PDU period.

Furthermore, we have studied the impact of
the PDU size on PDU losses and robustness to
CDV. Finally, we have shown that VBR is more

robust to PDU losses, but it is also more sensitive
to the presence of CDV.

The results of our experiments allow us to get
valuable information for the design of error protec-
tion and concealment systems in video server and
video client respectively, synchronization recovery
mechanisms in the presence of jitter, as well as
what kind of tra�c contract we have to establish
with the network in order to provide good QoS
under cost constraint.
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