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Abstract. We introduce the concept of Dynamic Rate Shaping, a tech-
nique to adapt the rate of compressed video bitstreams (MPEG-1, MPEG-
2, H.261, as well as JPEG) to dynamically varying rate (and delay)
constraints. The approach provides an interface (or filter) between the
encoder and the network, with which the encoder’s output can be per-
fectly matched to the network’s quality of service characteristics. Since
the presented algorithms do not require interaction with the encoder,
they are fully applicable to precoded, stored video (as in, for example,
video-on-demand systems). By providing decoupling of the encoder and
the network, universal interoperability can be achieved. A set of low-
complexity algorithms for dynamic rate shaping is presented, and both
optimal and extremely fast designs are discussed. The latter are simple
enough to allow software-based implementation. Experimental results are
provided using actual MPEG-2 bitstreams.

1 Introduction

In applications of digital video communications there are many cases where con-
trol of the bit rate of video is needed, even after encoding has already taken place.
One example is video-on-demand services, in which transmission of precoded ma-
terial may occur over a wide variety of channels; multiresolution coding with too
many layers would be undesirable, due to the loss in coding efficiency. Another
example is transmission of real-time or precoded video material over channels
with limited or no quality of service guarantees (e.g. CSMA/CD LANs). Al-
though techniques have been developed to employ rate control for live sources
based on network feedback [4, 6], no solution is currently available for prere-
corded material. Similarly, consider a variable bit rate (VBR) video source that
is fed to an ATM virtual circuit: due to the difficulties in modeling VBR video
traffic, the traffic characterization used for admission control and policing will
not necessarily match that of the source. Instead of dropping vital information
at the source or in internal network nodes, an operation that would manipulate



the bitstream so that it complies with what the network can deliver would be
an extremely useful proactive measure against resource exhaustion.

Another environment that could potentially benefit from such post-encoding
rate control operation would be multipoint communication with mobile hosts:
since the mobile link 1s typically of much lower bandwidth than wired ones, by
reducing the video rate at the base-to-mobile link, wired participants would still
be able to utilize the full bandwidth available to them without being compro-
mised by the presence of wired ones. The same argument holds for heterogeneous
(at least in terms of bandwidth) internetworks.

Finally, an environment that continuously grows in importance is that of
general purpose computers. Due to the variety of network transport mechanisms
that can be employed and the potential use of video for non-communication ap-
plications, it is most likely that general-purpose (transport-independent) video
codecs will be used. It is desirable; then, to provide a mechanism that can grace-
fully interface the codec with the particular transport facilities used, if any.

In all the above cases, the common theme is the need to manipulate the
coded bitstream so that it complies with the bandwidth availability of the un-
derlying communication resources. In general, this manipulation is performed at
the transmitting host, just above the transport layer, and interfaces the coded
video bitstream with the transport service.

We refer to this rate manipulation operation as Dynamic Rate Shaping (DRS).
The term dynamic refers to the possibility that rate constraints are time-varying,
while shaping is used instead of rate control to: 1) differentiate with classical en-
coder rate control in which the variable rate of an entropy-coded bitstream is
matched to a fixed channel rate, and 2) to more accurately capture the poste-
rior (with respect to coding) nature of the operation. Note that DRS is quite
different from traffic shaping (e.g. in DRS the traffic’s average rate can change).
Also, DRS can be used in new types of hybrid guaranteed/best-effort services,
such as the ones described in [2].

In order for rate shaping to be viable it has to be implementable with reason-
able complexity and yield acceptable visual quality. With respect to complexity,
the straightforward approach of decoding the video bitstream and recoding it
at the target rate would be obviously unacceptable; the delay incurred would
also be an important deterrent. Hence algorithms of complexity less than that
of a cascaded decoder and encoder will be sought. In terms of quality, it should
be noted that recoding does not necessarily yield optimal conversion; in fact,
since an optimal encoder (in an operational rate-distortion sense) is impractical
due to its complexity, recoding can only serve as an indicator of an acceptable
quality range. As will be shown, regular recoding can be quite lacking in terms
of quality, with DRS providing significantly superior results.

We present a set of algorithms that solve the problem of dynamic rate shap-
ing for—possibly motion-compensated—block-based transform coders, including
MPEG-1, MPEG-2, H.261, and JPEG. After formulating the DRS problem in an
operational rate-distortion context, we derive both optimal and fast approximate
algorithm. The latter are shown to perform within 0.5 dB of the optimal ones (a



typically non-perceptible difference), hence providing a very good tradeoff be-
tween algorithmic complexity and visual quality. The complexity of the optimal
algorithm is shown to be less than that of an encoder, while for the fast approx-
imations it is shown to be significantly less than that of a decoder’s. While the
approach is applicable to any motion-compensated block-based transform codec,
the MPEG-2 [1] draft international standard is used for all simulation results
presented.

The structure of the paper is as follows. In Section 2 we formulate the prob-
lems of general and constrained dynamic rate shaping. In Section 3 we discuss
optimal and fast approximate algorithms for constrained rate shaping of intra-
coded pictures. In Section 4 we generalize the approach to tackle the mixed-mode
(I, P, and B) coding case. Finally, in Section ?? we present some concluding re-
marks.

2 Dynamic Rate Shaping

We define rate shaping as an operation which, given an input video bitstream
and a set of rate constraints, produces a video bitstream that complies with these
constraints. For our purposes, both bitstreams are assumed to meet the same
syntax specification, and we also assume that a—possibly motion-compensated—
block-based transform coding scheme is used. This includes both MPEG-1 and
MPEG-2, as well as H.261 and so-called “motion” JPEG. If the rate constraints
are allowed to vary with time, the operation will be called dynamic rate shaping.
Throughout the paper we assume that MPEG-2 is used as the video coding
syntax. For the benefit of the non-expert reader, in the following section we
briefly review MPEG’s main characteristics; an overview can be found in [7],
while the actual standard is detailed in [1].

2.1 MPEG-2 Overview

The algorithmic foundation of MPEG is motion-compensated, block-based trans-
form coding (H.261 falls in the same category). Each picture (either frame or
field for interlaced sources) is decomposed into a hierarchical structure consisting
of blocks, macroblocks, and slices (see Fig. 1). A block is an 8 x 8 array of pixels,
and is the unit for transform coding. A macroblock is an array of 2 X 2 luminance
blocks (the YUV format is used), together with the corresponding blocks of the
chrominance components (an additional 2 to 8 blocks depending on the chroma
format used). Macroblocks are the units of motion compensation and quantizer
selection, as discussed below. A horizontal strip of macroblocks forms a slice,
which is the unit for bitstream resynchronization (several recursively computed
quantities are reset at the beginning of a slice).

Fach block is transformed using the 2-D Discrete Cosine Transform (DCT),
and is subsequently quantized. Quantization is the sole source of quality loss in
MPEG, and of course a major source of compression efficiency. The quantized
coefficients are converted to a one-dimensional string using a zig-zag pattern
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Fig.1. MPEG picture structure and DCT coefficient zig-zag scanning pattern.

(Fig. 1) and then run-length encoded. Run-length codes jointly encode the num-
ber of consecutive zero DCT coefficients as well as the value of the next non-zero
coefficient. The motivation behind this approach is that typical pictures contain
large sequences of zeros in the zig-zag pattern after quantization, and hence
run-length coding can very efficiently represent them.

Fig.2. MPEG sequence structure and motion-compensated prediction reference pic-

tures.



There are three types of pictures in a video sequence: I, P, and B. I or
intra pictures are individually coded, and are fully self-contained. P pictures are
predicted from the previous I or P picture, while B (or bidirectional) pictures
are interpolated from the closest past and future I or P pictures. Fig. 2 shows a
typical pattern, including the pictures used as prediction references. Prediction
1s motion-compensated: the encoder finds the best match of each macroblock in
the past or future picture, within a prespecified range. The displacement(s), or
motion vector(s), is (are) sent as side information to the decoder.

In order to increase the coding efficiency, MPEG relies heavily on entropy
coding. Huffman codes (variable length codewords) are used to represent the
various bitstream quantities (run-length codes, motion vectors, etc.). As a result,
the output of an MPEG encoder is inherently a variable rate bitstream: the
ratio of bits per pixel varies from one block to the next. In order to construct a
constant bit rate bitstream (when needed), rate control is used. This is achieved
by connecting a buffer to the output of the encoder, that is emptied at a constant
rate (the channel rate). The buffer’s occupancy is fed back to the encoder; and
is used to control the selection of the quantizer for the current macroblock. High
buffer occupancy leads to more coarsely quantized coefficients, and hence less
bits per block, and vice versa. Through this self-regulation technique one can
achieve a constant output rate; clever design is needed in order to avoid buffer
overflows and underflows (if required by the channel), and to allocate bits so
that the best possible image quality is achieved.

MPEG MPEG
bitstream DYNAMIC bitstream

y RATE SHAPER | A y
B(t) Mbps B(t) Mbps

Constraint: B(t)

Fig. 3. Operation of a dynamic rate shaper.



2.2 DRS Problem Definition

The rate shaping operation is depicted in Fig. 3. Note that no communication
path exists between the rate shaper and the source of the input bitstream, which
ensures that no access to the encoder is necessary. Of particular interest is the
source of the rate constraints Br(t). In the simplest of cases, Br(t) may be
just a constant and known a priori, e.g. the bandwidth of a circuit-switched
connection. Tt is also possible that Bp(t) has a well (a priori) known statisti-
cal characterization, e.g. a policing function. Finally, another alternative is that
Br(t) is generated by the network over which the output bitstream is transmit-
ted; this could be potentially provided by the network management layer, or may
be the result of end-to-end bandwidth availability estimates (as in [4, 6]). The
objective of a rate shaping algorithm is to minimize the conversion distortion,
ie.

_omin - Aly —yl|} (1)
B()<Br(1)

Note that no assumption is made on the rate properties of the input bitstream,
which can indeed by arbitrary. The attainable rate variation (B/B) 1s in practice
limited, and depends primarily on the number of B pictures of the bitstream and
the original rate B(t).

Assuming that MPEG-2 (or, more generally, a motion-compensated block-
based transform coding technique) is used to generate the input bitstream and
decode the output one, there are two fundamental ways to reduce the rate:
1) modifying the quantized transform coefficients by employing coarser quanti-
zation, and 2) eliminating transform coefficients. In general, both schemes can
be used to perform rate shaping; requantization, however, leads to recoding-like
algorithms which are not amenable to fast implementation and, as we will see, do
not perform as well as selective-transmission ones. Consequently, in the rest of
this paper we only consider selective-transmission based algorithms, and more
specifically we address the particular case of truncation (a set of DCT coeffi-
cients at the end of each block is eliminated). This approach will be referred to
as constrained dynamic rate shaping.

The number of DCT run-length codes within each block which will be kept
will be called the breakpoint (Fig. 1). Assuming use of MPEG, and to avoid
certain syntax complications !, we require that at least one DCT coefficient will
remain in each block. Consequently, breakpoint values will range from 1 to 64.

3 Rate Shaping of Intra-Coded Pictures

In intra-picture rate shaping, there is no temporal dependence between pictures.
Consequently, the shaping error will simply consist of the DCT coefficients that

! These include recoding the coded block patterns, and reexecuting DC prediction
loops.



are dropped. It can then be shown that the DRS problem can be expressed as
follows:

N
- min {|ly—9l|} = min D; (b 2
B(1)<Br(1) : | zj;R,<B,>SBT<t>{; ) )

with

Di(bi) = ) [E' (k)] (3)

E>b;

where b; € {1,...,64} is the breakpoint value for block ¢ (run-length codes from
b; and up will be eliminated), N is the number of blocks considered, E?(k) is the
value of the DCT coefficient of the k-th run in the é-th block, and R;(b;) denotes
the rate required for coding block i using a breakpoint value of ;.

This constrained minimization problem can be converted to an unconstrained
one using Lagrange multipliers: instead of minimizing . D;(b;) given >, R;(b;),
we minimize:

min{ZDi(bi)-l-/\ZRi(bi)} (4)

Note that the two problems are not equivalent; for some value of A, however,
which our algorithm will have to find, their solutions become identical [8].

The unconstrained minimization problem can be solved using an iterative
bisection algorithm (on A), which at each step k separately minimizes D;(b;) +
AR;(b;) for each block. A similar algorithmic approach but in a different context
has been used in [3, 5, 8]. A short description of the complete algorithm is as
follows. We denote by RY(A) and Df(A) the optimal rate and distortion respec-
tively for block ¢ for that particular A (i.e. they minimize D; + AR;). We also
denote by b7 () the breakpoint value that achieves this optimum.

Lagrangian Optimization Algorithm

Step 1: Initialization
Set A; = 0 and Ay = oo. If the inequality:

N N
Z R:(Au) S Rbudget S Z R:(/\l) (5)
i=1

i=1

holds as an equality for either side, an exact solution has been found. If the
above does not hold at all, then the problem is infeasible (this can happen if the
target rate B is too small). Otherwise go to Step 2. Note that these two initial
A’s correspond to the minimum and maximum possible breakpoint values (the
former minimizes distortion, while the latter minimizes the rate).

Step 2: Bisection and Pruning



Compute:

Y [D; () = DE ()]
Y R (M) = RE(A)]
and find R} (Anext) and Df (Apext) such that b7 (Ay) < 0¥ (Apexs) < bF(Ar).

next ‘=

Step 3: Convergence Test

If
N N N
Z R?(Anext) = Z ;k u or Z R next Z R:(Al) (7)
i=1 i=1 i=1
then stop; the solution is b7 (Ay), i =1,..., N. If
N
Z R?(Anext) > Rbudget (8)
i=1

then A; := Apext, else Ay := Apext-

The bisection algorithm operates on the convex hull of the R(D) curve of
each slice. Consequently, points which lie above that, and hence are not R(D)
optimal, are not considered by the algorithm. One can easily verify that actual
R(D) curves from real sequences are to a significant degree convex (i.e. only
a few points are above the convex hull), particularly for P and B pictures. In
some cases, if the R(D) curve of a slice is sufficiently misbehaved, the bisection
algorithm can be set off track, with a resulting underutilization of the target
bit budget. In order to mitigate this effect, and also to speed up operation, each
iteration considers a continuously shrinking interval of possible breakpoint values
(“pruning”). This will result in convergence of the algorithm to a much smaller
set of non-convex points. The computational overhead of the algorithm is small,
and convergence is achieved within 8-10 iterations.

The collection of necessary data in (2) requires only parsing of the bitstream
up to inverse quantization of the DCT coefficients. Since this represents a small
fraction of the complete decoding process, the algorithm has complexity less than
that of a decoder. The window N in which the algorithm operates is a design
parameter. Since rate shaping is performed on top of encoding (although not
necessarily at the same time), it is desirable to minimize the additional delay
introduced by the extra processing step. A plausible selection is then a single
picture (frame or field). The target bit budget Rpudget of each picture can be
set to: Rpudget = (Br/B)R — R,, where R is the size (in bits) of the currently
processed picture, and R, is the number of bits spent for coding components of
the bitstream that are not subject to rate shaping. R is immediately available
after the complete picture has been parsed. Allocated bits that are left over from
one picture are carried over to the subsequent picture.

Since a full resolution picture (704 x 480) may contain up to 15,840 blocks
(for a 4:4:4 format), the processing required within each iteration in order to
find the breakpoint value that minimizes D;(b;) + AR;(b;) can be significant.



Consequently, it is worth examining clustering approaches, in which a common
breakpoint value is selected for a set of macroblocks. We refer to such algorithms
as C'(n), where n is the number of sequential macroblocks contained in each clus-
ter. An additional benefit of clustering is that the distortion can be defined on
only the luminance part of the signal, hence greatly simplifying the implemen-
tation. Clustering, of course, will degrade performance; for example, the C(44)
algorithm reduces the quality by about 2 dB, but at a substantial decrease in
complexity.

4 Mixed-Mode Rate Shaping

When all types of picture coding types are used (I, P, and B) the problem is
significantly more complex. The decoding process for the original and the rate
shaped signal can be described by P; = M;(P;—1)+ e; and P = /\/li(pi_l) + é;,
where P; denotes the i-th decoded picture (in coding order), P; denotes the rate
shaped decoded picture, M;(-) denotes the motion compensation operator for
picture ¢, and e; and é; denote the coded original and rate shaped prediction
errors respectively. The first picture is assumed to be intra-coded, and hence
Py = ¢p and Py = é. Although, for simplicity, a single reference picture is
shown above for motion compensation, the expression can be trivially extended
to cover the general case (which includes B-pictures).
We can then rewrite (1) as:

M
M(Pisy) — Mi(Pii) + ¢ — é

p=1

9)

min
S, Ri(b)<Br

=1

where M is the number of pictures over which optimization takes place. Note that
in general M;(Pi_1) — /\/li(pi_l) # M;(Pi_1 — pi_l), l.e. motion compensation
is a non-linear operation, because it involves integer arithmetic with truncation
away from zero.

From (9) we observe that, in contrast with the intra-only case, optimization
involves the accumulated error a; = M;(P;—1) — MZ(PZ_l) Furthermore, due
to the error accumulation process, rate shaping decisions made for a given pic-
ture will have an effect in the quality and partitioning decisions of subsequent
pictures. As a result, an optimal algorithm for (9) would have to examine a com-
plete group of pictures (I-to-T), since breakpoint decisions at the initial I-picture
may affect even the last B or P picture. Not only the computational overhead
would be extremely high, but the delay would be unacceptable as well.

An attractive alternative algorithm is one that solves (9) on a picture basis,
and where only the error accumulated from past pictures is taken into account;
this algorithm will be referred to as causally optimal. Note that in order to
accurately compute a;, two prediction loops have to be maintained (one for a
decoder that receives the complete signal, and one for a decoder that receives
only partition 0). This is because of the nonlinearity of motion compensation,
which involves integer arithmetic with truncation away from zero. With the



penalty of some lack in arithmetic accuracy, these two loops can be collapsed
together.

The causally optimal problem can be formulated as follows:

5 I:zli(?)@ {Z Di(bi)} (10)

:1
with ' ' ' '
Di(bi) =Y AY(k)?+ > 247 (Z(k)E' (k) + E' (k)* (11)
k E>b;
where N is such that a complete picture is covered, A’(k) is the k-th DCT
coefficient (in zig-zag scan order) of the of the i-th block of the accumulated
error a;, and Z(-) maps run/length positions from the prediction error E*(-) to
actual zig-zag scan positions. This minimization problem can be solved using

the Lagrangian multiplier approach of Section 3, with this new definition for the
distortion D.
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Fig. 4. Results of various rate shaping algorithms on the “Mobile” sequence, MPEG-2
coded at 4 Mbps and rate shaped at 3.2 Mbps.

An important issue in mixed-mode coding is the target bit budget that will be
set for each picture. In a typical situation, I and P picture DCT coding requires
a significant number of bits, while B picture sizes are dominated by header and
motion vector coding bits. Consequently, B pictures provide much less flexibility
for data partitioning. In order to accommodate this behavior, I and P pictures
are assigned proportional bit budgets as in Section 3; for B pictures the same
is done, except when the resulting bit budget is negative, in which case it is
set to 0. The negative budget, however, is accounted for, so that the bits spent
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Fig. 5. Results of various rate shaping algorithms on the “Mobile” sequence, MPEG-2
coded at 4 Mbps and rate shaped at various different target bitrates.

for the B picture are subtracted from the budget of the immediately following
picture. Note that an optimal bit allocation for each picture would be a direct
by-product of the optimal (non-causal) algorithm.

The complexity is solving 10 is significant, and can be shown to be between
that of a decoder and an encoder. In order to examine the benefit of error ac-
cumulation tracking, one can apply the intra-only algorithm of Section 3 to the
mixed-mode case, since the only difference is the accumulated error term a;.
Surprisingly, the results of this memoryless mixed-mode partitioning algorithm
are almost identical. Fig. 4 shows the relevant PSNR values for the “Mobile” se-
quence; the difference is in general less than 0.1 dB and the curves can hardly be
distinguished. Tt turns out that this holds for a wide range of bit rates (Fig. 5),
although the difference increases slightly to 0.2-0.3 dB. This is a very important
result, as it implies that we can dispense completely with the error accumulation
calculation and its associated computational complexity, for a minimal cost in
performance: the quality degradation between the causally optimal and memory-
less algorithms will be perceptually insignificant, across the spectrum of cluster
sizes and partition rates.

For comparison purposes, we also examine the performance of a purely rate-
based optimization algorithm. Breakpoint selection here is performed propor-
tionally to the number of bits used to originally code each block. Fig. 4 depicts
the results obtained on the “Mobile” sequence, coded at 4 Mbps and rate shaped
at 3.2 Mbps, while Fig. 5 shows average PSNR values for a wide spectrum of
rates. Fixed input and output rates have been selected here for simplicity; simi-
lar results can be obtained for more complex rate characteristics. All algorithms
(except from recoding) are based on C'(1) clustering; i.e. breakpoint selection is
performed on a macroblock basis. It is important to note that regular recoding
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gives inferior results to both the optimal and memoryless algorithms for a wide
range of rates, while the latter two can hardly be distinguished.

5 Concluding Remarks

6 section:conclusions

The concept of Dynamic Rate Shaping was introduced as an adaptation mech-
anism between coded video rate characteristics and transport service capabil-
ities, and analyzed in an operational rate-distortion context. For the case of
constrained DRS, an optimal algorithm based on Lagrangian multipliers was
derived for intra-only coding. For the mixed-mode case (I, P, and B pictures)
the optimal algorithm was shown to possess significantly high complexity and
delay, and a causally optimal algorithm was introduced. It was then shown that
a memoryless version of the algorithm performs almost identically, hence signifi-
cantly simplifying the implementation complexity with no compromise in terms
of quality. It was also shown that this DRS approach can outperform regular
recoding for a wide range of rates. Due to its relative simplicity, the algorithm
(particularly clustered versions, e.g. C(4)) can be implemented in software and
operate in real-time on high-end general purpose CPUs.
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