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ABSTRACT

We introduce the concept of Dynamic Rate Shaping, a
technique to adapt the rate of compressed video bitstreams
(MPEG-1, MPEG-2, H.261, as well as JPEG) to dynami-
cally varying bit rate constraints. The approach provides
an interface (or �lter) between the encoder and the network,
with which the encoder's output can be perfectly matched
to the network's quality of service characteristics. Since
the presented algorithms do not require interaction with
the encoder, they are fully applicable to precoded, stored
video (e.g., video-on-demand systems). By decoupling the
encoder and the network, universal interoperability can be
achieved. In essense, DRS bridges the gap between CBR
and VBR video, allowing a contiuum of possibilities be-
tween the two. A set of low-complexity algorithms for so-
called unconstrained dynamic rate shaping are presented,
and both optimal and extremely fast designs are discussed.
Experimental results are provided using actual MPEG-2
bitstreams.

1. INTRODUCTION

We introduce the concept of Dynamic Rate Shaping (DRS),
a technique to adapt the rate of compressed video bit-
streams (MPEG-1, MPEG-2, H.261, as well as JPEG) to
dynamically varying bit rate constraints. The approach has
several applications. It provides an interface (or bitstream
�lter) between an encoder and a network, with which the
encoder's output can be perfectly matched to the network's
quality of service characteristics. It can match the rate ca-
pabilities of encoders with a variety of decoders. It can
facilititate multipoint communication with mobile hosts,
without compromising the signal quality of wired partici-
pants. It can provide smoother trick-mode (fast forward,
fast reverse) operation in digital video recorders, and so on.

Since the presented algorithms do not require interac-
tion with the encoder, they are fully applicable to precoded,
stored video (as in, for example, video-on-demand systems).
By providing decoupling of the encoder and channel or de-
coder in terms of rate, universal interoperability can be
achieved. In essense, DRS bridges the gap between con-
stant and variable bit rate video, allowing a contiuum of
possibilities between the two.

Although techniques have been developed to employ
rate control for live sources based on network feedback [5, 7],
no general solution is currently available for prerecorded
material. Also, the approaches used in [9] and [11] to ma-
nipulate the rate of compressed H.261 streams are ad-hoc,
with no characterization of the performance of the proposed
schemes (in fact, in both cases considerable error drift is
introduced due to the|ignored|non-linearity of motion
compensation).

A family of DRS algorithms is presented for two cases
of DRS, namely constrained and general or unconstrained.
Both optimal and extremely fast designs are discussed; the
latter are very close to optimal (within 0.5 dB) and are sim-
ple enough to allow even software-based implementation.
Experimental results are provided using actual MPEG-2
bitstreams. Familiarity with MPEG techniques and ter-
minology is assumed; detailed descriptions can be found
in [1, 8].

2. DYNAMIC RATE SHAPING

We de�ne rate shaping as an operation which, given an
input compressed video bitstream and a set of rate con-
straints, produces another compressed video bitstream that
complies with these constraints. For our purposes, both bit-
streams are assumed to meet the same syntax speci�cation,
and we also assume that a|possibly motion-compensated|
block-based transform coding scheme is used. This includes
both MPEG-1 and MPEG-2, as well as H.261 and so-called
\motion" JPEG. If the rate constraints are allowed to vary
with time, the operation will be called dynamic rate shap-
ing.

The rate shaping operation is depicted in Fig. 1. Note
that no communication path exists between the rate shaper
and the source of the input bitstream, which ensures that
no access to the encoder is necessary. Of particular interest
is the source of the rate constraints BT (t). In the simplest
of cases, BT (t) may be just a constant and known a pri-
ori (e.g. the bandwidth of a circuit-switched connection).
It is also possible that BT (t) has a well (a priori) known
statistical characterization (e.g. a policing function). Fi-
nally, another alternative is that BT (t) is generated by the
network over which the output bitstream is transmitted;
this could be potentially provided by the network manage-
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bitstream bitstream

Figure 1: Operation of a dynamic rate shaper.

ment layer, or may be the result of end-to-end bandwidth
availability estimates (as in [5, 7]). The objective of a rate
shaping algorithm is to minimize the conversion distortion,
i.e.:

min
B̂(t)�BT (t)

fky � ŷkg (1)

where k � k denotes the squared error criterion.
Note that no assumption is made on the rate proper-

ties of the input bitstream, which can indeed by arbitrary.
The attainable rate variation (B̂=B) is in practice limited,
and depends primarily on the number of B pictures and
the original rate of the bitstream. Also, no indication is
given on the length of the optimization window, which can
be arbitrary. Complexity and delay considerations make it
desirable that it is kept small, and our interests will focus
in the case where the window is up to a complete picture
(frame or �eld).

Assuming that a motion-compensated block-based trans-
form coding technique is used to generate the input bit-
stream and decode the output one, there are two funda-
mental ways to reduce the rate: 1) modifying the quan-
tized transform coe�cients by employing coarser quanti-
zation, and 2) eliminating transform coe�cients. In gen-
eral, both schemes can be used to perform rate shaping;
requantization, however, leads to recoding-like algorithms
which are not amenable to very fast implementation and,
as we have shown [4, 2], do not perform as well as selective-
transmission ones. Note that full recoding represents the
brute-force approach in e�ecting rate changes, and falls in
this category. In the rest of this paper we only consider
selective-transmission based algorithms. In particular we
examine two di�erent cases: truncation, and arbitrary se-
lection. In the former case, a set of DCT coe�cients at
the end of each block is eliminated. This approach will be
referred to as constrained DRS. In the latter case, our al-
gorithm is allowed to arbitrarily select DCT coe�cients for
elimination from the bitstream, and hence will be called
general or unconstrained DRS.

The constrained DRS problem is similar to that of op-
timal data partitioning of MPEG-2 video [5]; an analysis
in the context of DRS is provided in [4]. The general DRS
problem, on the other hand, is similar to optimal thresh-
olding [6]. In constrained DRS, the number of DCT run-
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Figure 2: Breakpoint de�nition for constrained and uncon-
strained DRS.

length codes within each block which will be kept is called
the breakpoint, paralleling the data partitioning terminol-
ogy [3]. All DCT coe�cients above the breakpoint are elim-
inated from the bitstream. In general DRS, the breakpoint
becomes a 64-element binary vector, indicating which coef-
�cients within each 8�8 block will be kept. Fig. 2 illustrates
the di�erence between the two approaches.

Assuming use of MPEG, and to avoid certain syntax
complications1 , we require that at least one DCT coe�cient
remains in each block. Consequently, scalar breakpoint val-
ues range from 1 to 64, while vector ones will be non-zero.
In the following, we concentrate on general DRS and its per-
formance, particularly in comparison to constrained DRS.

3. GENERAL DYNAMIC RATE SHAPING

Let bi = [bki 2 f0; 1g; k = 1; : : : ;K]T denote the breakpoint
vector for block i, where bki is 1 i� the k-th DCT coe�cient
run-length of block i-th is retained. In order to avoid a
perceptually ill-de�ned distortion, we only include the lu-
minance component in our distortion calculations. As a re-
sult, breakpoint decisions will be made on a per macroblock
bases, i.e. all blocks of a given macroblock will use the same
breakpoint vector. Rate calculations include, of course, the
two chrominance components. It can then be shown that
the optimal DRS problem for intra-coded pictures can be
formulated as:

minP
N

i=1
Ri(bi)�BT

(
NX
i=1

Di(bi)

)
(2)

with
Di(bi) =

X
j2Y

X
k

bkiE
i
j(k)

2
(3)

where N is the number of macroblocks over which opti-
mization takes place, Y denotes the luminance blocks of a
macroblock, Ri(�) denotes the number of bits required to
code macroblock i with the breakpoint con�guration bi,
Di(bi) denotes the distortion associated with bi, E

i
j(k) is

1These include recoding the coded block patterns, and reexe-

cuting DC prediction loops.
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the value of the DCT coe�cient of the k-th run in the j-th

block of the i-th macroblock, and bki is the logical inverse

of bki .
Due to the temporally recursive structure of motion

compensated predictive coding, any modi�cation in the bit-
stream will propagate to future P and B pictures. Conse-
quently, an optimal solution for (1) would have to take into
account a complete group of pictures (I to I). Since the
delay in doing so would be unacceptable, we consider the
\causally" optimal approach in which the algorithm takes
into account only the error accumulated from past pictures,
and not the one that will be propagated to future ones. Note
that the latter error will be considered when the algorithm
performs rate shaping decisions for these pictures. The de-
coding process without rate shaping can be described by
the equation:

yi =Mi(yi�1) + ei e0 = y0 (4)

where yi is the i-th decoded picture, M(�) is the motion
compensation operator, and ei denotes the coded predic-
tion error. Only one reference picture is shown here for
simplicity; generalization to include multiple pictures (for
B pictures) is trivial. When rate shaping is applied, we
have:

ŷi =Mi(ŷi�1) + êi ê0 = ŷ0 (5)

Hence Eq. (1) becomes:

min
B̂(t)�BT (t)

fkai + ei � êikg (6)

where ai = Mi(yi�1) �Mi(ŷi�1) is the accumulated rate
shaping error up to the current picture.

Using the causality argument and taking into account
only the accumulated error, it can be shown that Eq. (2)
can be generalized to include P and B pictures by de�ning
the distortion as follows:

Di(bi) =
X
j2Y

nX
k
Ai
j(k)

2
+
X

k
2bki A

i
j(I

i
j(k))E

i
j(k)+

X
k
bkiE

i
j(k)

2
o

(7)

where Ai
j(k) is the k-th DCT coe�cient (in zig-zag scan or-

der) of the i-th block of the j-th macroblock of accumulated
error, and Iij(�) maps run-length positions to zig-zag scan
positions.

The constrained minimization problem of (2) and (7)
can be converted to an unconstrained one using Lagrange
multipliers [3, 6, 10]: instead of minimizing D given R, we
minimize L = D + �R. These problems are not equivalent;
for some value of �, however, which our algorithm will have
to �nd, their solutions become identical. A fast, iterative
algorithm for the determination of the optimal � is provided
by bisection [3, 6]. Briey, the bisection algorithm starts
with two extreme values for �, and iteratively decreases
their distance until convergence occurs (typically within 10{
12 iterations). A key characteristic of this algorithm is that
it operates in the convex hull of the \operational" R(D)
curves of each block.

Fig. 3 shows an R(D) curve (more precisely, \cloud")
from the \Mobile" sequence, where 12 DCT coe�cients are
present. The plot includes 212 = 4; 096 points, one per
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Figure 3: R(D) \clouds" from a macroblock of \Mobile",
coded at 4 Mbps. The 12 DCT coe�cients generate 4,096
di�erent breakpoint vector possibilities.

combination of DCT coe�cients. Observe that the plot
consists of two identical and spatially displaced clouds, due
to the presense of a dominant (DC) DCT coe�cient. Also
note that the convex hull is comprised of a small number
of points (the upper cloud is excluded in its entirety). As
a result, the convergence of the bisection algorithm is not
signi�cantly a�ected compared with the constrained DRS
approach [3, 4].

Within each iteration of the bisection algorithm, we
have to determine the optimum breakpoint vector con�g-
uration bi for each block (note that this can be performed
independently for each block). This is not as simple as in
data partitioning [3] or constrained rate shaping [4] due to
the interdependence of run-length codes within each block.
A fast solution can, however, be obtained using a slightly
modi�ed version of the optimal thresholding dynamic pro-
gramming algorithm presented in [6]. A brief description of
the algorithm is as follows; a more detailed description can
be found in [2].

Let us consider a single macroblock and a given �. For
notational economy, we drop the macroblock index in the
sequel. The algorithm starts from the DCT coe�cient of
the �rst run-length and, moving towards the end, examines
the bene�t of including each run-length. At initialization
(step 0), we then have an all-zero breakpoint con�guration
and an optimal (at step 0) Lagrangian distortion L�0 which
equals the maximum:

L�0 =
X
j2Y

N�1X
k=1

�
Aj(k) + Ej(k)

	2
(8)

In succeeding steps we consider the incremental cost reduc-
tion �Lij of going from run-length n directly tom, skipping
those in between:

�Lnm =
X
j2Y

n
�Aj(Ij(m))Ej(m) +Ej(m)

2
+ �Rj(n;m)

o
(9)

where Rj(n;m) is the number of bits needed to encode the
run-length code of he DCT coe�cient of the m-th run-
length code when the run begins at the position of run-
length code n. These values can be precomputed at the
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Figure 4: \Mobile" sequence, coded using MPEG-2
MP@ML at 4 Mbps and rate-shaped at 3.2 Mbps, using
GDRS, CDRS, and memoryless GDRS algorithms.

beginning of the bisection algorithm, and thus be reused
for all di�erent values of �.

At each step k, the algorithm considers the minimum
Lagrangian cost associated with having k as the last run-
length. A set of candidate optimal predecessors Sk at step
k is maintained. In a full-search approach, this set would
always contain all the preceeding DCT run-lengths; what al-
lows for a fast algorithm is the fact that this set can be very
e�ectively pruned [6, 2]. This is a result of the monotonicity
property of the Hu�man run-length codes used in MPEG
and JPEG: for any given DCT coe�cient level, longer zero
run-lengths correspond to codes that have non-decreasing
lengths. Thus if we consider a predecessor l to k with equal
or higher optimal Lagrangian cost from k, the cost of go-
ing to a future run-length from either l or k will always be
less than or equal if we do so from k (since the run-length
encoding for the longer path will take at least as many bits).

4. EXPERIMENTAL RESULTS

Experimental results with the \Mobile" sequence coded (us-
ing MPEG-2) at 4 Mbps and rate-shaped at 3.2 Mbps are
shown in Fig. 4. PSNR values are with respect to the actual
decoded signal. The algorithm performed optimization on
a picture-basis, and R(D) values were collected on a mac-
roblock basis. We observe that general DRS (GDRS) out-
performs constrained DRS (CDRS) by only 0.5 dB. This
appears to be due to the fact that the zig-zag scan is a
particularly e�ective ordering of DCT coe�cients. In other
words, the GDRS most of the time selects breakpoint vec-
tors which essentially immitate the truncation operation
of CDRS. Also shown in Fig. 4 are results of memoryless
GDRS, in which the accumulated error is totally ignored.
As in CDRS [4, 5] it is veri�ed that the memoryless algo-
rithm performs almost identically to the optimal one.

This is a very important result, as it implies that we
can dispense with error accumulation tracking, use a much
simpler design, and achieve results very close to optimal.
Note that while the GDRS algorithm has complexity be-
tween than of a decoder and an encoder, the memoryless
GDRS algorithm is less complex than a decoder. In ad-
dition, the memoryless CDRS algorithm is even simpler

(since the dynamic programming step is avoided), yet it
performs almost identically to optimal CDRS. We conclude
that the memoryless CDRS algorithm provides an excel-
lent performance-complexity tradeo�. Early experiments
have shown that even real-time software-based implemen-
tations of memoryless CDRS should be possible using clus-
tering (joint selection of breakpoint value for a small clus-
ter of macroblocks|e.g. 4 MBs). This makes the approach
very attractive, since it essentially eliminates implementa-
tion and deployment costs.
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