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ABSTRACT

In this work we present a fractal image compression

algorithm for inter/intra-frame video coding. We have
shown previously how the Iterated TransformationThe-
ory (ITT ) compression algorithm proposed by Jacquin
can be modeled as the solution of a second kind two-
scale functional equation. This approach allows us to
introduce a chain of functional equations which we
use to build a pyramid algorithm for still image com-
pression. In this work we use the prediction property
of the ITT -chain to create a inter-frame video coder.
We combine the inter-frame video encoder with the
still-image ITT -pyramid to generate a hierarchy of bit
streams that can be used in multimedia applications.

1. INTRODUCTION

The coding method known as fractal image compres-

sion is based on the pioneering work of M. Barnsley
[1] and, for automated image coding, on the ITT algo-
rithm proposed by A. Jacquin [2, 3]. Properties such
as high compression and natural image appearance at
very low bit rates can make this algorithm a preferred
choice for some image coding applications. ITT encod-
ing exploits the self-similarityproperty found in images
and natural phenomena in general. In video applica-
tions the algorithm has been used in two ways. Beau-
mont [4] has used a natural extension to 3-D blocks
(space and time), which generates unpleasant artifacts.
Other researchers have combined intra-frame fractal
coding with classical video coding techniques like DCT
and motion compensation [5].

We model Jacquin's ITT algorithm [2] as a lin-
ear two-scale functional equation in a Banach space
(1). The ITT code is given by the equation and the
reconstructed image is the unique solution f�, if it ex-
ists. We can iterate this representation to generate a
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ITT �chain (2) where the successive solutions of each
equation are the frames in an ITT coded video se-
quence. Previously [6] we have used the ITT�chain to
generate a pyramidal multiscale still-image compres-
sion algorithm. We combine the inter-frame ITT video
coder and the pyramid method into a double indexed
chain which generates a hierarchy of bit streams that
approximate the video signal at di�erent resolutions.

2. FRACTAL IMAGE COMPRESSION

For a detailed description of the ITT algorithm we
refer the reader to [2, 3]. Next we present some aspects
relevant for the understanding of our method.

2.1. ITT fractal compression

An ITT coded image f is usually de�ned as the �xed-
point of a contractive linear operator T de�ned on
the �nite-dimensional metric space I formed of all
digital images with the same support. The operator
T =
P

i Ti is the �nite sum of piecewise continuous
mappings Ti which have the property that the support
of the range of Ti tile the image support supp(f). In a
discrete image representation, the range of Ti is a block
of pixels we call the range block Ri, and the domain
of Ti is the domain block Di. Each Ti is parameter-
ized with a few variables such that the description of
T can be stored using fewer bits than the natural rep-
resentation of the image f . The most used parameter
space in ITT coding consists of the shape and posi-
tion of the support of the ranges and domains of each
map Ti, a multiplicative factor 
i of the luminance lev-
els, a luminance shift �gi, the choice of a symmetry
operation which shu�es the pixels in a block, and a
contraction factor of the support of the domain block.
In plain words, each map Ti acts on a block of do-
main pixels Di by �ltering and subsampling, followed
by a multiplication with 
i, a shift in luminance by
�gi and symmetry shu�ing. The result replaces the
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Figure 1: Decoding frame fn from frame fn�1 and the
ITT code An

L.

range block, which has fewer pixels and is usually at a
position other than the domain block.

We can model the ITT algorithm as a linear func-
tional equation [6] of the form

f(x) = Tf(x) = ULf(x) + b = ALf(2x) + b; (1)

in a Banach space where the image f 2 I is a real
function de�ned on a bounded rectangle in R2, x is
the space coordinate and AL is a linear operator. A
discrete computer image representation of f makes the
space I �nite-dimensional, of size Rmn for images of
size m� n pixels. The condition for the existence of a
unique solution f� for any b 6= 0, is that no eigenvalue
of UL is equal to 1. If all the eigenvalues are less than 1
in absolute value, then we have an iterative algorithm
for solving (1) [7], of the kind used in ITT decoding. If
an iterative solution is not possible, we can try a direct
solution of the form f = (I �UL)

�1b using techniques
from linear algebra [8]. In a �nite-dimensional space
setting, decoding the image f� is equivalent to solving
a large, sparse system of linear equations. Equation(1)
is in the form of functional equations of the second
kind [7, p363], which are known to be well behaved
in general. It is remarkable that the parameterized
ITT code is in fact a compact representation of the
large sparse matrix UL and that the iterative decoding
process is a repeated use of a fast algorithm for the
matrix vector multiplication ULf .

2.2. The ITT � chain

In this section we show how we can de�ne an ITT �
chain of functional equations when we iterate repre-
sentation (1). The free term b groups the luminance
shifts of each block which are de�ned by the parame-
ter �gi in the original ITT algorithm [2]. Because b

can be arbitrary and is also an element of the space
of images I, we can substitute any image for the free
term in (1) and generate AL through ITT encoding.
In particular, if b is itself a fractal encoded image, we
can iterate this process to obtain an ITT chain as

f1(x) = A1

Lf1(2x) + f0(x)

f2(x) = A2

Lf2(2x) + f1(x)

: : :

fn(x) = An
Lfn(2x) + fn�1(x)

: : :

(2)

In Fig.1 we see how frame fn is decoded using an iter-
ative algorithm to solve equation n of the chain rep-
resentation (2), when we know frame fn�1 and the
linear operator An

L. In a direct decoding method, rep-
resentations of the form (2) take the form fn = (I �
Un
L)

�1fn�1 where the linear operation of dilation by 2
symbolized by fn(2x) and the linear mapping An

L are
concatenated into Un

L .

2.2.1. Still image pyramid coding

Previously [6] we have used the ITT -chain to build a
multiscale pyramid algorithm for still images, where
we index the equations (2) by the scale factor. To
generate a pyramid structure we iterate the functional
equation at di�erent scales. In order to have the same
indexing as in (2), level \n" represents the original im-
age fn and at level 0 we have image f0 of the lowest
resolution, coded with large blocks of pixels. We asso-
ciate the scale index with the size of the range blocks.
In this case, fn is tiled with square range blocks of size
20 = 1 pixels, and at level k we tile the image fn�k
with square blocks with the side 2k pixels. We start
the encoding at the tip of the pyramid. Thus the code
for f0 results from tiling the original fn with square
range blocks of size 2n pixels. Then we use the recon-
structed f0 and a tiling of the original image with range
blocks of size 2n�1 to generate the linear operator A1

L

in the �rst of the equations (2). At each level k the
added detail is stored in the matrixAk

L. To code f0 we
need f�1, for which good choices are: an image with
all gray levels constant at some value, a coarse approx-
imation of fn coded with a di�erent algorithm, or we
can take f�1 = 0 and solve an homogeneous equation.
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In the last case f0 is the eigenvector associated with
the dominant eigenvalue of the linear operator U0

L and
decoding is similar to solving an eigenvalue problem of
linear algebra [9].

2.2.2. ITT inter-frame Video Coding

In the inter-frame video algorithm, we run the chain
in the time direction (indexed by n). We start with
frame f0 which we can encode using the pyramid al-
gorithm described in the previous subsection. Frame
fn�1 is predicted by frame fn which enters the func-
tional equation as the a�ne term. We can use any frac-
tal image coding method to generate variable tilings of
the image such that a �delity criterion is met for each
frame. As an example in [2] quad-tree segmentation
of a range block into four subblocks is performed if a
suitable self-similarmappingTi cannot be found. Then
each subblock is encoded independently.

To illustrate the inter-frame predictive properties
of the ITT -chain we rewrite the ITT coding of frame
n from (2) as

(fn � fn�1)(x) = An
Lfn(2x) = Un

Lfn(x): (3)

We see from equation (3) that the linear operator Un
L

will map frame fn on the di�erence �fn = fn � fn�1.
Areas with no movement in the frame will generate
areas of zero intensity in �fn(x) such that Un

L (or
An
L) which is the ITT code for frame n codes only

the changes between successive frames.

2.2.3. Hierarchical video coding

We can combine the pyramid and the inter-frame video
coding methods, to generate a hierarchy of bit-streams,
indexed by the time and scale variables. We can still
use the spatial pyramid approach at each time index
for intra-frame coding. A possible coding scheme is
presented in Fig.2 where arrows show the direction of
adding information through the linear mappings AL.
For clarity, the scale index which runs in the vertical
direction, with the �ne scale at the top, is not shown.
We can de�ne an hierarchy of bit streams starting with
the base level which corresponds to the coarse encod-
ing in the pyramid representation. We can use this
coding structure in a multimedia video-conference ap-
plication over a broadband communications network.
Each receiver will extract from the total bit stream
the number of levels it desires or is able to decode. A
loss of information at levels other than the base level is
localized at the individual frame and spatial location
and will incur minimum damage. Thus it makes sense
to have a higher level of protection against bit-errors

frame (n-1)

fn-1 fn fn+1

16x16 pixels

8x8 pixels

4x4  pixels

frame (n) frame (n+1)

sc
a

le
Figure 2: Pyramid fractal video coding with three lev-
els. The base level is the low resolution, low bit rate
based on 16x16 pixels blocks. Additional detail is pre-
sented in the higher resolution bit-streams and can be
added depending on the quality of service required.

for the base level, and allow the high detail bit-streams
to be transmitted at normal protection levels. Encod-
ing can take place in the time and scale directions in
parallel, with a time-delay between each level at the
same frame number. Other bit-stream architectures
are possible. An immediate extension is the coding of
color video using the gray sequence as the prediction.

3. IMPLEMENTATION

In our software implementation, the low resolution base
level (range blocks of 16x16 pixels) uses the inter-frame
coding scheme while more levels of detail are added in
the scale direction using range blocks of 8x8 and 4x4
pixels.

3.1. Encoding

At each stage, the current frame is tiled with square
range blocks of the same size. For each range block
we have to �nd a domain block twice the size (dilation
by 2 in each spatial direction) somewhere in the frame,
which we can map using subsampling, a multiplication
by 
i and a symmetry pixel shu�ing to approximate
well the range block. We classify all possible range and
domain blocks in two classes: 
at and active. More de-
tailed encoding algorithms can be found in [3]. A block
is considered 
at if the variance in pixels intensities is
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Figure 3: Frame 8, �rst level from the sequence \Miss
America": range blocks (16x16 pixels) encoded by the
ITT code A8

L. Only 117 out of 396 range blocks are
encoded. The white area is copied from frame 7.

below a certain threshold
X

k

(fk � �fi)
2 � �f ; i = 1; : : : ; N; (4)

where N is the number of range blocks, �f is set empir-
ically, �fi is the mean of block i and the summation is
over all pixels in the block Ri or Di. All other blocks
are classi�ed as active. All 
at range blocks are not
encoded (
i = 0) and we have to match the range and
domain blocks labeled as active. Because the the num-


ag 
i domain address symmetry total

1 5 8+8=16 3 25 bits

Table 1: Bit allocation for an encoded range block Ri.
The flag bit signals that the range block is encoded.
A flat block is encoded using only the 
ag bit.

ber of domain blocks to be examined is quite low, we
can use an exhaustive search algorithm in the encoder.
Table 1 shows how we allocate the bits in the encoding
of each active block.

3.2. Decoding

In a digital coder, AL is a very sparse matrix having
a special structure generated by the well-known self-
similar block matching encoding. While ITT encod-
ing is computationally intensive, it was shown that de-
coder complexity is comparable with that of an adap-
tive DCT method [3]. When one of the range blocks is

Figure 4: Frame 8, second level from the sequence
\Miss America": range blocks (8x8 pixels) encoded by
the ITT code A8

L. Only 339 out of 1584 range blocks
are encoded. The white area is copied from the �rst
level.

classi�ed as 
at, a block in the matrix representation of
AL is �lled with zeros, resulting in additional savings
in computation. Decoding at each stage is performed
by iterating equation (1) a few times. Iterative meth-
ods usually use a stopping criterion such as setting a
threshold not to be exceeded by the di�erence between
two successive iterations. In our simulations we found
that we can use a �xed number of iterations, 5 in this
case, which give good numerical and visual results. An
intuitive motivation is the fact that our mappings are
usually strongly contractive because they map a full
frame on the di�erence between two video frames.

3.3. Simulation

Simulation results for the sequence \Miss America"
(352x288 pixels) coded into three bit streams (levels)
are presented in Figs.5 and 6. Level 1 is the base level
and uses 16 � 16 pixels range blocks for coarse ap-
proximation and compression in the range of 270 : 1.
Level 2 is coded with 8 � 8 blocks, and level 3 is the
highest resolution level with 4 � 4 blocks and total
compression of � 26 : 1. The high compression ra-
tio is achieved twofold, by coding each block with a
�xed number of bits as in Table 1, and by not coding
the 
at range blocks at each stage. Figure 3 shows
that we encode (frame 8) only 117 of the 396 possi-
ble range blocks at the base level, the other 279 range
blocks are copied from frame 7. At the second level
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Figure 5: Coding results for the �rst ten frames of
\Miss America": distortion evaluation.

of the hierarchy (Fig.4) we have to encode 339 out of
1584 range blocks, the others being predicted from the
base level. At the third level (4x4 pixels/block, not
shown), predicted by the second level, we code only
685 of the possible 6336 range blocks. The �rst frame
was encoded using the pyramid scheme (intra-frame)
for still images. It is evident from the graphs that the
the �delity of the reconstruction, and the compression
factors are substantially improved by the inter-frame
fractal coding method.

4. CONCLUSIONS

We present in this work a method for inter/intra frame
fractal video compression based on the fractal image
compression algorithm and multiscale pyramid coding
schemes. Our method is based on an ITT � chain

of functional equations which is obtained by iterating
the well-known fractal image compression algorithm.
When the ITT�chain is iterated in the time direction,
it generates an inter-frame video coding algorithm,
while when the equations are indexed by scale we build
a pyramid still image encoder. We combine the two
schemes to obtain an hierarchy of bit-streams that can
be used in multimedia applications. The quantitative
evaluation of the algorithm is in the same range if not
better than other published results for low-rate video
coding [5].
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