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ABSTRACT not all concepts benefit from the CBCF strategy. As reported
In this paper we propose a new framework, called active conin [1], no more than 8 out of 17 concepts gain performance
ext-based concept fusion, for effectively improving the accuimprovement by using CBCF. The lack of consistent perfor-
racy of semantic concept detection in images and videos. Oulance gain could be attributed to several reasons: (1) insuffi-
approach solicits user annotations for a small number of corfient data for learning reliable relations among concepts, (2)
cepts, which are used to refine the detection of the rest of cottnreliable detectors, and (3) scales and complexity of the con-
cepts. In contrast with conventional methods, our approach &ept relations. Interestingly, results in [4] suggests that user-
active, by using information theoretic criteria to automaticallyprovided labels are much more effective in helping inferring
determine the optimal concepts for user annotation. Our eXdther concepts compared to automatically detected labels.
periments over TRECVID 2005 development set (about 80 . . .
hours) show significant performance gains. In addition, we In this paper, we propose a new fusion paradigm, called

have developed an effective method to predict concepts thgtctive CBCEF to effectively exploit the contextual relations
may benefit from context-based fusion among concepts. We submit that in several applications, users

_ _ may be willing to be involved in the process and annotate a
Index Terms— Active content-based concept fusion, Se-few concepts in an image. The human annotated concepts are

mantic concept detection then used to help infer and improve detection of other con-
cepts (up to hundreds). Human assisted annotation is not new
1. INTRODUCTION in the literature. But a new, interesting question arises in the

. o : . active paradigm - if a user is to annotate only a very small
Recognition of semantic information from visual content has .
number of concepts e.g., (1-3), which concepts should we

been an important goal for research in image/video indexingask him/her to annotate? We propose an active system that

In recent years, NIST TRECVID video retrieval evaluationada tivelv selects the riaht “kev” concents. different for each
has included a task in detecting high-level features, such as pavely g y pis,

. . ) . Image, for user annotation. In contrast, conventional meth-
locations, objects, people, and events from videos. Such high- :
o ods are passive. Users are asked to annotate all concepts or a
level features, termecbnceptsn this paper, have been found

S : : : .~ subset of arbitrarily chosen concepts.
to be very useful in improving quality of retrieval results in

searching broadcast news videos [6]. Based on the statistical principles, our method considers

This paper addresses the problem of enhancing conceg{e mutual information between concepts, the estimated per-
detection accuracy by exploring useful context and active usgprmance of individual concept detectors, and the confidence
input. Semantic concepts usually do not occur in isolation uf detection for each concept for a given image. Experiments
knowing the contextual information (e.g., outdoor) of an im-gyer TRECVID 2005 data (80 hours 61000 subshots) show
age is expected to help detection of other concepts (e.g., carglyr active CBCF approach achieves significant performance
Based on this idea, sever@ontext-Based Concept Fusioncgains — 11.8% improvement in terms of mean average preci-

(CBCF) methods have been proposed. The Multinet approacgon over individual concept detectors without CBCF.
[3] models the correlation between concepts with a factor

graph and uses loopy probability propagation to modify the In implementing a baseline CBCF system, we also de-
detection of each concept based on the detection confidengelop a simple but effective method to predict concepts that
of other concepts. In [4], models based on Bayesian Networksiay benefit from the use of CBCF. This is motivated by the
are used to capture the statistical interdependence among cabservation mentioned earlier that not all concepts benefit
cepts present in consumer photographs. The Discriminativiiom context-driven statistical fusion - a prudent step in selec-
Model Fusion DMF) method [5] generates a model vector tive application of the strategy is necessary. We first describe
based on the detection score of individual detectors, and the baseline CBCF system and the prediction process in Sec.
SVM is then trained to refine the detection of original con-2. The core algorithm of active CBCF system is presented in
cepts. However, the results reported so far have indicated th&ec. 3, with experiment results shown in Sec. 4.



2. ABASELINE CBCF APPROACH detector is not perfect so that there is space for improvement.

This section introduces our baseline CBCF method followedPecifically, the relationship between two conceftand.S;

by the criterion to determine which concepts to use CBCFan be measured by their mutual informatibis;; 5;). By
learning. The scheme of our CBCF baseline method is showsing a validation set, we get validation error ratgS;) that

in Fig.1. Given an image, for conceptS;, assume that the estimates the robustness of individual detector$ar Our

true label isy;, wherey; = 1 if = containsS;, andy; = criterion for applying the CBCF strategy to concéftis:

0 otherwise. The individual detector produces a detection ~ E7(S;) >0, and Avgg .1 (s;;s,)>} E1(5;)<n (2)
scorePr(y; = 1). A context-based SVM is built to utilize Note the first part favors concepts whose detection perfor-
the relationships among concepts to refine the detection regaance is “improvable”, while the second part requires a con-
sult as follows. The concepts are treated as features of intept has correlated concepts (in terms of mutual information)
ages, i.e.x is represented in aiv — 1-dim feature space as and they have adequate strength to help improve accuracy of
[Y1s- - Y, Yip1, - - -, yn]'. Based on this feature an SVM the given concept. Our experiment results (Sec. 4) show this
classifier is trained. Then in the testing stage, for a test imeriterion is indeed effective, making 33 correct predictions for
age the estimatefP;(y1 =1),..., Pr(yi1 = 1), Pr(yin =  the 39 concepts from TRECVID 2005.

— t g i
1)_, ..., Pr(yn =1)]* is used to approximate th(_a true Iabels_ 3. THE ACTIVE CBCE APPROACH
(since the true labels are unknown for a test image) and is

provided to the context-based SVM to be classified. The clas//é present the proposed active CBCF method (ACBCF) in
sification result isP; (y;=1), which is the prediction of exis- this section. The work flow of the ACBCF method is illus-
tence ofS; inferred from concepts other thah, based on the trated in Fig.2. In ACBCF the user is willing to label a small
relationships among concepts and detection of other concepfiimber of concepts, and the labelled information is utilized
Finally, Pc(y;=1) and P; (y;=1) are linearly combined into  t© help detection of other concepts as follows. For a test im-

Pr(yi=1) as the refined detection result: agex, the user labels a set of conce@s={5},...,5:}.
The labelled ground truthy, ..., y" are used to replace the

Pr(yi=1) = XiPo(yi=1) + (1 = X)) Pr(y:=1) (1) corresponding hypothesés (yi=1), ..., Pr(y:=1) fromin-

The scheme described above is similar to the DMF schentéividual detectors to generate a mixed feature vector. In the
in [5], except we use a linear fusion step at the end to commixed feature vector, the entries corresponding to the labelled
bine the SVM fusion results with original detector output. Inconcepts are the labelled ground truth from user, and the other
addition, in the training stage we used ground truth labelsgntries are still the estimated hypotheses from individual de-
rather than the individual detector outputs (as in [5]), to trairtectors. This mixed feature vector is provided to the context-
context-based SVMs. By this, we are able to use the sangased SVM to get a new classification redei(y;=1). Since
data set to train the individual detectors and context-baseite labelled ground truth provides accurate inputs instead of
SVMs, alleviating the problem of not having enough data foithe inaccurate machine-predicted hypothegés(y; =1) is
separate training and validation. Our experiments have indexpected to be better than origin@t(y;=1). And the com-
cated such a training process is better than the alternative tHained estimation (by using the ACBCF detecté¥)(y; = 1)
uses detector outputs for training the context-based SVM. should outperfornPr (y; =1).
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select S+, S

Individual Individual Individual Individual | [Individual
Detector i Detector 1| ‘| Detectori-1 ||Detector i+l Detector N [[Other N-1 Individual Detectors |  [User Labelling]
F(y; =D Py, =) - - Py,=D By =1 P(yy =1 ‘ Mixed Feature Vector ‘
Py, =D
\ Context-Based SVM Classifier | \ Context—Based SVM Classifier |
Linear combination Py, =1 ¢Linear combination F',L ()f =1
Pp(y; =1) CBCF Detector B,(y, =1) ACBCF Detector
Fig. 1. Context-based SVM fa§; in our multi-level CBCF method. Fig. 2. ACBCF estimation for concef;.

As discussed above, not all concepts benefit from CBCP'ﬁerem from passive labelling that randomly selects_ con-
cepts, our ACBCF actively selects concepts for annotation. In

learning. Intuitively, two reasons may cause performance de- . . N o
ning Y, . Y e b efoIIowmg subsections, we present a statistical criterion to se-
terioration on a concept using CBCF: first the concept haF

weak relationships with other concepts; second the reIateSCt concepts based on mutual information between concepts,

concepts have poor individual detectors. This also suggests g‘Hd the error rate and entropy of individual detection results.

intuitive criterion: conceps; will use CBCF learning when 3.1. Maximizing mutual information

(1) S; is strongly related to some other concepts, and the avFhe average Bayes classification error for concept detection
erage performance of individual detectors of the related coris £ = & Zf;lf(Si), where&(S;) is the error rate for con-
cepts are robust; and (2) the performance of its own individuatept S;. The problem is to find an optim&" with a small



sizen so that the labelled information can minimigeof the 4. EXPERIMENTAL RESULTS

rest of concepts. Directly searching f8f to minimize& is  The data set contains 137 international broadcast news videos
practically infeasible. Instead, we try to minimize the uppeffrom TRECVID 2005 [6] and contains 39 concepts. Itis sepa-

b?“”d of€, which can be derived as [2§ < ﬁz;f_f@z‘) —  rated into 4 data sets for training detectors, different stages of
an 2.l (95 57.,), whereSy, ={S7,...,5;}. Minimizing  fysion methods, and final testing (shown in Table 1). Pairwise
the upper bound equals the maximizing mutual information:o.occurrences of concepts in subshots are counted based on
> 1(Si; 51, 1(Si; S1.,,) can be written as [7]: the training set, validation set, selection set 1 and selection set

I(S:SE) =Y I1(Si; SE) [I(S:5F . )—I(SE:SE . 1150) 2, based on which the mutual information in Eq.(2) is calcu-

i kz::l _ g kz:;[ R 1_ k f-a150)] lated. Our individual concept detectors are SVM-based clas-
The above expression can be further simplified as follows:  sifiers over simple image features such as grid color features
I(S5; ST 1) — 1(S;; St_118:) = H(S;) + H(S) and texture, extracted from key frames of a video subshot.
So maximizingy™, I(S;; S7.,) equals maximizing: Such classifiers have been shown to be effective for detecting

n L a n N generic concepts [1]. The outputs of the SVM classifiers are
Do SEsH =) > H(S) (3)

i k= i . transformed into probabilities through a sigmoid function.
With the objective function of Eq.(3), we can implement a Table 1. The data sets for experiments

sequential concept selection process as follows: ’ Name H Size ‘ Usage ‘

1. Selectthe 1st optimal; with largesty; =) . I(.S;; S7) e S 41837 suben —y

2. Select thekth optimal Si;, £ > 1, with largestg; = r‘f’“n'r.‘g et subshoty train S

Z [I(S-- SZ) _ H(S,j)] = _Z H(SZ|S') Validation Set || 4515 subshots| learn RBF kernel for SVM
i (3] - 7 K A .

The selection criteria listed above are actually quite intuitive | _Selection Set 1) 6021 subshots| learnd, n, v, Ai in Eq.(1, 2)
the best concept has the highest total mutual information with Selection Set 2| 3011 subshots learn3 in Eq.(4)
the rest of concepts, and the next optimal concepts are those Test Set 6506 subshots|  performance evaluation
having low conditional entropy (i.e., high correlations with
the rest of concepts). 4.1. Evaluation of baseline CBCF

In this experiment, we evaluate the baseline CBCF approach
) ] ] in Fig.1 and the criterion in Sec.2 to select concepts for updat-
Wheng; is large, accurate labels fa¥; is desired to better jng After validation and the selection process 1, 16 concepts
estimate rest of the concepts. Howevesjf can be classi-  are predicted to benefit from the use of CBCF. These con-
fied accurately by the individual detector, i.e., user's labellingapts are: airplane, building, charts, corporate-leader, desert,
won’'t make big difference. In this case, it will be more be“e'explosion-fire, government-leader, map, natural-disaster, of-
ficial to ask user to label a different concept that has low defjce people-marching, road, snow, truck, urban, and vegeta-
tection accuracy. Thus we need to take into consideration the,, Fig.3 shows the Average Precision (AP) for the 39 con-
robustness of the individual detectors. Furthermore, for ateglepts of the baseline CBCF and the individual detectors on
image, if an individual detector has very high confidence ofpe test set. AP is the official TRECVID performance met-
its hypothesis, we may risk assuming that the estimated labgl |t s related to the multi-point average precision value
of this detector is close to the true label. Then user’s labelling;s 5 precision-recall curve. From the figure we can see that
will not make big difference either. Those informative con-cgcpg actually improves the detection of 18 concepts, and 14
cepts whose individual detectors are not confident about theyt them are automatically picked up by the proposed criterion
estimations should get higher priorities for user annotation. i, sec.2. Among the 16 selected concepts, 2 do not have per-
From validation, we get the validation error rdfg(S;) of  formance improvements, i.e., the precision of the prediction
the individual detector for every conce$, which estimates method is 14/16 and the recall is 14/18. Itis interesting to note
the average robustness of the individual detector. The coppat “government leader” and “office” are two concepts that
fidence of an individual detector about its hypothesis can bgeanefit most from CBCF. Furthermore, most of the concepts
measured by the entropy of its outpuf; (Si|z) = —P1(yi=  not selected are rejected hyand~ in Eq.(2), which indicates
Dlog Py (yi=1) — Pr (yi=0)log Pr (y,;=0). Note this measure is nat the context relation and the robustness of related context
computed for each image, thus it is image dependentgl.et s important to qualify a concept for benefiting from CBCF.

be the normalized version gf (normalized to [0,1]). To take .

into consideration the mutugl information among concepts a8 Evaluation of_the ACBCF approach o

well as the robustness and confidence of individual detectord© Show the effectiveness of our ACBCF method, it is com-

our criterion selects “key” concepts as follows: the optimalPared with three other methods: the passive labelling (ran-

Sy are those having the largeSt, where: dc_)rr?ly select clor:)c?lpts for l:js?]r to Ic?b_edl), tlhde baseline EBCF
w gk " y without active labelling, and the individual detector without
b 5_g’€ + (L=B) Er(Sp) Hi (Spfz) - , () _ concept fusion. Note that with user’s interaction, some sub-

Notg the inclusion of the Ia_st.term m_akes th_e sgleqt!on Clit€shots are labelled for each concept. If we calculate precision

rion image-dependent. This is consistent with intuition - we

3 ’ - ) or recall based on all the test subshots, the comparison will
should ask users different questions for different images.

3.2. Further consideration
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be unfair to the algorithms without user labelling. To avoid ZZ

this problem, we compare the algorithms as follows: for each 0.1
concepts;, those subshots selected to be labelled by either
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our ACBCF or random labelling are taken out, and the rest of e “l ‘j Y Ca, e,
subshots are included for calculating precision or recall. Y, e Ty o,
Fig.4 (a) shows the Precision-Recall curves (the precision (b) AP for each concept

only 1 concept for each subshot. Fig.4 (b) gives the corre-

sponding AP on each of the selected 16 concepts. The fig- 058 1] 2 nenem aboteg ’7’L
ure shows that out of the selected 16 concepts, 14 has obvi- o o5 -

ous performance improvements using our ACBCF. Further- Tod //. —

more the improvements for most concepts are significant, e.g. -

650% for government-leader, 14% for map, 357% for office, 1 2 2 4 s e 7 8 8 w0

Number of labelled concepts

0 - i 0, 0
34% for people-marching, 13% for road, and 25% for urban. Fig. 5. MAP with different numbers of labelled concepts.

The Mean AP (MAP) of ACBCF on the entire 16 concepts
is 0.322, which outperforms random labelling %y %, out-  detecting semantic concepts inimages and videos. The frame-
performs baseline CBCF by 3.1%, and outperforms the indiwork incorporates user’s interaction to annotate a small num-
vidual detector by 11.8%. Moreover the ACBCF yields moreber of key concepts perimage, which are then used to improve
stable results than both random labelling and CBCF. For exdetection of other concepts. In addition, we propose a simple
ample, as reported in Sec.4.1, on 2 of the selected conceptst accurate method in predicting concepts that may benefit
(airplane and truck) the CBCF performance actually deterifrom context-based fusion. Our experiments over TRECVIDOS
orates. The deterioration is especially severe for airplanglata have confirmed the effectiveness of the proposed paradigm.
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