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Abstract—In order to cater to diversity of terminals and 

networks, efficient and flexible adaptation of multimedia content 
in the delivery path to end consumers is required. To this end, it 
is necessary to associate the content with metadata that provides 
the relationship between feasible adaptation choices and various 
media characteristics obtained as a function of these choices. 
Further, adaptation is driven by specification of terminal, 
network, user preference or rights based constraints on media 
characteristics that are to be satisfied by the adaptation process. 
Using the metadata and the constraint specification, an 
adaptation engine can take an appropriate decision for 
adaptation, efficiently and flexibly. MPEG-21 Part 7 entitled 
Digital Item Adaptation standardizes among other things the 
metadata and constraint specifications that act as interfaces to 
the decision-taking component of an adaptation engine. This 
paper presents the concepts behind these tools in the standard, 
show universal methods based on pattern search to process the 
information in the tools to make decisions, and present some 
adaptation use cases where these tools can be used.  
 

Index Terms—MPEG-21, Digital Item Adaptation, terminal 
and network constraints, decision-taking, adaptation, 
transcoding, requantization, rate shaping, scalable bit-streams. 

I. INTRODUCTION 
ETEROGENEOUS multimedia content delivery 

infrastructures and consumption devices present a huge 
obstacle in universal media access. Indeed, consumers use a 
growing variety of terminals to access multimedia content, 
over an equally diverse variety of networks with dynamically 
varying throughputs. To maximize consumer experience and 
ensure Quality of Service (QoS) commensurate with terminal 
and network capabilities and conditions, as well as user 
preferences, it is essential to adapt multimedia content in the 
delivery path to end consumers. Note here QoS is used loosely 
and does not correspond to network level guarantees. 

Additionally, the set of rich media content and formats to be 
delivered is growing fast. This justifies a drive towards 
adaptation engines or modules thereof that use a universal 
processing model – which do not need frequent upgrades to 
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support new formats and can even support proprietary ones. 
Adaptation of various standardized formats has been 

extensively studied in recent years [1]-[9]. Invariably the 
focus of such work is adaptation efficiency, since full 
decoding followed by re-encoding with parameters so that the 
terminal and network constraints are met, is often infeasible 
from complexity and delay considerations. This includes rate 
adaptation and resolution conversion for Discrete Cosine 
Transform (DCT) coded images [1][2], rate adaptation and 
spatial and temporal resolution conversion for pre-encoded 
MPEG-1/2/4 videos [3][4][5], object based transcoding [6], 
and rate-distortion-complexity optimized transcoding [7]. 

In many of these cases, there is a compute intensive 
decision-taking involved for choosing the right set of 
parameters for adaptation that yields an adapted version of the 
content meeting terminal and network constraints. The 
adaptation efficiency can be greatly improved if this process 
could be simplified, in particular by providing some metadata 
that conveys pre-computed relationships between feasible 
adaptation parameters and media characteristics obtained by 
selecting them. This metadata is also the only means of 
providing information that cannot be directly obtained from a 
compressed bit-stream, such as distortion/fidelity measures 
with respect to the original uncompressed data. The decision-
taking process then just uses the information in the metadata 
along with terminal and network constraints to make 
decisions, without requiring any information extraction 
through complex content manipulation. Furthermore, a 
universal processing model for the decision-taking process in 
an adaptation engine can be derived, so that descriptions and 
engines created by different parties can interoperate. 

Digital Item Adaptation (DIA) [10][11] is Part 7 of the 
interoperable Multimedia Framework currently being 
developed in the ISO/IEC MPEG standardization committee 
as MPEG-21 [12][13], and aims to standardize various 
descriptions, called tools, on the Terminal and Network key 
element, including the metadata supporting decision-taking 
and the constraint specifications as required for QoS. 

The rest of the paper is organized as follows. In Section II, 
the model for an adaptation engine is presented along with an 
introduction to various DIA components. Section III presents 
the decision-taking framework in detail. In Section IV, the 
optimization problem to be solved by a universal decision-
taking process is described, along with some strategies for 
solving it. In Section V we show a variety of adaptation use 
cases involving various formats where the framework can be 
effectively employed to make adaptation decisions. Finally, 
conclusions and future directions are presented in Section VI.  
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II. ADAPTATION ENGINE MODEL 
The model of an adaptation engine envisaged in DIA is 

shown in Fig. 1. Fig. 1(a) is the top-level model of a metadata-
enabled adaptation engine that absorbs various kinds of 
metadata to enable fast and efficient adaptation, for instance, 
based on terminal and network constraints. Fig. 1(b) shows a 
level more detailed model where the adaptation engine is 
decoupled into two functional modules: an Adaptation 
Decision-Taking Engine (ADTE) that absorbs metadata that 
aids decision-taking, as well as constraint specifications to 
make appropriate adaptation decisions; and a Bit-stream 
Adaptation Engine (BAE) that uses the decisions provided by 
the ADTE to perform the actual bit-stream adaptation.  

An MPEG-21 DIA tool called the AdaptationQoS (AQoS) 
represents the metadata supporting decision-taking in the 
figure. Another DIA tool called the Universal Constraints 
Description (UCD) represents explicit constraint 
specifications. The adaptation constraints may also be 
specified implicitly by a variety of Usage Environment 
Descriptions (UED) providing network, terminal, user and 
environment characteristics and preferences that cover a major 
part of the standard. Examples of UED include display 
capabilities, audio/video capabilities of terminal, network 
characteristics, and so on. An ADTE directly using a UED 
input has to specifically understand the media-type context to 
make reasonable assumptions about how they translate to 
constraints to be applied to adapted content characteristics.  
Alternatively, only the data within a UED can be referenced 
within an explicit UCD, or the AQoS description, which 
enables a universal processing model for the ADTE. 

The decisions made by the ADTE are next fed into the 
actual Bit-stream Adaptation Engine (BAE), which can be 
specific for a given format. This operation should be relatively 
simple given the decisions already made, so that the overall 
efficiency of adaptation is improved. For the special case of 

scalable bit-streams, such as JPEG2000 images [14] or fully 
scalable video proposed for standardization in MPEG-21 Part 
13 [15][16][17], it has been shown [18][19] that by 
association of the content with additional metadata, both the 
ADTE as well as the BAE can have universal processing 
models, since the adaptation process simply involves removal 
of certain segments followed by update of certain fields as 
required for format compliance This leads to adaptation 
engines for scalable bit-streams that are fully format-
independent. This additional metadata in DIA consists of the 
Bit-stream Syntax Description (BSD) [20][21] and a 
transformation stylesheet for the BSD. In the current paper, 
we focus on metadata that enables decision-taking and 
constraint specifications. 

Note that while the metadata and constraint specifications 
are normative in DIA, the implementation of the ADTE and 
the BAE using them is non-normative. Further, DIA does not 
restrict in any way the delivery architecture within which a 
compliant engine is used is practice. The model is applicable 
in a variety of scenarios, irrespective of whether adaptation is 
conducted in the server/transmitter or in a gateway, whether 
the ADTE and BAE operations are distributed or occur at the 
same node, etc. A discussion of these architectural options and 
suitability for different delivery scenarios is beyond the scope 
of this paper. DIA also does not address network transport 
issues for either the metadata or the bit-stream, which is left 
entirely to the system implementation. 

III. DECISION-TAKING FRAMEWORK 
The purpose of the ADTE in an adaptation engine is to 

make an appropriate decision on how to adapt an input bit-
stream, from among a set of available choices conveyed by the 
bit-stream description, based on specified input constraints. 
Furthermore, if the ADTE is to use a universal processing 
model it must not use any processing that is based on an 
understanding of the characteristics for specific media-types. 
This can only be accomplished if the decision-taking problem 
is expressed in the universal language of mathematics.   

In MPEG-21 DIA, decision-taking is cast as a constrained 
optimization problem involving algebraic variables that 
represent adaptation parameters, media characteristics, usage 
environment inputs, or any combinations of the above. The 
solution, which yields the decision, can then be computed by a 
universal process, independent of what the variables represent. 
The framework further provides for the decision-taking 
functionality to be differentiated with respect to sequential 
logical segments corresponding to partitionings such as GOP, 
ROI, Tile, Frame etc., referred to as the adaptation unit. All 
variables are differentiated by the adaptation unit. For 
streamed content, the adaptation unit in many cases is also a 
unit of transmission comprising a bit-stream segment and 
corresponding metadata for decision-taking.  

For example, consider a fully scalable video bit-stream [16] 
which contains simultaneous temporal, spatial and SNR 
scalability. It may also have color scalability, but we do not 
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consider this case here. The video bit-stream is organized into 
multiple sequentially transmitted groups of frames (GOF), 
each typically containing 16 or 32 frames. The GOF 
constitutes the adaptation unit abstraction. Every GOF is 
coded jointly into several temporal, spatial and SNR layers. 
The number of layers included post adaptation for each GOF 
is represented by variables NTEMP, NSPATIAL and NSNR, 
forming a 3-dim logical hypercube structure for the decision 
space as shown in Fig. 2. Note that the exact algorithm used to 
generate the compressed layers is immaterial, since no matter 
what algorithm is used, this model will likely remain the same. 
Other variables such as BITRATE can be defined as a 
function of NTEMP, NSPATIAL and NSNR, for each GOF. 

Denote the set of variables for the nth adaptation unit as 
vector I[n] = {i0[n], i1[n],..., iM-1[n]}, n = 0, 1, 2, …, where M 
is the number of variables. For each adaptation unit n, the 
optimization problem to be solved is given by: 

Maximize or Minimize {On,j(I[n], H[n])}, j=0,1,...,Jn–1 
subject to: Ln,k(I[n], H[n]) = true, k=0,1,…,Kn–1 

where Ln,k(I[n], H[n]), k=0,1,…,Kn–1, are Boolean 
expressions called limit constraints, and On,j(I[n], H[n]), 
j=0,1,…,Jn–1 are numeric expressions called optimization 
constraints. The number of optimization constraints (Jn) is 
arbitrary. If Jn=0, any solution in the feasible region – defined 
as the region of the solution space where the limit constraints 
are satisfied – is acceptable. The case Jn=1 is the most 
common and defines a single-criterion optimization problem 
which usually has a unique solution. The case Jn>1 defines a 
multi-criteria problem [22][23], where any Pareto optimal  
solution in the feasible region is accpetable.  

Let I*[n] represent a solution to this problem for the nth 

adaptation unit. The vector H[n] in the expressions of On,j and 
Ln,k represents the history of all past decisions for adaptation 
units 0,1,…, n-1. In other words, H[n] = {I*[0], I*[1],…, 
I*[n-1]}. An ADTE makes decisions for the vectors I[n] 
sequentially for n = 0,1,2,… The dependency on history of 
past decisions is needed in certain cases, as in Section V.D. 

The DIA tools, AdaptationQoS and UCD used in 
combination, support the above decision-taking mechanism. 
Variables are termed IOPins and are defined in the 
AdaptationQoS description. In cases involving multiple 
adaptation units, there is one IOPin defined in AdaptationQoS 
that indexes successive adaptation units, while other IOPins 
are functions of this IOPin. The AdaptationQoS description 

also conveys the known interdependencies between IOPins 
using various data types defined in the tool. These include 
look-up tables, numeric functions represented by an 
expression stack, or lists of values assumed for each 
adaptation choice termed utility functions. Note that the UCD 
or AdaptationQoS can still reference values from the UED, 
but the processing is driven by UCD or AdaptationQoS rules 
to ensure semantics-independent operation. 

Note that the semantics of the IOPins are immaterial within 
the ADTE because they are simply regarded as mathematical 
variables to solve in a generic optimization problem. 
However, they are very much important at the provider and 
receiver ends or other nodes from where the AdaptationQoS 
or UCD originates. That is because, the UCD creator in many 
cases would not be expected to know the identifier of the 
IOPin (variable) defined in the provider side AdaptationQoS 
description, corresponding to a given semantics. In order to 
enable linking of the UCD to the right IOPins in 
AdaptationQoS, DIA creates a number of dictionaries termed 
classification schemes to standardize terms having pre-defined 
semantics for representing media characteristics, usage 
environment characteristics, and segment decompositions. The 
AdaptationQoS associates the IOPins it defines with terms 
that are the closest in semantics, while the UCD creator uses 
the same terms to specify the problem, rather than use 
identifiers of the IOPins directly. The ADTE simply performs 
a textual match of the classification scheme terms used in 
AdaptationQoS and UCD to know how the constraints 
specified in UCD using semantics terms map to IOPins.  

IV. ADTE OPTIMIZATION 
Generally speaking, an ADTE can have several inputs to it, 

comprising an AdaptationQoS, and several UCDs or UEDs 
from various sources. Based on these inputs, the ADTE needs 
to make appropriate adaptation decisions, by solving one or 
more constrained optimization problems [24]. We first discuss 
the single UCD case, and then present options to cover 
multiple UCDs originating from different sources. 

A. Optimization problem involving free variables 
The AdaptationQoS declares and defines several IOPins, 

some of which are independent, while others depend on other 
IOPins. Among the independent IOPins, some are assigned 
based on usage environment inputs either explicitly through 
the UCD or through data semantically referenced from a 
UED. Additionally, in cases involving multiple adaptation 
units there is one independent adaptation unit IOPin. The 
remaining independent IOPins, denoted x[n], comprise N free 
variables that need to be optimized. At the start of the 
optimization process, the ADTE performs simple analyses of 
the UCD and the AdaptationQoS to determine the free IOPins. 
Then it performs the optimization for each adaptation unit 
successively. A free IOPin can either be discrete, i.e. taking 
values from a finite discrete set, or continuous but bounded 
within two limits as provided in the IOPin definition in the 
AdaptationQoS. Denote x[n]={xd[n]’ xc[n]’}’, where xd[n] is 
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the vector of Nd discrete free variables, and xc[n] is the vector 
of Nc continuous free variables, and N = Nc + Nd. Also, note 
that the set of values for a discrete IOPin can either be 
unordered – corresponding to categorical variables, or 
ordered. Thus, the problem to be solved is a mixed-variable 
multi-criteria optimization problem with general constraints 
[22][24][34] defined over free IOPins for each adaptation unit. 
Fig. 3(a) shows the top level ADTE optimization flowchart. 

For a universal ADTE, the generality of the optimization 
method used is of vital importance. Further, because the 
syntax of the UCD in MPEG-21 DIA allows representing 
arbitrarily non-linear functions for limit and optimization 
constraints, it is desirable to use methods that do not rely on 
derivative computations, but only black-box function 
computations as defined in the AdaptationQoS or the UCD.  

B. Search/Optimization Strategies 
For the problem as defined above, we consider first the 

discrete-only case, then the continuous-only case, and then 
extend to tackling the general mixed continuous-discrete case. 

1) Discrete-only case: 
In this case, all the free IOPins are discrete variables: x[n]= 

xd[n], N = Nd, Nc = 0. In commonly occurring adaptation 
decision-taking scenarios, it is sufficient to only search for the 
best parameters among a set of available discrete choices 
provided in the AdaptationQoS.  Further, the number of free 
variables and the set of choices for each is small enough in the 
considered use cases, so that search by total enumeration in 
the discrete space of values the variables take, is not 
unfeasible. For this case, it is always possible to find a generic 
solution, irrespective of the nature of the functions and for any 
number of optimization constraints. Furthermore, the 
exhaustive search method is well suited for the nature of the 
UCD specification in the DIA standard, where the limit 
constraints are simply represented as Boolean functions that 
only return whether the constraint is satisfied at a given point. 
We outline the procedure for finding the entire solution set for 
arbitrary number of optimization constraints. 

In multi-criteria optimization literature [22], a point y is 
said to dominate another point z with respect to a given set of 
optimization metrics, if one of the metrics evaluated at y is 
better than that evaluated at z, and no other metric evaluated at 
y is worse than that evaluated at z. A point y is said to be 
Pareto optimal, if there is no other feasible point that 
dominates y. The goal is to find the set of all Pareto optimal 
solutions. Given N free variables for each adaptation unit, the 
ADTE starts with a null initialized list of solutions. Then it 
generates a N-tuple for each candidate solution, and evaluates 
the limit constraints to test feasibility. If feasible, the 
optimization metrics are evaluated, and the candidate is 
compared with the current running list of solutions to check 
for mutual domination. If the candidate is dominated by at 
least one other existing solution, it is discarded. If not, the 
candidate is added to the list, but existing solutions that are 
dominated by the candidate, if any, are discarded from the list. 
Once all N-tuples in the space of free variables have been 

processed, the list yields the Pareto optimal set of solutions. 
Any particular solution from this set can then be chosen as the 
final decision. 

2) Continuous-only case: 
In this case, all of the free IOPins are continuous variables: 

x[n]= xc[n], N = Nc, Nd = 0. We consider first the single-
criterion optimization problem, and at the end generalize to 
the multi-criterion problem. 

A family of optimization methods, known as direct search 
[25], that only rely on function computations at given points, 
is well suited for black box optimization problems. Early 
direct search methods [26][27] were simplex based. A 
subclass of direct search methods termed pattern search that 
evolved from [28], has recently been generalized under a 
common theory of Generalized Pattern Search (GPS) 
[25][29][30] with convergence properties stronger than 
simplex-based methods. These methods are especially suitable 
for the ADTE problem. GPS methods generate a sequence of 
iterates of the solution with non-increasing objective 
functions. At each iteration, a set of trial steps around an 
incumbent solution are searched, using directions independent 
of the optimization metric taken from an underlying lattice 
centered on the incumbent. A subset of the steps is required to 
form a positive spanning set to ensure convergence [30]. If a 
step is found where the objective function is reduced, the 
incumbent is moved to that point, while the lattice scale is 
either maintained the same or increased. Otherwise, the 
incumbent is maintained the same, but the lattice scale is 
reduced for the next iteration. The simplest embodiment of the 
general method is co-ordinate search or compass search, 
where the trial steps are in the positive and negative directions 
of each co-ordinate to make a total of 2N directions, at the 
current scale factor. This method is especially suitable for 
problems such as the ADTE, where the dimensionality N is 
not known a priori. 

Direct search methods are basically for unconstrained 
problems, but can be adopted to handle constraints by 
converting a constrained problem into an unconstrained one 
by incorporating an exterior penalty term that penalizes the 
metrics if the limit constraints are violated based on the degree 
of violation. For a general optimization problem: 

}0)(,0)(:)({ =≤ xhxgxfMinimize  
where f is the objective function to be minimized with g and h 
being vectors {g0, g1, ..} and {h0, h1, …} of inequality and 
equality constraint functions respectively, one form of the 
unconstrained function to be minimized is: 

]))(()])(,0[([)(),( 22 ∑∑ ++=
i

i
i

i hgMaxf xxxx µµφ  

µ  is a positive number called the penalty factor, that is 
usually iteratively increased to a very large value, since the 
optimal solution satisfying the constraints is achieved only as 

∞→µ . An advantage of exterior penalty methods is that an 
initial feasible point is not needed. The difficulty however is 
that from the unstructured Boolean UCD specification in DIA, 
algebraic functions gi(.) and hi(.) as defined above, cannot be 
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directly obtained. It will be necessary to analyze and 
understand a UCD before an appropriate penalty term based 
on the degree of violation can be constructed. This processing 
step can be nontrivial.  

In order to bypass the UCD analysis step, it would be 
convenient to use a method that simply uses Boolean black-
box constraint functions that only return a yes/no answer 
indicating whether the constraints are satisfied at a trial point 
or not. In principle, GPS algorithms can be adapted to handle 
general constraints by an exact barrier approach that simply 
disregards trial steps that are infeasible, but Torczon argued in 
[25][31] that the search directions must be sufficiently dense 
and conform to constraint boundaries. A recent work by 
Audet and Dennis entitled Mesh Adaptive Direct Search 
(MADS) [32], specifically addresses this case, and is the only 
one of its kind so far. This method adds flexibility to GPS to 
search over a denser set of directions with a larger step size 
than the current mesh scale, to allow provable convergence for 
a large number of nonlinear constraints. However, as in all 
barrier methods, equality constraints cannot be directly 
handled. Nevertheless, for a generic UCD specification, this 
approach is the most promising.  

In all direct search methods except those involving exterior 
penalty functions, there is a need to search for an initial 
feasible solution. Since the AdaptationQoS description 
provides the limits of the continuous variables, this search can 
be conducted by an exhaustive search in a coarsely sampled 
discretized space. One strategy is to use a solution to the 
discrete-only problem over the sampled space, as an initial 
feasible solution. If there are no feasible solutions in the 
sampled space, the sampling step can be reduced, as long as 
the number of points to search does not become prohibitively 
large. Otherwise, the ADTE just gives up reporting an error.  

Finally, for multi-criteria problems pattern search methods 
are especially suitable, since only comparisons between points 
are needed. The criterion for comparing two points is simply 
changed to domination in the multi-criteria sense. Therefore, 
if any one Pareto optimal solution is desired, all the methods 
described above apply to multi-criteria problems as well. 

3) Mixed discrete-continuous case: 
In this case, some variables are continuous while the rest 

are discrete: Nc ≠  0, Nd ≠  0. This is the most general case for 
the ADTE problem. GPS/MADS based methods as described 
in the previous sub-section are equally applicable to these 
problems, with special handling for the discrete variables 
[33][34]. Trial steps in the mixed case should cover not only 
the pattern derived from a lattice defined over continuous 
variables as usual, but also all possible neighbors for the 
discrete variables. For the general case of categorical discrete 
variables, all values are neighbors of each other, and hence all 
possibilities need to be searched. Each step of the MADS 
iteration thus causes a change in either the discrete or the 
continuous variables. 

The discussion in this sub-section is summarized by 
showing two viable strategies for handling the OP block in 
Fig. 3(a) when there are one or more continuous free variables 
involved – one based on exterior penalty functions shown in 
Fig. 3(b), and the other based on MADS shown in Fig. 3(c). 

C. Handling multiple UCDs 
When an ADTE receives multiple UCDs from various 

sources, each defining an independent optimization problem, 
it is necessary to combine them in some way. In such cases, it 
is reasonable to require that all the limit constraints combined 
from all the UCDs must be satisfied. That is, the feasible 
region for the solution should be the intersection of the 
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feasible regions provided for the individual UCDs.  
For the optimization constraints however, there are several 

options. The first is to combine all the optimization constraints 
from all UCDs into an integrated multi-criteria problem, and 
then to search for a Pareto optimal solution in the intersected 
feasible region. The second option is to prioritize the UCDs 
based on the source of the UCD, and only search for a Pareto 
optimal solution in the intersected feasible region for the 
optimization constraints in one of the UCDs, ignoring those 
from the others. For instance, the ADTE may decide to give a 
higher priority to the optimization constraints in the UCD sent 
from the provider side, over those sent from the consumer 
side, when both UCDs provide optimization constraints. The 
third option is to solve the problems independently for 
optimization constraints in different UCDs, and then to search 
for a solution in the intersection of the individual Pareto 
optimal solution sets. If the intersection is null, a prioritization 
mechanism may be used to pick a solution from the union of 
the individual solution sets. While this option is in many ways 
the best in terms of fulfilling the motivation of the individual 
UCDs, this is also the hardest to implement. In this case the 
ADTE should not only solve multiple problems, but also 
remember all possible Pareto optimal solutions for each.  In 
contrast, the first two options require solving only a single 
problem, and do not even need storing all possible solutions. 

Based on these considerations we advocate adopting either 
the first or the second approach or a combination thereof.  

V. ADAPTATION USE CASES 
In this section we describe a few use cases involving real 

bit-streams, specifying the decision-taking problem that aids 
adaptation, what metadata needs to be provided to enable 
decision-taking, some possible constraints that may be used to 
drive adaptation and how the decisions made are used for the 
actual bit-stream adaptation. All these cases use discrete 
optimization by exhaustive search in the decision space. 

A. JPEG image adaptation 
A classical adaptation problem for JPEG images (or MPEG 

intraframes) is that of requantization. The goal is to adapt a 
compressed JPEG image to a rate lower than the original. A 
problem associated with any viable method with JPEG is that 
there is no guarantee of the adapted rate achieved. 
Consequently multiple passes are required to avoid both 
violating the rate constraint or over-adaptation resulting in 
high distortion. This problem can be readily handled however 
by providing pre-computed information in the AdaptationQoS 
that maps possible parameter values for a specific BAE 
scheme to the rate and distortion achieved for a given image. 
The methodology below applies not only to JPEG images but 
to other content types as well, and is presented as such.  

The content provider makes available the AdaptationQoS 
that declares and defines the following IOPins: 
• Free IOPins: PARAM1, PARAM2, …, denoting the set of 

parameters to be used with a specific adaptation scheme. 
• Dependent IOPins: CODESIZE (rate) and/or MSE 

(distortion) obtained as a function of the chosen set of 
parameters (PARAM1, PARAM2,  …) 
A UCD may then request minimization of MSE subject to 

CODESIZE ≤  average transmission rate supported by 
network times maximum tolerable delay. Alternatively, it can 
request minimization of CODESIZE subject to MSE ≤  
maximum acceptable distortion value. The ADTE readily 
finds the appropriate set of parameters in either case by 
searching in the space of free IOPins: PARAM1 PARAM2, … 
etc. and passing it to the BAE that implements the scheme.  

A common BAE for JPEG is one that uses a single 
parameter (PARAM1) representing a quality factor (for 
instance as suggested by the Independent JPEG Group) to use 
for generating an 8x8 quantization matrix to requantize DCT 
coefficients. An improvement yielding better quality and 
lower rate was recently reported [2]. The ADTE returns the 
right quality factor to use for either UCD type, by searching 
the space of available quality factors and the corresponding 
pre-computed rate and distortion achieved by choosing them. 

Interestingly, not knowing the actual rate achieved for a 
given set of parameter(s) is a universal problem in a wide 
range of reported rate-distortion optimal adaptation methods 
for various content-types that depend on a Lagrangian 
parameter λ . The AdaptationQoS in these cases can provide 
λ  as a function of the actual rate achieved to enable deciding 
the right parameter λ  based on a given rate constraint. 

B. JPEG2000 image adaptation 
A JPEG2000 image contains simultaneous spatial, SNR and 

component (color) scalability. It may also have precinct-based 
scalability, but in this example we focus only on the first 
three. Such a bit-stream can be represented in a 3-dim logical 
hypercube structure with multiple layers along each of the 
three scalability dimensions. Useful adaptations of the bit-
stream truncate the logical hypercube at the outer ends.  

The task of the ADTE is essentially to decide on the 
number of spatial, SNR and component layers to include 
based on available constraints. A BAE would use the 
decisions to actually drop the layers that are not required, and 
also to conduct other minor update operations on the bit-
stream to guarantee syntax conformance.  

The content provider makes available the AdaptationQoS 
metadata that defines and declares the following IOPins: 
• Free IOPins: NSPATIAL, NSNR, NCOMP – indicating 

number of spatial, SNR and component layers respectively. 
• Dependent IOPins: CODESIZE (rate), MSE (computed by 

reconstruction at the highest resolution for both grayscale 
and color), IMAGE_WIDTH, IMAGE_HEIGHT and 
ISCOLOR (whether image is color or grayscale), each as a 
function of the free IOPins. 
Based on this metadata, it is possible to flexibly derive 

adapted versions based on various considerations represented 
in the UCD. We show two possible UCDs below that entertain 
very different considerations for adaptation of an image.  

The first UCD requests maximization of IMAGE_WIDTH 
(which also maximizes IMAGE_HEIGHT) subject to the 
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following limit constraints: IMAGE_WIDTH ≤  display width 
provided; IMAGE_HEIGHT ≤  display height provided; 
ISCOLOR cannot be true unless the viewing display is color 
capable; CODESIZE ≤  average transmission rate supported 
by network times maximum tolerable delay provided. Note the 
preference here is for a large image, even if that means 
sacrificing color for a color display or sacrificing quality. 

The second UCD requests minimization of MSE subject to 
the following limit constraints: IMAGE_WIDTH ≥  minimum 
desired display width; IMAGE_HEIGHT ≥  minimum desired 
display height; ISCOLOR matches the color capability of the 
display exactly; and CODESIZE ≤  transmission rate 
supported by network times maximum tolerable delay 
provided. Note that here the preference is for a better image 
quality, as long as the size is greater than a minimum desired. 

In both cases, the ADTE obtains appropriate solutions by 
searching the discrete space of free IOPins. But the 
AdaptationQoS description is agnostic of the considerations 
used to drive the adaptations. Fig. 4 shows an original image 
and two adapted versions generated by the above two UCDs 
with the same codesize constraint. The first adapted version in 
Fig. 4(b) is grayscale and is at half the resolution of the 
original. The second adapted version in Fig. 4(c) is color and 
has better quality, but is quarter the original resolution.  

C. Motion compensated predictive video adaptation 
Here we discuss the rate adaptation of motion compensated 

predictive coded video like MPEG-X and H.26X. For such 
non-scalable bit-streams, a variety of rate-adaptation options 
exist with varying complexities, such as dynamic rate shaping 
[3], requantization [4], and object-based transcoding [6].  

In [8] a utility-based rate adaptation framework was 
proposed, which can be illustrated by conducting frame 
dropping (FD) and coefficient dropping (CD) for adaptation 
of MPEG-4 video. FD adapts the source stream by skipping 
frames, while CD operates by truncating some high frequency 
DCT coefficients. The combination of FD and CD is attractive 
due to its simple implementation and flexible tradeoff between 
spatial and temporal qualities.  

In order to enable prompt decision-taking subject to 

constraints, rate-distortion (R-D) information per group of 
pictures (GOP) is collected by computing sampled FD-CD 
operations, and transmitted as AdaptationQoS description to 
the ADTE. The ADTE uses this to obtain the optimal FD-CD 
decisions per GOP based on constraints, while the BAE uses 
the decisions to reshape the bit-stream by conducting FD-CD 
operations. User preferences are also used in decision-taking 
to yield a valuable extension to traditional R-D optimization.  

The content provider makes available the AdaptationQoS 
description that defines and declares the following IOPins: 
• Adaptation unit IOPin: GOP. 
• Free IOPins: NBFRAME, NPFRAME, RCOEFF – indicating 

respectively the number of P-frames to be dropped in a 
GOP, the number of B-frames to be dropped in a sub-GOP, 
and the ratio of bit reduction by CD ∈ {0.0,0.1, …}, for a 
given adaptation unit which could be one or more GOPs. 

• Dependent IOPins: BANDWIDTH (available bandwidth), 
UTILIY (quality of adapted video). In this example PSNR 
is adopted for Utility. Other quality measurements like 
mean opinion scale (MOS) may also be used. 
The following are two typical kinds of optimizations in the 

FD-CD adaptation, which may be guided by the above 
AdaptationQoS metadata. First, for each adaptation unit, find 
optimal operation of FD-CD that maximizes UTILITY 
(PSNR), subject to BANDWIDTH≤ available bandwidth 
(resource-constrained utility maximization). Second, for each 
adaptation unit, find optimal operation of FD-CD that 
minimizes BANDWIDTH (bit-rate), subject to PSNR ≥  
minimum acceptable quality set by user (e.g., 32 dB).  

Adaptation of 1.5Mbps MPEG-4 video (CIF format with 
30fps, GOP size=15, and sub-GOP size=3) down to about 
200kbps under dynamic bandwidth constraints was 
demonstrated in [8]. There is little computational overhead for 
adaptation decision-taking. Real time FD-CD adaptation in 
BAE was shown to be feasible on moderate PC systems [9]. 
Even if the R-D information is unavailable (e.g., for live 
videos), a content-based utility function prediction approach 
[9] can be conducted so that the real time decision-taking can 
still be guaranteed 

D. Fully scalable video adaptation 
Fully scalable video bit-streams have already been 

introduced in Section III (see Fig. 2). The ADTE in this case, 
takes decisions on the number of temporal, spatial and SNR 
layers to include for each successive GOF (adaptation unit), 
based on current network and terminal constraints. For 
streaming sessions, the ADTE should be designed to take 
decisions for successive GOFs (adaptation units) 
synchronously with the transmission schedule, in order to 
accommodate dynamically varying network and usage 
conditions. Thus, the UCDs and UEDs that actually provide 
the constraints may change dynamically during a streaming 
session, causing the ADTE decisions for the currently 
processed and transmitted GOFs to also change accordingly. 

The content provider makes available the AdaptationQoS 
description that defines and declares the following IOPins: 

        (a) (b) (c)  
Fig. 4 JPEG2000 image adaptation. (a) Original image, size 
512x515. (b) Adapted with first UCD – max resolution 
300x300, max codesize 6000 bytes, display grayscale. (c) 
Adapted with second UCD – min resolution 100x100, max 
codesize 6000, display color. 
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• Adaptation unit IOPin: GOF. 
• Free IOPins: NTEMP, NSPATIAL, NSNR – indicating 

number of temporal, spatial, and SNR layers respectively.  
• Dependent IOPins: FRAMERATE (temporal resolution), 
BITRATE (rate), PQUAL (perceptual GOF quality 
combining frame SNR computed at the highest resolution 
with framerate), FRAMEWIDTH, FRAMEHEIGHT – each as 
a function of free IOPins per GOF. 
The following example UCD requests an adaptation. For 

the first GOF (adaptation unit), the UCD requests 
maximization of PQUAL, subject to: FRAMEWIDTH ≤  display 
width provided; FRAMEHEIGHT ≤  display height provided; 
FRAMERATE ≥  a minimum desired value; and BITRATE 
≤  average transmission rate supported by network. For all 
subsequent GOFs, the FRAMEWIDTH and FRAMEHEIGHT 
limit constraints are replaced by one that requires them to 
remain the same as the previous adaptation unit. Thus, the 
ADTE chooses the spatial resolution only for the first GOF, 
and maintains the same for all subsequent GOFs. However, 
the temporal and SNR layers chosen keep changing depending 
on the video characteristics as provided in the AdaptationQoS 
and the current network conditions. 

We demonstrate the adaptation performance based on this 
AdaptationQoS and UCD on 288 frames of the CIF Foreman 
sequence, compressed using the MC-EZBC [17] inter-frame 
scalable video codec. The bit-stream consists of 18 16-frame 
GOFs, each with 5 temporal, 6 spatial and 5 SNR layers. The 
parameters in the UCD generate a QCIF resolution adapted 
video for the first GOF, which is maintained for all 
subsequent GOFs. We consider two cases: first where the 
average available transmission rate for the network is 700 
Kb/s for the duration of the transmission, and the second 
where the constraints are dynamically updated every one-third 
of the video so that for the same average rate of 700 Kb/s, the 
available rates for each individual one-third are 700 Kb/s, 350 
Kb/s and 1050 Kb/s respectively. Table 1 presents for both 
cases the actual bandwidth transmitted along with the number 
of temporal, spatial and SNR layers transmitted for each GOF. 
Adaptation of 288 frames on a moderate PC in both cases took 
less than 0.5 s, which is much less than that required for 30 
frames/s transmission and playback. The results presented use 
an ad hoc measure of perceptual quality PQUAL. A 
comprehensive study on perceptual characteristics of temporal 
resolution and frame SNR is needed, in order to enable 
appropriate decision-taking for fully scalable video. 

Table 1. Dynamic adaptation to match available bandwidth. T/S/Q 
stands for Temporal/Spatial/SNR(Quality) layers preserved by 
adaptation. All BWs are in Kb/s. 

Constant BW Dynamic BW  
GOF Av. 

BW 
Actual 

BW 
T/S/Q 
Layers 

Av. 
BW 

Actual 
BW 

T/S/Q 
Layers 

0 700 600 5/5/2 700 600 5/5/2 
1 700 671 4/5/3 700 671 4/5/3 
2 700 536 5/5/2 700 536 5/5/2 
3 700 544 5/5/2 700 544 5/5/2 

4 700 542 5/5/2 700 542 5/5/2 
5 700 670 5/5/2 700 670 5/5/2 
6 700 657 5/5/3 350 332 4/5/2 
7 700 679 3/5/4 350 273 5/5/1 
8 700 633 5/5/2 350 321 4/5/1 
9 700 669 5/5/2 350 317 4/5/1 

10 700 579 5/5/2 350 290 4/5/1 
11 700 651 5/5/2 350 308 4/5/1 
12 700 687 4/5/3 1050 889 5/5/3 
13 700 521 5/5/2 1050 870 5/5/3 
14 700 607 4/5/3 1050 978 4/5/4 
15 700 665 5/5/3 1050 876 4/5/4 
16 700 587 5/5/3 1050 827 4/5/4 
17 700 553 5/5/3 1050 1010 4/5/4 

VI. CONCLUSIONS AND FUTURE DIRECTIONS 
In this paper we have presented the concepts behind the 

decision-taking framework supported in MPEG-21 (Part 7) 
DIA to enable Terminal and Network QoS. Casting the 
adaptation decision-taking problem as a generic constrained 
optimization problem involving adaptation variables enables 
creation of universal decision-taking engines that take 
decisions based on terminal, network and preference 
constraints, irrespective of their semantics and content type.  

Decision-taking by exhaustive search over discrete 
variables is straightforward and covers the vast majority of 
practical adaptation scenarios existing today – some of which 
are presented in the paper. Viable strategies when one or more 
variables are continuous are also presented. Recent work on 
MADS seem to be very promising for handling continuous 
variable ADTE problems with black box limit and 
optimization constraints. Penalty methods requiring UCD 
analysis to generate a penalty term may also be explored. We 
hope the initial directions presented here would lead to more 
thorough future work and exploration of scenarios where 
continuous variable adaptation decisions would be useful.  
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