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ABSTRACT determine the optimal division of bits between SNR and temporal
To enable video transmission over heterogeneous wirelayers at different bit-rates. Based on this analysis, we conclude
networks, a highly scalable compression and streaming framevbak to optimize overall visual quality, certain tradeoffs between the
that can adapt to large and rapid bandwidth variations in redtandwidths allocated to spatial and temporal layers need to be
time is necessary. MPEG-4 Fine Grained Scalability (FGS3tablished. For instance, at low transmission bit-rates, the SNR-
provides fine-grained SNR and temporal scalabilities, but theselity requires relatively larger improvement before motion-
scalabilites are implemented and performed independergijioothness is improved (i.e. at low bit-rates, more bandwidth
thereby neglecting the gains that can be made from making jélmuld be allocated to SNR-quality instead of temporal-quality).
SNR-temporal decisions to maximize quality. In this paper, a ndVel then present an enhanced FGS scalability solution called FGS+
Fine Grained SNR-Temporal scalability framework called FG#at uses these relationships to produce up to 1.5 dB gain
that provides a new level of performance by considering SNR e@aipared with the MPEG-4 FGS framework. We tabulate the
temporal scalability jointly is presented. This new solution uses @aéns for various video sequences at different bit-rates.
results of our subjective tests, which indicate the levels to whichThe paper is organized as follows. Section 2 briefly describes
SNR-quality needs to be enhanced before motion-smoothMé¥sG-4 FGS scalability. Section 3 presents the results of our
should be improved. The study alseveals that these SNRsubjective study on FGS SNR-temporal-quality. Sections 4 and 5
temporal tradeoff points vary among videos, and depend onffgsent two variants of the improved FGS+ framework that include
characteristics of the video. Based on these observations, pgiformance results and comparisons with MPEG-4 FGS. Section
solution uses reference frames, enhanced relative to FGS,6foutlines how FGS+ parameters for unseen videos can be chosen,
prediction, improving visual quality over MPEG-4 FGS by up &nd Section 7 draws conclusions.

1.5dB The FGS enhancement laye Portion of the enhancement layer transmitted in real-time

SNR enhancement: 1empora|—enhancem
1. INTRODUCTION Enhancement Layer Enhancement Layer

Real-time streaming of audiovisual content over wireless netwo
(GPRS, UMTS, WLANs etc.) is emerging as an importa
technology area in multimedia communications. Due to the wi

variation of available bandwidth over short intervals in wirele

sessions, there is a need for scalable video coding methods

allow streaming to flexibly adapt to changing network conditiof Base Layer Base Layer

in real-time. One such technique is MPEG-4 Fine-Granular A (at encoding time) B (at transmission ime)
Scalability (FGS) [1][2], which can adapt in real-time to bandwidthy. 1. The FGS SNR-temporal scalability structure (A) and examples
variations while using the same pre-encoded stream. of its usage in supporting joint SNR-temporal scalability in a fine-

The key advantages of the MPEG-4 FGS framework -resiliegpaular way (B).

and flexibility- come at the expense of lower video quality. In [1],
the FGS performance is compared to a set of non-scalable str]éJalwépEG'Af FGS SNR-TEMPORAL SCALABILITY

coded at discrete bit-rates covering the same bandwidth range. Thg,is section briefly presents the MPEG-4 FGS framework (the
rzeguclits ]Pbt'e:tggd indicated a decrease in coding efficiency of URdEr is referred to [2] for details) whose structure is portrayed in
i or ’ . . ig. 1A. Under this framework, video content can be compressed
In this paper, a novel scalable video-coding framework calﬁ cover any bandwidth range {R Rn.] by the use of two
. ; - Y a
FGS+ that improves the FGS coding efficiency is introduced. Figgamsz a base-layer (BL) stream that is always transmitted and an

basis of this new scheme lies in the reall_zg_tlon that_ in the ancement-layer (EL), which is transmitted only as bandwidth
framework, the SNR and temporal scalabilities are |mplemen§ﬁ

. - ws. The base-layer bit-rategRis chosen for coding the base-
and performed mdepenc_ie_ntly, ngglectlng that SNR_—temp Jer (BL) such that the available bandwidth is almost certainly
tradeoffs should be made jointly for improved visual quality. Flrls ;

we present the results of a subjective study that allows us? Rer than Ry, at all tlm_es .("e' B = Rmin). The .FGS.
enhancement-layer (EL), which is progressively coded using a fine-

grained approach based on bit-plane DCT coding, improves upon

1 Although this type of comparison may seem to be unfair to FGS - t§ base-layer video, and suppor®th SNR and temporal
non-scalable streams are optimized for particular bit-rates whereas #&@bility through asingle pre-encoded stream. MPEG-4 FGS
covers the same range of bandwidth with a single enhancement-layer Sability therefore provides flexibility in supporting (Fig 1B):
comparison provides insight into the theoretical limits of the FGS rate- Temporal scalability by increasing only the frame-rate.
distortion performance if the base-layer and enhancement-layereare SNR scalability while maintaining the same frame-rate.

independently coded and optimized. *  Both SNR and temporal scalabilities.




However, no automatic mechanism for performing the optiroélthe videos. For instance, spatially complex sequences such as
SNR-temporal tradeoff is standardized in MPEG-4. Mobile require more bits to produce an image of satisfactory SNR-
quality, while videos with large motion-magnitude, such as
3. JOINT SNR-TEMPORAL FGS+ ENCODING Coastguard, require more temporal-quality at a lower bandwidth.
As mentioned in the previous section, the MPEG-4 FGS sery=+;

has two degrees of freedom: the temporal-quatitythe SNR- (RKFK) . _.,—*"’E
quality can be enhanced at each transmission bit-rate. Howey 1 : T =
SNR and temporal-quality are just two components of the over ¢ e -A _-" —
video quality, and hence, only certain combinations of SNR a|T ° ,—’/’f/‘ L=
temporal quality will lead to maximal overall quality (as depicte| & , X A -
. . ['4 pay Yy
in Fig. 2A). = \‘7‘3 /
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Fig. 3: SNR-Temporal preference curves for different videos.
B . Since the study indicates a clear preference for a specific allocation
Qe Ll eese layerp s R of bandwidth between SNR and temporal-quality at eac_h bit-rate,
L >y B the server can make optimal rather than ad-hoc choices about
M pandwidth allocation. Additionally, since this allocation path is
(A The Video SNR-Terporal Plane (B) Choosing Tradeof- pre-determined for a particular video, the encoder/transmitter and
decoder/receiver can follow the same path in the SNR-temporal
Fig. 2: (A) SNR-Temporal tradeoffs at various bit-rates. (B) SNR- plane (Fig. 2A) and will know the exact number of bits allocated to
temporal tradeoff for video-classes based on BL data each frame at any bandwidth, as depicted in Fig.2B.

Since no standardized objective measure for determining the
overall (SNR-temporal) quality of a coded sequence exists,"WeFGS"' FOR B-FRAMES
conducted a subjective quality assessment for evaluating th&his section describes our enhanced FGS+ framework, which
performance of various FGS SNR-temporal tradeoffs at foges the results of the study in Section 3 to provide “extended”
transmission bit-rates (R= (200,300,500,1000kbgsjor four 10- reference frames for temporal B-frames in the enhancement-layer
second CIF sequences from the MPEG-4 test suite. The {@W).
sequences were selected to cover a wide range of vide®ecall thatin MPEG-4 FGS, the EL frames are solely predicted
characteristics. Their relative motion-vector magnitudes (MV) grsim the base-layer. This ensures that complete reference-frames
I-frame TM-5 image-complexity values (Xi) are shown in Table lare always received at the decoder, independent of bandwidth.

Foreman Stefan Coastguard Mobile However, these small references-frames reduce coding efficiency
Motion _ Vector | 7.200 13.100 10.100 3800 @S temporal correlation between frames is only minimally
size in bits (MV) exploited. In our schemes, the path the transmitter will take in the
T™M5  Iframe | 267,163 519,229 354,381 990,749SNR-temporal-quality plane is known a-priori (Fig. 2A).
Com p IeXity (XI) Reference for Scheme using fixed Enhanced-reference

reference rat schera

Table 1: Relative values of motion-vectors and TM-5 complexity in the
four videos used in testing
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At each bit-rate R four videos with different frame-rates (5
7.5, 10, 15 fps) and correspondingNR-quality were produced
The videos were synchronized and shown simultaneously to
twelve viewers who, at each bit-rate, selected the encoc
perceived to have the best overall quality. The results, represel Bangwal®
the average frame-rate chosen at each bandwidth are shown in Fig. ®BFRAMEONLY SCHEME (B) SNR quality of enhanced-scheme
3. The following conclusions can be drawn from the figure:

1. Until the SNR-quality improves to an acceptable level, g, 4: (A) The proposed scheme using optimized reference and (B)
users prefer that the additional bandwidth be used to enh@nNR-quality as bandwidth increases

the SNR-quality. Once SNR-quality has improved adequately, . . .
the preference is for improved temporal-quality (i.e. motioh'S path pre-determines the level to which the quality of each
smoothness). frame is improved before a new temporal-enhancement frame is

The curves vary substantially for different videos, and érg oduced. Therefore, the newly introduced temporal frame can

correlated to the texture-complexity and motion-vector magnitfd& extendeql-frame_s as reference, t'h'ereby producing _smaller
residues and improving compression efficiency. MPEG-4 FGS and

the FGS+ scheme are illustrated in Fig. 1B and Fig. 4A. Note that
2 The base-layer bit-rateg was 100 kbps. while the temporal B-frames introduced first in FGS+ use reference
% Bits were divided among frames to maintain uniform SNR-quality. ~ frames extended by a small fraction of the bits present in the EL,




the second temporal B-frame, introduced at a higher bandwidtP&\NR improvement of each frame as a consequence of using
uses reference frames extended by a larger number of bits. varying amount of extended-references. édch bit-rate R the
Subsequently, this section answers the two questions that peeidrmance improves as we extend the reference-frames by adding

to be addressed in implementing the GFS+ framework: more EL bit-planes (BP). However, if we use too many bit-planes
At which bandwidths R should temporal-frames bes reference, the performance starts degrading because at that
introduced (i.e. the frame-rate be increased)? point, not all the additional bits used in enhancing the reference are
+  When a temporal-frame is introduced, what should be transmitted; thus the decoder makes predictions based on
optimal size of the extended-reference? incompletely constructed references. Asifitreases, the number
4.1 Introducing temporal-frames of bit-planes than can be used to improve the reference without a

We illustrate the procedure for introducing temporal-fran]@SS in Performance increases. This is clearly seen in Table 2,
through an example. Assume that the base-layer frame-raig idvbere at 300 kbps performance peaks at 2 bit-planes while at 1500

and that for the video being transmitted, the SNR-tempdﬁ%lPS performance falls off only after 4 bit-planes. So, for this video

subjective study has indicated that users prefer videos with frafduence, at a jRof 300 kbps, the optimal performance

rates of F until each enhancement-layer frame improves td™Provement is obtained by using 2 bit-planes of enhancement,
quality corresponding to Bbits (R—Rs =Bi*F;), followed by. while at a Rof 1000 kbps, the optimal choice is 3 bit-planes.
frame-rates of F; until each frame improves to,B bits etc., whereKbps | BP=0 BP=1 BP=2 BP=3 BP=4 BP=5 BP=6
Fo=Fs. and R=Rg . Let us examine what happens when thgg 285 287 293 281 277 274 273
current bandwidth changes tq®hen the system is operating at 303 305 311 309 300 297 294
bandwidth R corresponding to a frame rate of Bnd a quality of ' ' ’ ' ) ' '
B¢ bits/frame. In the MPEG-4 FGS scheme (Fig. 1B), at O | 342 343 348 353 348 33.8 334
bandwidth R, the transmitter can choose the best SNR-qualityl60 | 37.0 373 382 388 388 373 367
(Rn-RgL/Fg bits/frame, the best temporal-quality (determined by ] ] ]

the number of FGS-temporal frames compressed at encoding Tm@: 2: The SNR in dB for Fhe Coastguard video as a function of the

or make any other SNR-temporal tradeoff in between. Howeve ,'H te and the number of bit-planes used as reference.

the enhanced scheme (Fig. 4A), the transmitter takes a B'& performance

determined path with respect to dividing additional bandwidth e improvement in performance of the B-frame only FGS+

between SNR and temporal-quality. When the bandwidth changg&zme over traditional MPEG-4 FGS is presented in Table 3. The

to Ry, the transmitter first identifies k, such tha'Bx < Ry-Re1< yideos had a base-layer bandwidth Rr approximately 100 kbps,
Fr+1"Bk+1 and allocates (RRRg_)/Fy bits to each enhancement-layef,§ contained one B-frame per P-frdme

frame. If i > Fc, the transmitter will introduce new frames-t -
increase the frame rate from o R.%. For instance, if R for the Kbps Foreman Stefan Coastguard Mobile
Coastguard video changes to 300kbps, based on the resffs 0.48 (2) 0.31(2) 0.63(2) 0.19 (2)
depicted in Fig. 3, f should be changed from 5 fps to 8 fp§00 0.85 (3) 0.65(2) 0.62(3) 0.74 (2)
yielding By = (Ry—Rs.)/Fy = 25 kb given R = 100kbps. 1000 0.98 (3) 0.90 (2) 0.67(3) 0.94 (3)
Note that in the new scheme, at frame-ratetRe encoder andl500 1.09 (4) 1.22(3) 1.15(4) 1.28 (3)

decoder are awatehat all frames have qualities corresponding To ] _ _
at least B, such that the newly introduced temporal frames do A@ple 3: The maximum improvement in performance at
need to be predicted solely from the base-layer, but candifigrent bit-rates for the B-frame case.

predicted from the extended reference frames of sige+B,. The number of FGS bit-planes used to enhance the base-layer
Adopting higher quality extended reference frames for FGS+ 16gds hosen by the empirical method outlined above and is given in
to an improved compression efficiency as will be shown in Sectiplianhesis. The performance improvement ranges from 0.19 dB to
4.3. o . 1.28 dB. Note that at low bit-rates spatially simple videos such as
4.2 Determining the size of the reference Coastguard benefit the most, while at higher bit-rates the spatially
The user-study indicates the bandwidths at which tempopadst complex sequence such as Mobile derive the largest
quality should be improved by introducing new B-framéfaprovement.
However we do need to determine the optimal amount of extended-
reference B_ +B; to use at each bandwidth;.ROne approach to
determine these optimalgB+B; is empirical: plot the compressioﬁB' FGS+ FOR ALL-FRAMES
performance as a function of the extended-referencest Bach  In the scheme depicted in Fig. 4B, only the temporal B-frames
bandwidth R and choose the extensior&that provides the bestn the enhancement-layer use extended-reference for prediction.
performance. However, performance can be further improved by additionally
The compression performance (PSNR) of the encoded vided!fdg extended-references for the base-layer P-frames (Fig. 5A).
the Coastguard sequence is presented in Table 2. It tabulate¥fHke the B-frame only case, depicted in Fig. 4A, the subjective
study does not provide a guideline for the amount of enhancement
to be used for P-frames prediction, as base-layer P-frames are
“ Note that for the base-layer, a different number of bits BBL is used for present at all bandwidths. Therefore, we need a different approach
each frame to ensure constant quality among frames. to determine the amount of extended-reference to use for the P-
5 If frame-rates are changed abruptly, there will be a vertical drop in SNR-
quality rather than the horizontal change depicted in Fig 4(B).
% f the SNR-temporal tradeoffs made by the encoder at different bit-rateslt should be noted that the P-frame performance does not change in this
are not known at the decoder, the encoded stream needs to indicate thedimme, so the average B-frame improvement in performance is twice what
of the reference frames used for FGS+ prediction. is shown in Table 3.




frames. If we choose the amount of enhancement to betdnporal references, and the number of bit-plangst@use in
bits/frame corresponding to a bandwidth, Rhere are always B enhancing the BL P-frame references vary, depending on the
bits available for each | and P frame at bandwidths higher thandRaracteristics of a video. The characteristics that influence R
The performance at bandwidths higher thani®Renhanced due tesignificantly are TM-5 complexity (Xi) and motion-vector
the larger references used in predicting the P-frames, whilenagnitude (MV), while Xi largely influences the choice of &d
bandwidths lower than R performance degrades, as afl liits are By. Good choices of these values for unseen videos can be made by
not transmitted resulting in incomplete references. This probleraléssifying videos based on values such as Xi and MV, then using
compounded by prediction-drift, where the error in a P-framethe characteristic value of the class. Since Xi and MV are
transmitted to all subsequent P-frames within the GOP and st@psulated in the BL by the encoder and decoder, no additional cost
only at the next I-frame [3]. Hence, the advantages and drawb&kscurred in this process (see Fig 2B).

of choosing an enhancement of B bits/frame must be balanced, @dore detailed algorithms for choosing the appropriate

illustrated in Fig. 5B. parameters based on observing many video characteristics will be
Enhanced-reference size oframes 5] ) , presented in future work. We will adopt content-based
SN Pt0= probabing Aﬂjjﬁ classification methods that predict adequate parameter classes
based on the video features (such as MV & Xi). Similar
FHEi ﬁ F}\E orgral approaches have been used in predicting video traffic classes on
N oo Mot rate-distortion curves in [4].
A A N E:New E of choice of
] ofe] = o B 7. CONCLUSIONS
i Transmission bandwidth R

) ALLFRANE SCHENE {8) Effect of Reference Bandwidth T on Performance This paper has presented a fine-grained scalable encoding
scheme referred to as FGS+ that produces gains of up to 1.5 dB
over MPEG-4 FGS. In introducing fine-grained scalability MPEG-
4 FGS paid a 2-3 dB cost. We show how more than half of that

probable magnitude of improvement given the choice Iggs can be regained through an innovative view of video quality:

transmission bandwidth R and probability of transmission a{¢ ~consider ~ SNR-temporal-quality ~jointly rather than

bandwidth r to be p(r). Namely we maximize the expectation/¥fependently and determine their optimal combination at each
quality improvement by choosing the optimal refereng@ndwidth through a subjective study. This new solution uses the
frame. results of our subjective tests, which indicate the levels to which

mTaXHF(T) =Y p(N[PSNR,, (1) - PSNRo‘d(r)]H SNR-quality needs to be enhanced before motion-smoothness
N . should be improved for optimal visual quality. Based on this

After an optimum R and the corresponding enhanced-referengge ation, our solution uses improved base-layer frames to

level By for the P-frames is chosen, all P-frames are predicted figmjict temporal-scalability frames instead of the base-layer frames

BL frames enhanced to-bits by the addition of EL bit-planes a, e original FGS scheme. Furthermore, the study revealed that

shown in Fig. 5A. different SNR-temporal tradeoffs videos should be made based on

5.1 Performance sequence characteristics at various transmission bit-rates. Since our
The additional improvement in performance gained by usingtateoff experiment is resolution dependent, we plan to conduct

bit-planes of enhanced references for the P-frames is showfurther studies that include resolution scalability along with

Table 4. For the complex sequence Mobile, the performaggfiporal and SNR scalabilities.

degrades marginally at low bit-rates indicating that all 3 additional

bit-planes used in creating the enhanced-reference were

transmitted at 300 kbps. Note also that the complex sequerﬁ\f:ge)gerences

Stefan and Mobile benefit the most at high bandwidths. The reslisH. Radha, M. van der Schaar, Y. Chen, “The MPEG-4 Fine-

show that at 3 bit-planes the P-frame scheme adds —0.03 dB to G/s@ned Scalable Video Coding method for Multimedia Streaming

dB over the B-frame only scheme. Thus using both the B-frapver IP”, IEEE Trans. on Multimedia, March 2001.

and all-frame schemes result in overall improvements of 0.16 dif2joM. van der Schaar, H. Radha, “A hybrid temporal-SNR Fine-

1.61 dB. Granular Scalability for Internet Video”, IEEE Trans. on CSVT,

Figure 5: (A) All-frame scheme. (B) Effect on performance of choice of
reference bandwidth T
One solution to finding the optimum+Ris to calculate the

Kbps Foreman Stefan Coastguard Mobile ~ March 2001

[3] M. van der Schaar, H. Radha, “Motion-Compensation based
300 0.18 0.08 0.03 -0.03 Fine-Granular Scalability (MC-FGS)’, MPEG-4 Contribution
500 0.28 0.15 0.16 0.04 M6475, October 2000.
1000 0.34 0.36 0.28 0.20 [4] S.-F. Chang and P. Bocheck, “Principles and Applications of
1500 0.31 0.59 0.31 0.30 Content-Aware Video Communication,” IEEE ISCAS, Geneva,

Table 4: The improvement in performance in SNR dB of the All- Switzerland, May 2000.

Frame FGS+ over B-frame only FGS+ when 3 EL bit-planes are used
to enhance the reference

6. CHOOSING PARAMETERS

The bandwidths R at which new temporal frames are
introduced, the number of bit-planestB use in enhancing the EL



